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To support efectively function-driven 3D model retrieval in the phase of mechanical product conceptual design and improve the
efciency of functional semantics annotation for 3D models, an approach for functional semantics automatic annotation for
mechanical 3D product model based on latent functional semantics is presented. First, the design knowledge and function
knowledge of mechanical product model are analyzed, and the ontology-based functional semantics for assembly product is
constructed. Ten, some concept about functional region is defned, and the 3D product model is decomposed into functional
regions with diferent levels of granularity. Te similarity of the functional region is evaluated considering multisource attribute
information and geometric shape. Subsequently, the similarity based on latent functional semantics annotation model for
functional regions is established, which is employed for annotating automatic latent functional semantics in the 3D product model
structure. Finally, mechanical 3D models in the model library are used to verify the efectiveness and feasibility of the
proposed approach.

1. Introduction

More and more 3D models have been accumulated with 3D
CAD software applied widely in enterprises, which are
important knowledge resources and can be employed for
reference and reuse during developing new products.
When 3D CAD model is reused, it is very difcult for
meeting the practical needs of engineering designers by
retrieving the CAD model only considering the topological
and geometric information. Especially, in the process of
product conceptual design, engineers pay more attention to
searching for 3D CAD model structures with specifc
functions by making use of product function requirements’
information. Te existing 3D model structures embodying
plenty of design/assembly intent can achieve specifc
function requirements. However, there is no explicit and
clear correlation mapping relationship between structure
and function. Te functional semantics tagging corre-
spondingly to the model structure is becoming a hot issue
in the 3D model reuse feld.

In the process of design and development for mechanical
products utilizing computer-aided design systems, designers
mostly design the structure/geometry of 3D product model
in terms of the product’s functional requirements, param-
eters, and performance. Te functional requirements’ in-
formation and the 3D model structure are independent. In
this case, there is a gap between functions and structures for
the 3D product CAD model [1]. It means that there is no
explicit and clear structure-function correlation for an
isolated 3D CAD model, lacking of functional information
that the structure can accomplish. It will have an impact on
the level of 3D model reuse.

Currently, the research on the 3D CADmodel retrieval is
mainly grouped into two classifcation: geometry-based
[2, 3] retrieval and topology-based [4, 5] retrieval. But these
query information is uncertain and vague; at the stage of
product conceptual design, it is difcult to support the reuse
of 3D CAD model knowledge. With the emergence of se-
mantic modeling tools, some researchers are concerned for
visualization and semantic expression for resolving the
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semantics gap between the high-level design semantics and
the bottom-level geometric shape of the 3D model. To
simplify the process of semantic-based 3D model retrieval,
Attene et al. [6] presented a semantic description of the local
shape of the 3D model, where the 3D model is segmented
into regions and the segmented region is labeled with
marking semantics by using ontology-based concept in-
stance semantics. Cheng et al. [7] proposed a complex
surface shape design method for the CAD model based on
semantic features, where the diferent geometric constraints
and geometric surface types are defned as corresponding
semantic features, and the semantic features are used for
modeling complex surfaces of the CAD model. To capture
the design intent of the 3D model, Abdul-Ghafour et al. [8]
integrated semantic web into the CAD system and built a
common design feature ontology for feature modeling of the
CAD model, where the semantics is used for modeling and
reasoning, and the association relationship between the
product data can be efectively managed and discovered.

Te existing semantics annotation methods for 3D
models mainly considered the geometric shape and topo-
logical structure information. On the basis of semantic la-
beled sample 3D models, machine learning algorithm is
employed for automatic semantics annotation [9]. However,
there are fewer researchers on functional semantics anno-
tation of 3Dmodels. In fact, functional semantics as a special
class of semantics is not only an abstraction of geometric
shapes, but also a high-level semantic description for po-
tential information such as design or assembly intent, usage,
and efcacy of the 3D model. Te functional semantics
annotation of the 3D model is much more difcult and
complex than the shape or structure semantics annotation; it
still faces many challenges for functional semantics-based
retrieval of the 3D model. To meet the requirements of the
CAD model retrieval at the stage of mechanical product
conceptual design, Wang et al. [10] constructed function
semantic ontology of 3D CAD models, where the overall
functional semantics of 3D models are annotated, and the
functional semantics-based retrieval of 3D models is real-
ized. It is concerned about functional semantics annotation
of the 3D part model, lacking functional analysis and an-
notation of the 3D assembly model at diferent granularity
structure. Han et al. [11] proposed an approach for struc-
ture-function semantic correlation analysis and annotation
of the 3D assembly model, where the 3D assembly model is
divided into diferent functional regions for structure-
function semantic correlation analysis, and the polychro-
matic sets is used to describe correlations of structure-
function semantics. Tis method is concerned with the
structure-function analysis of the 3D parts/assembly model,
and functional semantics is labeled by the human-computer
interaction mode so that the annotation efciency is not
high. Hao et al. [12] took key parts in the assembly model as
the object and evaluated the similarity of the participated
shape structure key parts. Te functional semantics is an-
notated based on the shape and structure similarity, without
consideration attribute information of the 3D model
structure. Te accuracy of the functional semantic anno-
tation is afected to some extent. Te function is not only

related to the geometric shape of the 3D model, but also
related to the geometric parameters, type of kinematic pair,
and so on. Terefore, a reasonable and feasible solution for
structure-function semantic correlation analysis and auto-
matic annotation of the 3D product model can be provided
by comprehensively considering geometric structure and
attribute information of the 3D model.

Functions can refect the specifc requirement, objective,
and purpose that the product needs to achieve, which exists
throughout the life of the product design. In the stage of the
product conceptual design, it is usually on the premise that
the product function requirements have been determined to
fnd correspondingly the structural design scheme, that is,
the product function-structure mapping. Function-structure
mapping is the key process of the top-down product design,
which is an approach of transforming the product function
model to parametric structure model [13]. Te function is
the abstraction of the product structure and the purpose of
structure realization, and the structure is the shape and
composition structure that is shown to achieve certain
functions. Te mapping relation of function-structure is a
many-to-many relationship, where a certain function may
be completed by one structure or multiple structures, and a
structure may also implement one or more functions. Te
current more typical design process model about function-
structure mapping relation include function-structure
(Function-Structure, FS) [14] and function-behavior-
structure [15]. To realize the relationship between the
function and structure, a behavioral layer is introduced to
describe the action and principle which are performed to
complete the function, and explain “how the structure re-
alizes the function.” Based on that, the models including
function-behavior-state model [16] is proposed. Te issue
about function-structure mapping can be efectively solved
by using the abovementioned approaches in the product
conceptual design.

To improve the efciency and accuracy of the structure-
function semantic annotation for the 3D CAD product
model, and support 3D CAD model retrieval by means of
functional semantics, an approach for structure-function
semantic automatic annotation of the 3D product CAD
model is presented. Te structure of the 3D product model
is decomposed into functional regions (i.e. assembly region
and fow-activity region) with diferent levels of granu-
larity. Multisource attributes information and structural
similarity are considered for evaluating the similarity be-
tween any two functional regions. Based on that, an ap-
proach for automatic annotation of latent functional
semantics for 3D model structure based on semi-super-
vised learning is built for improving the accuracy and
efciency of functional semantics annotation of the 3D
model structure.

Tis rest of the paper is organized as follows: ontology-
based functional semantics is constructed for providing
standard and formal terms for functional semantic anno-
tation in the 3D product model is discussed in Section 2. In
Section 3, similarity evaluation of the 3D product model
structure is given by taking advantage of multisource in-
formation. A latent functional semantic annotation model of
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functional regions is presented in Section 4. Cases are
designed and tested in Section 5. In Section 6, the paper is
concluded and further works are provided.

2. Function Ontology of the 3D Product Model

2.1. Product Function Classifcation. Design knowledge is
mainly related to the product conceptual and detailed design
phase, which contains design document, domain expert
experience, and so on. Te design knowledge can help
capture design and assemble intent of the 3D CAD model,
which can provide basis and support for design thinking
analysis for the correlation between the structure and
function of the 3D model. It can be obtained from design
documents, PDM, BoM, machining, assembly process
documents, and so on.

Te function is viewed as an abstract description of the
task that a system or product can accomplish, and the pa-
rameters or state changing when the system or subsystem is
input/output. It is an understanding for the system from the
perspective of technical realization, as explanatory de-
scription and behavior abstraction of the structure, which is
the main goal and core of the product design. Product
function is generally determined in the stage of the product
conceptual design and has an essential role in the life of the
product design.

Te concept of function basis, classifcation of function,
and fow is proposed [17]. On this basis, the function is
described as “verb + object,” where the function is expressed
through the verb and noun form. In this paper, the basic
classifcations of the function are further summarized and
refned for covering the function’s description of the me-
chanical product as far as possible. Based on that, function
ontology is constructed for providing functional semantic
specifcation and expression of the 3D product model
structure in the mechanical feld. Te functional classifca-
tion and common terms of the mechanical product are
shown in Table 1.

2.2. Function Ontology. Ontology, as explicit and formal
specifcation of conceptualization, can ofer a formal de-
scription and defning common terms, classifcation, and
relationship for conceptualization, which can be employed
to represent, storage, share, and integrate knowledge [18]. To
reduce and avoid the randomness and ambiguity of func-
tional description and ensure standardization of the def-
nition of functional vocabulary, a function ontology should
be constructed to standardize the functional vocabulary of
the product, so that functional terms of the 3D product
model structure have a unifed and standard expression
form. According to the classifcation of the function and fow
of mechanical products, the function ontology was con-
structed by Protégé through the analysis of function and fow
concepts and their logical relationships. Parts of function
ontology are shown in Figure 1, where the solid blue line
represents parent-child relationship of concepts and the
dashed red line represents object attribute relationship be-
tween concepts [11].Te function ontology provides

standard terms of functional semantic annotation of the 3D
product model.

3. Similarity Evaluation of the 3D Product
Model Structure Considering
Multisource Information

3.1. Functional Region. To analyze convenient assembly
constraints of the product model, assembled parts are
grouped into two categories: functional part and connector
[19]. Te connected relationships between assembled parts
are classifed into soft connection and hard connection in
terms of corresponding connection relationship [20].
Connectors contain a type of part used for sealing or fas-
tening, such as gaskets, screws, bolts, nuts, pins, keys, and
other standard parts. Te functional part is viewed as some
function characteristics apart from connectors.

Functional Region: For a 3D product model, the function
mainly refects in the structure at diferent granularity level.
Te structure unit with certain function characteristics is
considered as a functional region. Functional region may be
a subassembly structure composed of multiple parts or shape
structure of the part. To annotate easily functional semantics’
indiferent granularity structure for the 3D assembly model,
functional regions are grouped into assembly region and
fow-activity region. Te functional structure of the 3D
product model can be considered comprehensively by the
assembly region and fow-activity region from the aspects of
assembly structure and part shape. Te correlation rela-
tionships between the function and structure is analyzed
comprehensively from the coarse and fne-granularity
structure of the 3D product model.

3.2. Functional Region Similarity Considering Multisource
Information. Te similarity for functional regions of the 3D
product model is evaluated by considering multiple attri-
butes and geometric shapes.

3.2.1. Multisource Information Similarity of the Assembled
Part. Multisource information is mainly grouped into
qualitative attribute, quantitative attribute, text attribute
[21], and geometric shape. Te similarity calculation rule
and method of each classifcation information of the as-
sembled part are given as follows [22]:

(1) Quantitative attribute:Te attributes are quantitative
including size, surface area, volume, and so on. It can
be expressed by a numeric value.Te similarity of the
quantitative attribute can be expressed as follows:

sim attribute q
i
k, p

j

k  � 1 −
q

i
k − p

j

k

max q
i
k, p

j

k 




, (1)

where qi
k denotes the kth quantitative attribute of

part i for the product model Q and pi
k denotes the

kth quantitative attribute of part j for the product
model P.
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(2) Qualitative attribute: Te attributes are not quanti-
fed, such as face type of the part, design/assembled
feature type, and so on. Te similarity of the qual-
itative attribute is expressed as follows:

sim attribute q
i
k, p

j

k  �
1, q

i
k � p

j

k,

0, else,

⎧⎨

⎩ (2)

where qi
k denotes the kth qualitative attribute of part i

for the product model Q and pi
k denotes the kth

qualitative attribute of part j for the product model P.
(3) Text attribute: Te attributes are expressed mostly by

string/text set for assembled constraints [23]. Te set
theory is employed to the similarity of the text at-
tribute, which is expressed as follows:

sim attribute q
i
k, p

j

k  �
q

i
k ∩p

j

k

q
i
k ∪p

j

k

, (3)

where qi
k denotes the kth text attribute of part i for

the product model Q and pi
k denotes the kth text

attribute of part j for the product model P.
(4) Geometric shape: Te geometric shape of assembled

parts is taken into account during the similarity of
the functional region. Te similarity calculation
about the geometric shape is mainly referred to the
literature [24]. Here, it can be expressed as
sim shape(qi

k, p
j

k).
(5) Multisource information similarity of parts: Based

on similarity evaluation of assembled parts consid-
ering multisource information, the weight coefcient
α is introduced for describing the importance degree
of each factor in terms of requirements of engi-
neering designer. Te similarity of parts considering
multisource attributes sim part(qi, pj) can be
expressed as follows:

sim part q
i
, p

j
  � ω1• 

T

t�1
sim attribute q

i
k, p

j

k •αk + ω2•sim shape q
i
k, p

j

k ,



T

t�1
αt � 1,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

Table 1: Functional classifcation and common terms of the mechanical product.

Functional
classifcation

Functional
basis Verb vocabulary

Branch

Separate Isolate, disconnect, cut, and detach
Remove Cut, lathe, mill, drill, grind, polish, bore, and remove
Divide Disassembly, isolate, release, classify, group, and divide
Refne Extract, flter, purify, permeate, wash, clean, and refne

Distribute Disperse, spread, dissipate, disperse, and distribute

Channel

Import Entry, accept, permit, capture, and import
Export Discharge, eject, jet, release, destroy, eliminate, and export
Transfer Convey, handle, carry, move, lift, conduct, communicate, and transmit
Guide Guide, drive, switch, move, transfer, migrate, rotate, turn, fip, limit, release, and oriented

Connect Couple Connect, assemble, install, tie, and couple
Mix Merge, merge, package, mix, add, and mix

Control

Actuate Begin, start, launch, initiate, and actuate
Regulate Control, balance, limit, block, interrupt, delay, close, forbid, and allow

Change Adapt, correct, reverse, adjust, modify, increase, enlarge, magnify, enhance, enlarge, expand,
strengthen, reduce, weaken, shrink, reduce, compress, transform, construct, form, and change

Stop Inhibit, protect, seal, insulate, isolate, shield, end, close, terminate, stop, interrupt, and prevent
Convert Convert Conversion, transform, concentrate, melt, liquefy, solidify, evaporate, fusion, integrate, and process

Supply Store Store, contain, include, encapsulate, enclose, accumulate, gather, collect, reserve, occupy, and retain
Supply Supply, furnish, fll, supplement, and expose

Signal
Sense Sense, identify, distinguish, and confrm
Display Display, show, indicate, register, record, expose, choose, and select
Measure Measure, calculate, process, estimate, check, proofread, examine, and compare

Support
Stabilize Stabilize, frm, and prop
Secure Secure, place, arrange, press, clamp, and tighten
Position Position, orient, limit, and guide
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where sim attribute(qi, pj) denotes the similarity of
part i for the assembly region Q and part j for the
assembly region P considering multisource attri-
butes, T denotes the total number of attributes, αt
denotes the weight of the tth attribute, w1 denotes
the weight of the similarity of attribute information,
and w2 denotes the weight of the similarity of the
geometric shape.

3.2.2. Similarity Measure of the Functional Region. Te
similarity of the functional region mainly contains the
similarity of the assembly region and the fow- activity
region.

(1) Similarity measure of the assembly region: Similarity
of assembly region should not only consider the
shape structure and attribute information of as-
sembled parts, but also take into account the in-
formation of assembly relation, such as connection
form, contact form, degree of freedom, assembly
feature pair and so on. By using the above similarity
evaluation through multisource attribute, the simi-
larity for assembly relationship could be expressed as
follows:

sim relationship q
i
, p

j
  � 

H

h�1
sim attribute q

i
k, p

j

k  • βh,



H

h�1
βh � 1,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(5)

where sim relationship(qi, pj) denotes the similarity
for assembly relationships between assembled parts i
and j for the product models Q and P, H denotes the
number of attributes for assembly relationships, and
βh denotes the weight of the hth attribute.

Considering the attributes about the assembly re-
lationship and assembled part comprehensively, the
similarity of the assembly region can be expressed as
follows:

sim assem q
i
, p

j
  � sim part q

i
, p

j
  • w1 + sim relationship q

i
, p

j
  • w2, (6)

Figure 1: Parts of function ontology for the CAD product model.
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where w1 denotes the weight of similarity of the
assembled part and w2 denotes the corresponding
assembly relationship similarity.
Te assembly region may consist of diferent as-
sembled parts. It is necessary that the assembled
parts should be considered as matching problem
between regions while calculating the similarity of
assembly region. In fact, it has found the best as-
sembled parts pair among two part-sets from cor-
responding functional regions when the total sum
value of the similarity between functional region
pairs is maximal. Te matching problem can be
solved by using maximum matching in the weighted
bipartite graph. Te Kuhn–Munkres algorithm [25]
adopted the similarity simass(Q, P) between the as-
sembly regions Q and P can be expressed as follows:

simass(Q, P) �


l qi,pj( ∈L0
sim assem qi, pj 

max (m, n)
, (7)

where M denotes the maximal matching, L0 denotes
the set of corresponding edges, l(qi

i, pj
j) ∈ L0 de-

notes the best matching between assembled parts qi
and pj, and m, n denote respectively the number of
assembled parts in assembly regions Q and P.

(2) Similarity measure of the fow-activity region: Flow-
activity area mainly refers to the shape structure of
the part that does not participate in the assembly
region. In fact, it specifcally refers to the similarity
evaluation of the part model. Similarity of the fow-
activity region q′ and the fow-activity region p′,
simpart(q′, p′) can be expressed as follows:

simpart(q
′
, p

′
) � sim part(q

′
, p

′
), (8)

during the similarity evaluation, the weight values
can be determined by domain expert and experience
generally. Moreover, to avoid subjective interference,
the weight values can be determined by using AHP
and TOPSIS [26].

4. Latent Function Semantic Annotation of the
Functional Region

Functional region as a structure with certain functions in the
3D product model, functional semantic annotation of the
functional region is viewed as essentially functional semantic
annotation of the model structure. Trough analysis of the
function region, the function that the corresponding
structure of the function region can achieve will be obtained.
Based on that, the corresponding latent functional semantics
can be annotated. Te process of latent functional semantic
annotation of the functional region consists of two steps:
① functional semantic annotation of sample CAD models,
that is, the structure-function is analyzed for 3D CAD
product sample models, and corresponding functional se-
mantics is annotated interactively. ② Latent functional se-
mantic annotation based on the similarity. A latent

functional semantic prediction model is built for auto-
matically annotating latent functional semantics in the 3D
assembly model structure. Te process of latent functional
semantic annotation of the functional region is shown in
Figure 2.

4.1. Functional Semantic Annotation of the Sample Model.
For mechanical product, functions are mainly refected in
assembly regions and fow-activity regions. Trough ana-
lyzing the structure-function of the product model from the
two aspects of the assembly region and the fow-activity
region.

(1) Functional semantic interactive annotation of the
assembly region: Te assembly region can be
expressed by assembled parts, assembly feature, and
corresponding attribute information involved in the
assembled structure. By analyzing the part attributes,
connection types, matching types, degrees of free-
dom, and other information in the assembly region,
together with the mechanical design theory and
design experience, designers can capture the as-
sembly intent, function, and degree of freedom,
which is contained in the features of the assembly
region. According to the function ontology, func-
tional semantics of the assembled structure are la-
beled, thereby absorbing and understanding the
assembly structure knowledge.

(2) Functional semantics interactive annotation of Flow-
activity region: Flow-activity region is a description
of the geometric shape with some functions in the
functional parts, except for participating ft or as-
sembled structure. Te structure represented by a
fow-activity region is considered as a carrier in the
process of function fow from input to output.
Terefore, when analyzing the fow-activity region, it
is needful to consider the input and output of fow
during the working process of the assembled
structure. Te key integral/local structures and
corresponding functions in the assembled function
part represented by the fow-activity region is ac-
quired. Te fow-activity region can be described by
the design feature, attribute, and other information
of the part, for example, the shape feature, geometric
shape surface, and other attribute descriptions of the
part model.

4.2. Latent Function Semantic Annotation of the Function
Region. Tere are many-to-many mapping relationships
between structures and functions, that is, the same structure
will perform diferent functions in diferent products, and
diferent structures will also achieve the same function. In
most cases, structures with the same attributes may achieve
the same functions for diferent assembly models. It is a
probability event that the same structure is provided with the
same function. As the similarity of the structure increases,
the probability having the same function also increases.
Based on that, a prediction model for latent functional
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semantic annotation of the 3D CAD product model is given
using sample models annotated functional semantics.
Drawing on the historical information of the structure-
function semantic annotation, the probability that the
product model structure can achieve certain functions is
inferred. Finally, combining with the participation of arti-
fcial knowledge, the functional semantics that can be re-
alized is determined. It enhances the efciency of functional
semantics annotating to some extent.

Assuming that the annotated functional semantic model
library isM, the unannotated structure (functional region) is
Stru. Te structure in the model library M that has the
maximum similarity with the structure Stru is Strumax, and
the latent functional semantic annotation model based on
the similarity can be expressed as follows:

p fi | Stru(  � Sim Stru, Strumax( ∗
count fi | Strumax( 

sum Strumax( 
,

(9)

where p(fi|Stru) denotes the probability that the structure
Stru can achieve the function fi. Stru represents the unan-
notated structure (functional region). Strumax represents the
structure (functional region) in the model libraryM that has
the greatest similarity with the structure to the unannotated
structure Stru. Sim(Stru, Strumax) represents the similarity
between Strumax and Stru, equations (7) and (8) are used for
similarity measurement of functional regions. Sum(Strumax)
denotes the number of the structure Strumax in the model
library M. Count(fi|Strumax) denotes the number of the
structure Strumax that has the function fi in the model library
M.

5. Case Study

5.1. Function Semantic Annotation of the Sample Model.
Te 3D CAD model of gear oil pump is used as an example
for analyzing and annotating functions in the 3D product
model. Te correlation relationship among the structure,
function, and attribute of the 3Dmodel is expressed by using

the polychromatic set, and corresponding functional se-
mantics is annotated interactively. Te 3D CAD product
model of gear oil pump and parts information is shown in
Figure 3.

Te 3D model structure of gear oil pump is divided into
several independent and stable assembly regions AR1∼AR8.
Te parts and assembly feature pairs attribute information
contained in the assembly region are analyzed for deter-
mining the functions that can be realized in each assembly
region. Te function analysis of the fow-activity region is
mainly about the function analysis of the local shape
structure that can transmit the fow in the 3D part model.
Te fow-activity region of the functional part that can
transmit fow is analyzed from the perspective of the ma-
terial fow, signal fow, and energy fow. Trough the
structure function analysis and functional semantic anno-
tation of the fow-activity region, the key structure in the
parts can be discovered and the design intent can be cap-
tured. It improves the efciency of complex parts and key
structures reuse. Te functional region and functional se-
mantic annotation in the 3D CADmodel of gear oil pump is
shown in Table 2.

5.2. Latent Functional Semantic Annotation Based on
Similarity. Some 3D CAD product models with annotated
functional semantics can be obtained through the struc-
ture-function correlation analysis and functional seman-
tics labeling for 3D CAD product sample models. Based on
that, the latent functional semantic prediction model based
on the similarity can be used to automatically annotate the
functional semantics in 3D CAD product models in the
model library. Trough equation (9), the latent functional
semantics can be predicted and annotated
probabilistically.

Several typical 3D models are taken as example, which is
given with latent functional semantics corresponding
probability, as shown in Table 3. Among them, the maxi-
mum similarity structure is the annotated model structure in
the model library, and the probability of latent functional

Extraction of 
function region

Assembly region 

Flow-activity region

Structure-function
correlations analysis 

Functional semantics
interactively annotating

Functional semantics annotation of sample model

Part attribute 
adjacency graph

Surface attribute
adjacency graph

Similarity evaluation of 
function region

Similarity for
multi-attributes

Similarity for 
geometric shape

Unannotated
model

Latent functional
semantics annotation

Building of latent function 
semantics model

Automatic annotation of 
latent function semantics

3D Model expression

3D CAD
product models

Sample
model

Function 
ontology 

Annotated 
model 

Figure 2: Te process of latent functional semantic annotation of the functional region.
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p1: Left pump cover
p2: Driven gear shaft
p3: Driving gear shaft
p4: Cylindrical pin
p5: Gasket

p6: Pump body
p7: Right pump cover
p8: Seal
p9: Bush
p10: Compression nut

p11: Driving gear
p12: Washer
p13: Nut
p14: Key
p15: Screw

1

2 34

5 6 78

9 10 11 12 1314

15

Figure 3: 3D CAD model of gear oil pump.

Table 2: Functional regions and their functional semantics.

Category FR Assembled part Functional semantics

Assembly regions

AR1 {p1, p4, p5, p6, p7}
F1: sealing liquid

F2: position pump cover
F3: stabilize pump cover

AR2 {p1, p2, p3, p7}

F4: position-driven gear shaft
F5: support-driven gear shaft

F6: transform motion
F7: supply liquid

AR3 {p3, p7, p8, p9} F8: prevent liquid
AR4 {p1, p5, p6, p7, p15} F9: fasten-pump cover

AR5 {p3, p11, p14}
F10: position driving gear
F11: stabilize driving gear

AR6 {p3, p11, p12, p13}
F11: stabilize driving gear
F12: fasten driving gear

AR7 {p3, p7, p9, p10}
F9: fasten pump cover
F13: stabilize bush

Flow-activity regions

FAR1 p3: gear structure F7: supply liquid
FAR2 p2: gear structure F7: supply liquid
FAR3 p6: boss structure 2 F14: export liquid
FAR4 p6: boss structure 1 F15: import liquid

FAR5 p11: gear structure
F16: transfer torque
F17: export liquid
F18: transfer power

FAR6 p6: cavity structure F17: export liquid
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semantics is calculated by equation (9). Since the calculation
of probability is related to the annotated sample model li-
brary, if sample models are fewer, the accuracy of latent
functional semantic annotation will be low. In this case, the
designer’s design history knowledge and experience should
be considered for determining the fnal functional semantics
to be annotated.

6. Conclusion

In this paper, an approach for functional semantic an-
notation of the mechanical 3D product model is proposed.
3D product model-oriented function ontology is con-
structed to provide standard, unifed feature and function
vocabulary for functional semantic annotation. Te 3D
CAD product models break up into functional regions at
diferent granularity. Functional region is used as se-
mantic structure unit, together with product design ex-
perience, working principle, and so on; the functional
semantics of sample models is annotated interactively. Te
similarity of functional regions is evaluated comprehen-
sively considering multisource information. Similarity-
based latent functional semantic annotation model is
given for automatic annotation of functional semantics in
CAD models.

Te proposed approach improves efciency and accu-
racy of functional semantic annotation to a certain extent,
which can assist designers accelerating the speed of the
functional semantic annotation. It provides support for
searching 3D CAD model using product function require-
ment, promotes the understanding, absorbs and reuses the
complex 3D product model knowledge structure, and in-
spires the product design innovation. Further research will

focus on functional semantics-driven retrieval and product
structure optimization of the 3D CAD model.
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“Motion capture technology” refers to the use of optical sensing equipment to record the dancer’s movement trajectory during
dance and then convert this movement trajectory into applicable data information in animation software. In the 3D animation
software, the corresponding dancer model can be constructed, and the matching costumes can also be designed. After combining
it with the motion capture data, animation and dance data can be generated. In this way, virtual simulation software can create
some virtual visualization scenes and present more diverse and complex demonstration efects. Tis article focuses on three
aspects: “an overview of the connotation of motion capture technology,” “design of virtual dance visualization scene based on
motion capture technology,” and “application of virtual dance visualization scene based on motion capture technology.”

1. Introduction

“Motion capture technology” was initially applied in a very
narrow feld, mainly in the feld of animation flms. With the
maturity of motion capture technology, its application felds
are becoming more and more extensive, such as motion
analysis and sports training. A complete motion capture
system usually includes multiple parts such as signal ac-
quisition equipment, data processing, data transmission, and
sensors [1]. At present, motion capture systems mainly
include optical motion capture systems, electromagnetic
motion capture systems, and mechanical motion capture
systems. What we call motion capture today usually refers to
the use of sensors and software to transcribe the movements
of real actors into the movements of digital models in 3D
games or animations. As we all know, characters (including
characters and animals) in animation and games must have
actions, such as running, jumping, and fghting. Te “optical
motion capture system” has better stability and higher
precision. Te dance data is presented through an optical
motion capture system, and the efect will be better [2].

Regarding the connotation of motion capture technol-
ogy, it can be understood as a computer recognition tech-
nology, which is mainly used to recognize data information

duringmotion.Troughmotion capture technology, various
real actions of people in three-dimensional space can be
collected, and the collected data information can be entered
into the virtual model, thereby generating a series of motion
data records [3]. Mechanical motion capture relies on
mechanical devices to track and measure motion trajecto-
ries. A typical system consists of multiple joints and rigid
links, and angle sensors are installed in the rotatable joints,
which can measure the changes in the rotation angle of the
joints. When the device moves, according to the angle
change measured by the angle sensor and the length of the
connecting rod, the position and movement trajectory of the
endpoint of the rod in space can be obtained. In fact, the
motion trajectory of any point on the device can be obtained,
and the rigid link can also be replaced with a telescopic rod
with a variable length, and the change in its length can be
measured with a displacement sensor. An early mechanical
motion capture device uses joints and links with angle
sensors to form an “adjustable digital model” whose shape
can simulate the human body or other animals or objects.
Te user can adjust the posture of the model according to the
needs of the plot and then lock it. Te angle sensor measures
and records the rotation angles of the joints. According to
these angles and the mechanical dimensions of the model,
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the pose of the model can be calculated, and these pose data
are transmitted to the animation software so that the
character model in it can also make the same pose. Tis is an
early motion capture device, but there is still a certainmarket
until now. Foreign countries have given this device a very
vivid name: “Monkey.” An application form of mechanical
motion capture is to connect the moving object to be
captured with the mechanical structure, and the motion of
the object drives the mechanical device, which is recorded by
the sensor in real time. Te advantages of this method are
low cost, high accuracy, real-time measurement, and si-
multaneous performance of multiple characters. But its
shortcomings are also very obvious, mainly because it is very
inconvenient to use, and the mechanical structure greatly
hinders and restricts the movements of performers. Te
“monkey” is more difcult to use for real-time capture of
continuous actions. It requires the operator to continuously
adjust the posture of the “monkey” according to the re-
quirements of the plot, which is very troublesome. It is
mainly used for static modeling capture and key frame
determination. Moreover, this motion data information can
be well recognized by the computer. After the relevant
personnel put this motion data information into the 3D
animation software, they can build a “3D human body
model” in the 3D animation software. Te three-dimen-
sional mannequin is both virtual and vivid and can depict
the dancer’s facial features according to the dancer’s physical
ftness. Society is progressing, science and technology are
developing, and computer hardware and software equip-
ment is becoming more and more perfect. Many researchers
choose to conduct scientifc research and auxiliary teaching
training through computers. Motion capture technology is
the latest scientifc and technological research project that
has been developing and growing in recent years. Trough
the motion capture system, the animation production of flm
and television entertainment, the rehabilitation of patients in
the medical feld, the feld of sports training, and the analysis
of digital human motion posture assisted by college teaching
are realized, and the guidance of rigorous scientifc theory is
provided [4]. Tis paper analyzes the motion posture of the
human body, proposes a posture analysis method based on
eigenvector matching, and analyzes the characteristics of the
motion posture of the human body based on the real-time
characteristics of the optical motion capture system,. Tis
paper analyzes the development prospects and research
signifcance of motion capture technology in sports dance
teaching, provides an efective theoretical basis for scientifc
training, promotes the efciency of students’ learning, and
efectively improves the scientifc research level of education
and teaching. Te main research work of this paper is as
follows: (1) A dance posture analysis method based on
feature vector matching is proposed, which can accurately
analyze the dance movement posture of the human body,
obtain the diference in efective human movement, and
provide theoretical support for the scientifc training of
dance. (2) Applying motion capture technology to the re-
search of dance teaching in colleges and universities, by
tracking, capturing, checking, recording, etc. of human
movement, the dance movements are demonstrated in

sections, which solves the traditional problem of repeated
demonstrations when teachers teach, get rid of the inter-
ference of students or teachers due to individual diferences,
psychological, physical, and other factors, and, through the
efective analysis of computer data, timely fnd problems and
correct them, which greatly improves the efciency of ed-
ucation and teaching. Te advantages of this study are
mainly connected with the dance teaching through the
optical motion capture system, which improves the intui-
tiveness of the learning efect. Te collection and analysis of
real-time data provide timely feedback for teaching. From
the technical level, teaching form, and student acceptance
level, it provides scientifc theoretical support in terms of
innovation and other aspects, gets rid of other interference
factors of the traditional teaching mode, provides a reliable
basis for the improvement of the teaching mode, and helps
the system to improve the personalized teaching system.Te
next main research work is to complete the real-time analysis
of human motion posture with the assistance of the optical
motion capture system.

In addition, the technology can also build a variety of
clothing models. Due to the large number of ethnic mi-
norities in our country, there are also many dances with
ethnic characteristics. When building costume models, you
can refer to the styles of diferent ethnic groups and diferent
dances. After the construction of these models is completed,
they will enter the next step of construction, that is, “three-
dimensional bones” [5]. In this process, the 3D skeleton is
meant to correspond to the model. Only when the corre-
spondence is good, can we lay a good foundation for
“skinning” [6]. Te main function of skinning is to make the
bones and the model closely connected to form a whole,
making it look more harmonious and unifed. At the same
time, the relevant personnel must match the corresponding
costumes and match the costumes, bones, and models into a
set. At this time, the data information transmitted by the
motion capture system can make the 3D model move and
become various animations that people see. According to the
needs of the market and people, these animations can be
placed on the virtual platform, which is mainly used to save
dance information, demonstrate dance content, and create
new dance materials [7].

Te advent of motion capture technology dates back to
the 1970s.With the rapid development of computer software
and hardware technology and the improvement of anima-
tion production requirements, its application felds cover
many aspects, such as flm and television production, virtual
reality, games, ergonomic research, simulation training, and
biomechanical research [8]. In principle, the commonly used
motion capture technologies can be divided into four types:
mechanical, acoustic, electromagnetic, and optical. Optical
motion capture is currently the most commonly used
motion capture technology. It accomplishes the task of
motion capture by tracking specifc light points on the target
[9]. At present, common optical motion capture is mostly
based on the principle of computer vision. When the camera
continuously shoots at a high enough rate, the movement
trajectory of the point can be obtained from the image
sequence, as shown in Figure 1.
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Te advantage of optical motion capture is that the
performer has a large range of motion, no cables, and the
limitation of mechanical devices. Te performer can per-
form freely and it is very convenient to use. Its high sampling
rate can meet the needs of most high-speed motion mea-
surements [10]. Te disadvantage is that the system is ex-
pensive, and although it can capture real-time motion, the
postprocessing (includingMarker recognition, tracking, and
calculation of spatial coordinates) takes long time. At
present, it cannot achieve real-time driving of the character
model and real-time viewing efects. Such systems are
sensitive to lighting and refections in the performance
venue. Te device calibration is also more complicated [11].
Especially when the motion is complex, the markers in
diferent parts are easily confused, and the occlusion pro-
duces wrong results, which often requires manual inter-
vention in the postprocessing process [12].

2. Related Technologies

2.1. Design of Dance Virtual Visualization Scene Based on
Motion Capture Technology

2.1.1. Dance Data Collection. “Dance data acquisition” is the
frst step in the dance virtual visualization scene design of
motion capture technology. Data acquisition is a prereq-
uisite and foundation in the process of dance digitization. In
the process of dance digitization, data acquisition is a
prerequisite and foundation. Only after the data information
has been collected, the data information can be presented
through the subsequent virtual display platform [13]. At
present, dance data collection mainly includes three parts:
frst, “collecting dance materials.” Tere are many dance
materials in our country, and there are many channels for
collection, such as individual performances, stage perfor-
mances, and folk visits. Te relevant personnel should
prepare the collection equipment in advance and choose
more advanced digital cameras, digital cameras, etc. Second,
“digitize the material.” After the dance materials are col-
lected, they should be systematically organized. During this
process, the relevant personnel should actively listen to the
suggestions of professional dancers, make reasonable use of

the dance materials, and then perform dance demonstra-
tions based on the dance materials fnally sorted out.
Trough the motion capture system, capture those classic
dance moments and realize the digitalization of dance.
Tird, “Building 3D Models.” Te three-dimensional model
is constructed in 3 ds Max. Te reference is based on the
general body proportions of most men and women, and the
corresponding costume models are established in combi-
nation with dance characteristics. It should be noted that the
models are mainly divided into two types: one is the “fne
model,” which is generally not displayed on the virtual
platform and is mainly saved as a kind of data which saves
360-degree video fles; the other is the “fne model.” One is
the “simple model,” which is mainly used for virtual plat-
form display. Tere are many classifcations of dance, and
combined with the characteristics of diferent dances, it is
also possible to carry out “key binding,” that is, to sys-
tematically evaluate the bound skeletal model and set rel-
evant weights [14].

2.1.2. Dance Animation. Dance animation can be under-
stood as the combination of “3D animation” and “motion
capture data.” 3 ds Max, MotionBuilder, and other software
can well link 3D animation and motion capture data [15]. At
this point, the work of data acquisition and dance animation
is basically completed. After that, export the model fle,
motion data, etc. through 3 ds Max, and save it in FBX
format.

2.1.3. Display System. At present, the “display system”
mainly uses the three-dimensional game engine UNITY 3D.
Tis display system includes the following modules:in the
opening session, just like flm and television dramas, basi-
cally every three-dimensional animation video will intro-
duce some basic information, such as production unit,
content introduction, system name, which has become a
conventional general title module; dress-up module - In
short, this module is mainly used to change clothes,
according to diferent regions, diferent dance style, and
switch between diferent clothing animation models; camera
control module: - unity 3D is a very popular 3D game engine

Straight line 1 Straight line 2
Point

Picture 1 Picture 2 

Figure 1: Optical motion capture system.
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because it has a very powerful control ability, through the
dance movements presented by the 3D model. Te viewer
can observe from various angles, and can basically achieve a
360-degree panorama. At this time, the viewer will feel very
wonderful. Te presentation of the dance and the change of
perspective can be controlled by a small mouse in the hand.
At present, the camera control module can be programmed
independently, or the default control system can be used: the
dance selection module—the classifcation of dance can be
measured from diferent dimensions. Te dance selection
module is mainly used to select the type of dance. At present,
the main types of dances are dances performed on a large
scale and in a standardized manner on major holidays, some
minority dances circulated in the folk, some collective
dances created by people spontaneously, and some dances
composed and performed by dancers with special talents,
used for dances on some special occasions, with certain
funny elements and commemorative meanings in Children’s
Day, weddings, and corporate annual meetings; gender
selectionmodule - the role of this module is well understood,
which is to distinguish male dancers and female dancers. In
the three-dimensional game engine U-NITY 3D display
system, through the coordinated operation of these fve
modules, the efect of virtual demonstration is fnally pre-
sented [16].Tis system can now be used not only on
computers but also on mobile phones.

2.2.ApplicationofVirtualDanceVisualizationSceneBasedon
Motion Capture Technology. By frst collecting text records,
taking pictures and videos, obtaining relevant text, pictures,
and video-related materials of Lusheng Dance, performing
dance choreography, and using motion capture equipment
to record dance movements to obtain dance movement data.
At the same time, 3D StudioMax is used to preliminarily
establish dancer characters model. After having motion data
and a dancer model, digital postproduction can be per-
formed to realize animation display [17]. Te production
process is shown in Figure 2.

At this stage, the application of dance virtual visuali-
zation scene based on motion capture technology is mainly
refected in the following aspects:

2.2.1. Teaching Field. When teaching dance classes, art
teachers can use the virtual display platform to digitally
present dance, bring students more abundant teaching
content, facilitate students to learn “dance movement de-
composition,” and facilitate teachers to carry out dance-
related activities. research [18].

2.2.2. Multimedia Display Field. In the feld of multimedia
display, the application of dance virtual visualization scene
based on motion capture technology can combine tradi-
tional dance teaching content with modern technology, such
as three-dimensional dynamic imaging technology, human
scene synthesis technology, phantom imaging technology,
and laser technology. Tis gives viewers a new impact. From
the perspective of dance research, this is an efcient research

method, that is conducive to improving the accuracy and
standardization of dance research.

2.2.3. Internet Field. Te application of dance virtual vi-
sualization scene based on motion capture technology can
well adapt to the Internet environment and compile and
generate some dance content that can be disseminated and
displayed in the Internet environment. With the increasing
number of mobile phone users, the Unity 3D game engine
can also compile and generate mobile apps, so that more
people can enjoy this convenient service anytime, anywhere,
and feel the popular educational atmosphere of dance in the
new era. Te dance of the public has broadened the path of
inheritance and development.

3. Dance Motion Capture Technology Based on
Visualization Requirements

To meet the needs of efcient and high-precision human
gesture recognition methods, an efcient gesture analysis
method based on similarity matching between feature planes
is proposed. Te human motion data is collected in real time
through the optical motion capture system, and the skeleton
and its human feature plane are efectively extracted. Fur-
thermore, an efcient matching mechanism is established by
taking the plane feature vector and its included angle as the
judgment basis for attitude analysis. Tis method is com-
bined with dance teaching. After experimental verifcation, it
not only provides a stable and accurate analysis of human
posture but can also efectively obtain the diference between
human movements, thus providing good theoretical support
for dancers to carry out scientifc dance training [19].

3.1. Acquisition of 3D Data from Motion Capture. In this
paper, an optical motion capture system is used to obtain
motion data, thereby establishing a database of the human
motion pose models and skeletonmodel.Te basic process is
as follows, as shown in Figure 3.

3.1.1. Real-Time Acquisition of 3D Human Motion Data.
In the data collection, the performers frst put on mono-
chrome clothing with 21 markers on key parts, stand within
the preset motion space, start the high-precision 3D motion
capture software, set the specifed time, and press. It is
required to shoot the specifed dance movements and use the
camera to capture and track the movement of the 21 marker
points. Match the captured and edited human motion data
of 21 marker identifcation points with the actor model,
activate the 21 identifcation points to complete the data
matching with the actor, so as to complete the establishment
of the database of human motion posture.

3.1.2. Establish Motion Model Database. Applying the
motion capture system to analyze the motion posture of the
human body is to estimate the motion posture character-
istics of the human body from diferent perspectives. In this
paper, the key points of the motion feature are used to mark
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the key parts of the human body. Te connection between
the key points represents the rigid body. When they are
“shape unchanged,” the connections between key points
represent rigid bodies [20]. Temain research on movement
posture is to build a database of human movement postures
based on the head, body, hips, and limbs.

3.1.3. Human Motion Pose Analysis Based on Feature Vector
Matching. Movement posture analysis is the process of
tracking, capturing, acquiring, and analyzing human body
posture characteristics so as to obtain relevant movement
posture parameters. Trough the efective combination of
motion analysis and teaching, the teaching system can be
more personalized and featured, and the performers’ per-
formances can be decomposed in detail, and each dance
movement can be demonstrated step by step. Te param-
eters obtained are conducive to quantitative analysis of the
movement posture, providing good help for more scientifc
and intelligent dance teaching [21].

In order to better analyze the motion state of dance
performers, a method for analyzing human motion posture
using the principle of feature plane similarity matching is
proposed. Tis method simplifes the traditional calculation
of Euclidean distance based on multiple identifcation points
to the calculation of a feature plane feature vector and its
included angle [22]. In this paper, the identifcation points of

21 key parts are simplifed into 7 feature planes to calculate
the motion diference and correlation. Trough verifcation,
this method can quickly and efectively analyze the motion
posture of the human body and can be applied to dance
teaching to improve the efciency of dance teaching. Te
specifc process is as follows, as shown in Figure 4. Te main
steps of the analysis process include the following:

Step 1 Real-time acquisition of skeleton data: in the
form of optical motion capture, real-time acquisition of
dance action sequences, and storage of the coordinates
of each identifcation point of the human body model
in the space coordinate system.
Step 2 Posture analysis: determine 7 feature planes
according to the feature points, extract the angle be-
tween the feature vector and the posture feature vector,
and calculate the feature correlation coefcient of the
human body posture according to the motion char-
acteristics of the key parts of the dance movement.
Step 3: Analysis of the diference degree of character-
istic posture: through the correlation coefcient of the
characteristic vector and its included angle, analyze the
diference and accuracy between the dance movements
and standard movements of the students.

Te motion of the human body is a complex process.
Without considering conditions such as muscles and
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Figure 3: 3D data acquisition fow chart.
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nervous systems, the motion of the human body can be
abstracted into a simple chain system connected by some
rigid bodies [23]. Te upper limb is composed of two rigid
bodies connected by the elbow joint, the upper arm, and the
forearm; the lower limb is composed of the two rigid bodies
of the thigh and the calf connected by the hip joint, and the
thigh and the calf are connected by the knee joint. Te body
and hip are also represented as a rigid body by a line
connecting the joint points [24].

3.2. Traditional 3D Model Similarity Matching. Te simi-
larity matching of human body poses is to realize the
measure of the diference or similarity of the poses between
diferent human bodies.Temost commonly usedmethod is
the traditional Euclidean distance metric.

Te traditional 3Dmodel similarity matching is based on
the Euclidean distance, and the calculation methods are as
follows:

D � sqrt x1 − x2( 
2

+ y1 − y2( 
2

 ,

D � sqrt x1 − x2( 
2

+ y1 − y2( 
2

+ z1 − z2( 
2

 .
(1)

With two identifcation points, the diference between
the two identifcation points can be obtained through the
calculation formula based on the Euclidean distance. If the
obtained diference is less than the threshold, the threshold is
set by the coach, and the two identifcation points are
considered to be similar. If the diference is greater than this
threshold, the two identifcation points are considered
dissimilar. Te standard action is compared with the tra-
jectory of the same identifcation point of the action to be
tested, as shown in Figure 5.

Te direct comparison method based on the traditional
Euclidean distance is to compare the activity trajectories of
two moving targets, and the corresponding distance dif-
ference will be obtained during the comparison of each
action sequence, and the data matching degree will be
calculated according to the preset threshold. However, this
method not only requires too much calculation but also
depends on the inherent characteristics of the object to be

measured. When the body ratio of the object changes, such
as height, short, fat, and thin, the distance between the
marking points also changes accordingly, and it must be
repeated. Terefore, due to the strict requirements for
moving objects, the use of traditional methods is limited,
which not only greatly reduces the computational efciency
but also lacks universality [25].

Te traditional form of dance teaching is generally
taught by the teacher’s oral and deeds, through oral
movement essentials and personal demonstration of dance
movements to students, so that students can understand the
essentials of movements in class. However, in traditional
sports teaching, the internal reasons such as high difculty,
fast speed, difcult memory, and the instantaneousness and
complexity of movements lead to increased teaching dif-
culty. Teachers cannot standardize each movement due to
psychological, physical and other factors. It is shown me-
ticulously that due to individual diferences and diferent
observation angles, students cannot master the essentials of
movements in this class, which has an impact on the un-
derstanding of the key and difcult points of dance
movements, so that teachers have to repeatedly demonstrate
and explain, which afects teaching efciency. Te teacher’s
oral and deed teaching method has a single teaching form,
and the students only focus on movement practice and lack
the ability to think actively.

Te combination of motion capture technology and
teaching will make up for the defciencies of traditional
teaching forms and has advantages that traditional teaching
does not have in the acquisition and transmission of motor
skills. According to the students’ own state, they can pur-
posefully learn and demonstrate the movements, and then
compare them with the standard movement postures
according to the analysis results of the three-dimensional
movement data and correct the standard movements in
time, which is benefcial to the students’ learning and
performance. Teachers’ teaching efciency has been greatly
improved.

20

10

0

-10

-20

-30

-40

-50

-60

T
e x

-a
xi

s c
oo

rd
in

at
e o

f m
ar

ks
13

 p
oi

nt
s

1 1.5 2.5 3.5 4.5 5432
Action time series

Diference

Standard
To be tested

Figure 5: Comparison of motion trajectories in one direction
between single identifcation points.

Input data

Get skeleton data in real time

Eigenvector correlation 
calculation

Output result

Standard 
Action Data

Figure 4: Method fow chart.

6 Scientifc Programming



Te teacher’s standard dance movements are made
into three-dimensional teaching animations through
motion capture technology. Before class, students learn
the dance movements in the teaching animations by
themselves, and draw gestures and movements in their
minds while watching the animation. Repeated demon-
strations are performed in multiangle segments, and then
students perform real demonstrations. Te high-precision
3D camera of the motion capture device captures the
movements demonstrated by the students and compares
them with the teacher’s standard movements. Te teacher
can give students specifc goals through the comparison of
3D data. Te guidance helps students master the essentials
of standard dance movements, and students can make
self-correction according to the analysis results.
Troughout the development of computer-assisted
teaching, computer science, educational technology,
cognitive psychology, etc have had an important impact
on the development of motion capture technology-
assisted dance teaching. Te kinds of enlightenment that
can be obtained are as follows:

(1) From the technical application point of view, motion
capture technology establishes a teaching model
database and generates teaching animation videos,
which makes the computing technology-assisted
dance teaching more concise, easy to understand,
vivid, and so on, gives full play to the role of virtual
reality technology, and analyzes students’ mastery. It
provides learning navigation and suggestions for
students’ dance movement learning; students realize
independent learning and inquiry learning, and
teachers can assist students’ learning process from
the side, so that students’ “learning” and teachers’
“teaching” are more in line with the concept of
digital teaching; it is also more feasible at the
technical level.

(2) From the perspective of teaching form, due to the
innovation of teaching methods, teachers are guided
to fully realize the teaching advantages of motion
capture technology - 33 -, play the leading role of
teachers, get rid of the shackles of traditional
teaching methods, and create indoor training
classrooms for diferent dance forms, such as ballet,
Latin dance, folk, dance, can use motion capture
technology to quickly, and efectively help students
discover the completion of their own movements
through detailed demonstrations and real-time ef-
fects feedback, thereby making up for irregular
movements. Students learn the essence of the
movements to be mastered in the form of self-
learning, which is conducive to giving full play to the
initiative of students in learning, fully realizing the
main body of students’ learning, enhancing the
pertinence and timeliness of teaching efects, and
improving the attractiveness and efectiveness of
classroom education models. Infectious is conducive
to enhancing the level of students’ reform and
innovation.

(3) Te dance teaching form based on motion capture
technology is the intersection of computer science,
educational science, and teaching psychology. Tis
technology can improve teaching quality, enhance
teaching appeal, and make motion capture tech-
nology make creative progress and development in
the scope of computer-aided instruction.

4. Conclusion

Te virtual visual scene design of dance based on motion
capture technology is of great signifcance for the diversifed
presentation and inheritance of dance, especially for some
relatively classic and small minority dances, because fewer
people learn these dances, these dance forms are facing a
crisis of inheritance. Te virtual visual scene design of dance
based on motion capture technology can better protect these
minority ethnic dances, so that more people can see the
charm of this dance and are willing to inherit and develop it.
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In the post-epidemic era, it is di�cult for farmers to sell agricultural products o�ine due to their characteristics, and farmers
once again fall into the situation of “di�cult sales.” New media marketing of agricultural products, as an emerging form
conforming to the trend of the times, not only increases farmers’ income but also promotes industrial integration and
development. However, as this model is still in the early stage of development, a large number of farmers are not willing to
transform the traditional sales channels into new media marketing for agricultural product sales. In this study, the interview
data of 76 new-type professional farmers in Fujian were analyzed by three-level coding based on programmed grounded theory.
It is found that core factors, and macro- and microfactors such as farmers’ characteristics and sales situation will a�ect farmers’
willingness to sell agricultural products through new media.  erefore, this study deeply explores the relationship between
farmers’ willingness and various factors and puts forward three suggestions for solving the actual problems of agricultural
product sales.

1. Introduction

In the era of mobile Internet, agricultural products are
di�cult to sell due to the lack of good sales channels.
Moreover, a�ected by the epidemic, o�ine sales of agri-
cultural products have become increasingly di�cult, and
farmers are trapped in the predicament of “di�cult sales.”
 e new media marketing of agricultural products is ac-
celerating its development by virtue of its low marketing
cost, rapid information dissemination, and other advan-
tages. Under the new media, the new business form, live
streaming e-commerce of agricultural products, has
emerged, which not only improves farmers’ income but also
promotes industrial integration and speeds up the devel-
opment of the agricultural economy. In 2022, the No. 1
Central Document proposed the implementation of the
project of “Revitalizing agriculture by developing digital

commerce” to enable the development of rural e-commerce
through digital elements and data elements and jointly open
up a new era of new media marketing of agricultural
products.

At present, this new mode is still in the preliminary stage
of development under the new media. With the increasingly
�erce competition in agricultural product sales in the new
track, the means of live streaming e-commerce and short
video marketing of agricultural products are �exible and
changeable. Due to the particularity of agricultural products
and the lack of new media marketing talents, as well as the
immaturity of operating basis, platform rules and regula-
tions, and industry norms, a large number of farmers are
unwilling to change the traditional sales channels and ex-
plore newmedia means for sales. In this context, it is of great
signi�cance to deeply explore the willingness and mecha-
nism of farmers to promote the sale of agricultural products
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by means of live streaming e-commerce and short video
marketing from the perspective of new media, so as to solve
the problem of farmers’ “difficulty in selling” and realize
rural revitalization through industrial revitalization.

2. Overview of Related Research

2.1. UTAUT eory. UTAUT theory [1] holds that there are
four core dimensions of factors affecting users’ willingness
and behaviors to adopt new information technologies. (1) PE
(performance expectancy) means the degree to which an
individual feels from the inside to be helpful to his or her job
by using an advanced technology. )e greater the degree of
help is, the stronger the willingness of users to adopt. (2) EE
(effort expectancy) refers to how much time and energy an
individual has to invest in learning to use the technology. (3)
SI (social influence) appertains to the degree to which the
perception of the people around the adoption of certain
information technology affects an individual. (4) FC (fa-
cilitating conditions) signifies the degree to which an in-
dividual perceives that the external environment is sufficient
for the adoption of new information technology (Figure 1).

2.2. Research Studies on the Development Model of Farmers’
E-Commerce. Jalali AA et al. studied the development of
rural e-commerce in Iran and proposed a new practice
model for its effective development. Xie et al. summarized
development models of farmers’ e-commerce from the
perspective of regional collaborative development as A2A,
A2B, and B2A. Among them, the A2B mode refers to the
establishment of a relevant website with complete and timely
information or an effective management platform for sup-
pliers and purchasers to integrate resources and carry out
online transactions with the help of third-party logistics [2].

Domestic scholar Lyu proposed an e-commerce model
of fresh agricultural products based on supply chain inte-
gration and basic social network to deal with the unsalable
products caused by excessive supply chain links of fresh
agricultural products [3]. Huang and Wang conducted a
study on Anhui Province’s characteristic agricultural
products’ e-commerce based on e-commerce models such as
“origin + platform+ consumer” and “platform+ self-sup-
port + consumer” [4].

2.3. Research Studies on Factors Affecting Farmers’
E-Commerce Entrepreneurial Behaviors

2.3.1. Subjective Cognition. Berglund believed that “En-
trepreneurship for survival” and “Entrepreneurship for an
opportunity” are two motivations of modern farmers.
According to Liu, there is a positive correlation between the
willingness of e-commerce operators to sell agricultural
products in virtue of e-commerce and the perceived use-
fulness, ease of use, and profits [5]. Social trust proposed by
Wenetal and individual innovation proposed by Mao have
a positive effect on the willingness to use e-commerce for
sales [6].

2.3.2. Individual Traits. Yao and Zhu research showed that,
with the growth of age, farmers tend to be conservative in
their ideas, and farmers of different genders also have dif-
ferent behavioral choices [7]. Korgaonkar et al. considered
that age has a negative impact on farmers’ willingness to
engage in e-commerce sales. In addition, Li pointed out that
people with higher education are better at using emerging
Internet means and computer technology to participate in
the e-commerce of agricultural products [8].

2.3.3. External Environment. Arayesh [9] stated that social
economy, privacy and security, infrastructure, and national
policies are the main factors affecting farmers’ adoption of
agricultural product e-commerce. Mao said that external
conditions such as the market environment, national eco-
nomic policies, and related services have a greater impact on
farmers’ willingness to use e-commerce for sales than op-
erators’ own factors [10]. In terms of government policies,
Huang believes that national policies such as e-commerce
subsidies have little impact on farmers’ willingness to choose
e-commerce [11]. According to Su et al., external factors
such as network facilities, traffic conditions, and government
support at the current stage have little influence on the use of
new media for marketing [12].

Studies by scholars at home and abroad mostly focus on
farmers’ use of marketing behavior, but rarely discuss
farmers’ willingness to use e-commerce, especially new
media to sell agricultural products. With reference to the
research of domestic and foreign scholars, this study, on the
strength of the programmed grounded theory, analyzes the
willingness of farmers to sell agricultural products through
new media, including live streaming and short video sales to
determine the corresponding relationship between key
influencing factors and farmers’ willingness and to explore
the formationmechanism, so as to better play the role of new
media marketing in solving farmers’ “difficulty in selling”
and helping rural revitalization.

3. Research Contents

3.1. Research Methods. Grounded theory is an exploratory
qualitative research method proposed by American scholars
Strauss and Glaser that obtains the original data through in-
depth interviews and abstracts and condenses the original
data through three-level coding, with social phenomena and
problems as the research object, so that a scientific and
reasonable theory and model and a bottom-up systematic
theory are established to deeply analyze the existing
problems.

In this study, in-depth interviews with new professional
farmers in Fujian Province are conducted, and the will-
ingness of farmers in Fujian Province to sell agricultural
products through new media marketing is studied using the
research paradigm of Straus’ programmed grounded theory
[13–16]. Nvivo12plus software is used as an auxiliary coding
tool to reduce, screen, and extract the original data in the
form of open coding, spindle coding, and selective coding,
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determine the concept and category, and finally establish the
theoretical framework model [17–20].

3.2. Data Collection. In this study, a total of 76 new-type
professional farmers are selected as the interview objects,
including 40 males and 36 females, aged between 31 and 50
years, more than 90% of whom have a high school or junior
college education. After obtaining the consent of the in-
terviewees, a face-to-face semistructured interview is con-
ducted, and the interview content is recorded by mobile
phone. )e average interview time is 45 minutes, the longest
is 75 minutes, and the shortest is 40 minutes. )e whole
interview process strictly follows the research paradigm of
grounded theory. )irty five copies of text information were
organized according to the recorded information, of which,
30 are randomly selected for coding analysis combined with
the details such as tone and expression of interviewees
marked by on-site observation, and the remaining 5 are used
for the theoretical saturation test.

)e interview outline and specific contents are set
around the investigation of farmers’ willingness to use new
media for agricultural product marketing. From the four
dimensions of PE, EE, SI, and FC, 26 related interview
questions are designed based on the UTAUT model of
“integration theory of technology adoption and utilization,”
involving the personal situation of farmers, application of
agricultural products e-commerce to product sales, and
personal attitudes towards new media marketing of agri-
cultural products. )en, in strict accordance with the theme
of new media marketing intention, these data are screened,
processed, and numbered for and coding.

4. Coding Analysis and Model Building

4.1.OpenCoding. In grounded theory, the first is to conduct
an open coding analysis on all interview data texts; that is,
the interviewer will code, conceptualize, and categorize the
data in the original text records of interviewees, so as to form
the original data statements, as well as initial concepts and
categories. In this study, Nvivo12plus software [21–25] is
used to sort out the interview materials, and more than 300
original sentences are obtained.)en, 37 initial concepts and
17 effective initial categories are generated by categorizing

the initial concepts with word frequency greater than 2
times. Specific information is shown in Table 1.

4.2. Axial Coding. Axial coding is carried out after open
coding. In this process, the initial concepts formed should be
first analyzed and refined through cluster analysis and then
put into the local social and cultural background for
practical analysis to refine the main categories and merge the
secondary categories. In the second round of coding, this
study extracts eight main categories: natural conditions,
characteristics of agricultural products, financial costs, social
culture, population structure, the government environment,
and the characteristics of farmers and sales. Specific infor-
mation is shown in Table 2.

4.3. Selective Coding. In this study, eight main categories
[26–30] of natural conditions, the characteristics of agri-
cultural products, financial costs, social culture, population
structure, the government environment, and the charac-
teristics of farmers and sales are first determined by axial
coding to form and develop the story line of “farmers’
willingness to engage in new media marketing.” )en, the
logical relations among the factors of each category are
integrated to construct the theoretical model framework of
the research problem.

4.4. Model Building. After refining 35 original texts, 17
initial categories, and 8 main categories and sorting out the
“story line” through selective coding, the research model of
farmers’ willingness to sell agricultural products by means of
newmedia marketing is finally constructed.)e results show
that farmers’ willingness to sell is influenced by eight factors,
including natural conditions, characteristics of agricultural
products, financial costs, social culture, population struc-
ture, government environment, characteristics of farmers,
and sales. )e model is shown in Figure 2.

4.5.  eoretical Saturation Test. Nvivo12plus software is
used here to import the five unanalyzed interview text
materials into the coding verification. )e results show that
no new concepts and categories are found in the theoretical
saturation test, and the sample data can no longer generate

Age Experience VoluntarinessGender

Facilitating
Conditions

Social
Influence

Effort
Expectancy

Performance
Expectancy

Behavioral
Intentions

Users’
Behaviors

Figure 1: Model of UTAUT theory.
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Table 1: Open coding results of Fujian farmers’ willingness to sell agricultural products by new media marketing.

Initial categories Initial concepts Original data statements

Growing climate of
agricultural products

Status of cash crops
)e climate of Wuyi mountain is suitable for growing tea, so we
are planting Wuyi mountain rock tea; we mainly grow Mandarin

oranges, which are greatly affected by the weather
Status of food crops We usually grow sweet potatoes in a small area of three or four mu

Climate for agricultural production
)e weather has been bad these years and drought led to a sharp
decline in tea production; fruit production is affected by the

weather
Growing temperature of
agricultural products

Temperature for agricultural
production

)e weather is hot these two years and our planting is affected by
high temperatures

Growing environment of
agricultural products

Weather for agricultural production )e sweetness of the oranges will be affected by rain, too much of
which will cause oranges not to be as sweet as they used to be

Producing areas of agricultural
products

We live in Zhengyan mountain farm, where the tea is sold so well
for its quality that you do not even need to sell it online; our tea is
in Tianxing village in Wuyi mountain, but there are fewer tourists

here these years

Qualification of agricultural
products

Quality certification of agricultural
products

“San pin yi biao” agricultural products can get government
subsidies; consumers are more inclined to have agricultural
products of certification, such as pollution-free agricultural

products, and green food; we can sell our own produce; however, if
they are to be strictly examined, it may be difficult to guarantee

their quality
System certification of agricultural

products
Food industry certification requires ISO22000, HACCP system,

which is also a large amount of expenditure

Standardization of
production

Branding of fresh products )e same produce, once branded, costs a lot more; slightly better
packaged tea sells well in douyin studios

Construction of standardized
production system

From these years of operation, I also realize that the standardized
production of agricultural products is very important

Advanced production
technology

Production technology of agricultural
products

Nowadays, the management of agricultural products is also very
particular about production technology; technology is now

necessary for everything, such as how to store produce, and how to
process it

Scientific packaging, storage, and
transportation of agricultural products

Online sales challenge the supply chain; although live-streaming
can bring orders, but how to deliver, how to pack, etc., must be
considered clearly before live-streaming; now, a large part of the
operating cost is spent on packaging, storage, and transportation

Production costs of
agricultural products

Production of agricultural products

)e product volume is relatively small, so it is not easy to sell; our
ownMandarin oranges usually come tomarket around winter; our
tea farmers pay special attention to the growth of tea leaves and

dare not to use pesticides

Expiration date
Because fruit has a very short shelf life, it is usually picked and sent
out before it is fully ripe; otherwise, the fruit will easily rot in

transit

Logistics costs
Product packaging costs

We do not sell our own products online because of the high cost of
packaging; the packaging alone costs a lot of money, but in fact, the

product itself is not expensive

Logistics and delivery )e epidemic has increased the difficulty and cost of logistics
operations; the epidemic has made national distribution difficult

Marketing and promotion
costs

Costs of the operating team

I am too old to know much about Internet; a small amount of
product is not worth paying someone to live stream; I cannot
afford to have people conduct live streaming; typically, the cost of

operation teams and platforms is high

Advertising expense
It is not worth the cost; if there is no advertising, there is no traffic;
without money, there would be no traffic and no consumers to buy

our products
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Table 1: Continued.

Initial categories Initial concepts Original data statements

Local traditions and customs

Behavioral modes

With a low level of education, we can only play on mobile phones,
but do not know how to run live streaming and short videos; we
watch live streams and short videos, but we cannot operate; I will
use e-commerce only after many of my peers have adopted it

Living habits
After dinner, young people watch Douyin or play cards; usually,
when we are not working outside, we get together to chat and play

cards

Social cognition

Social experience
In our village, people who go out to start businesses have

experienced many things; now, the outside world is changing a lot;
we really need to learn more

Reflections on social activities

)e women here generally do not like to talk in front of others and
feel very uncomfortable; I get so nervous in front of the camera
that I cannot run live streaming, and I do not know what to say; I
do not feel comfortable exposing myself to cameras or interacting

with fans in the studio;

Local customs
People in our village are conservative and do not like live

streaming, and we feel the same as the host; Minnan people are
quite bold and willing to try new ways

Population structure

Family structure

We have a larger family and the children will come back to help
when they grow up; we only have two kids, and the whole business
is dependent on us, so we do not have the energy to do anything

else

Cultural structure

My own education level is low, but my kids know a little bit about
it, and they will make live streaming on Douyin when they have
time; I went on to a junior college later; with more communication

with my classmates, I am much braver

Policy and technology
development

National policy

Scientific and technological
development

In recent years, the government has issued a lot of e-commerce
policies to benefit farmers and provided a lot of training; our

cooperative runs special e-commerce training courses, which we
attend whenever we have time; thanks to good policies, times, and
technology, we can sell things at home; mobile phones and the
Internet are developing rapidly; Ii you do not learn, you will be left

behind

Characteristics of farmers

Level of education
)e county’s agricultural machinery station provides farmers with
e-commerce training; there are many college students in our

village now

Scale of incomes
I opened a taobao shop a few years ago and made a little money; I
was an early e-commerce entrepreneur in my village, so relatively

speaking, I earn more than others

Personalities
I have a quick temper, and I do what I decide to do; in retrospect, I
made the right decision; I like making friends, more friends and

more opportunities; I am ordinary and conservative

Interpersonal connections
We should get to know more people and learn their advantages;
most of the time, judgment is important, and the correct judgment
comes from experience; I am used to rely on my experience

Product price
Product price Fruit prices have not changed much in the past two years; tea

prices have been heavily affected by the pandemic

Differences in different sales channels Products are purchased by customers at a low price but sold online
at a high price; live streaming can lead to better prices for produce
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new theories. It can be seen that the research model of
farmers’ willingness to sell agricultural products through
new media marketing based on the programmed grounded
theory has reached theoretical saturation and thus has
certain realistic explanatory power.

5. Discussion and Analysis

5.1. Impact of Macrofactors on Farmers’ Willingness to Sell
AgriculturalProducts throughNewMedia. With the wide use
of new media, agricultural product marketing also ushered

in a rare opportunity for development. However, due to the
late start and a weak development base of new media in
China, the majority of farmers, restricted by geographical
location and the overall low-level of economic development,
as well as the influence of long-term traditional culture, are
relatively conservative and slow to accept new things. In
addition, affected by such problems as poor infrastructure
and unstable Internet speed in the outward environment,
new media marketing is still in its infancy with a relatively
low penetration rate, although the national government has
strongly supported farmers to participate in rural

Table 1: Continued.

Initial categories Initial concepts Original data statements

Sales risk

Differences in sales
If products are sold to buyers, we can quickly sell out the products,
but the profit is low; selling products by live streaming is a matter
of luck; sometimes products sell well, sometimes they do not

Differences in channel risk

)e buyer can take all the products at once; I just wait at home;
online sales take a long time; customer source depends on

accumulation; the product will be easy to sell on some accounts
that run for a long time

Risk of damage

Online sales require seven days of gratuitous compensation service
for bad fruit, which makes online sales more risky and in debt;
what we fear most is that the fruit will spoil in transit; poor

logistics will make us lose money

Investment costs Pre-investment restriction I Know e-commerce will be profitable, but it will take a big
investment to start with; what we farmers need most is money

Table 2: Axial coding results of Fujian farmers’ willingness to sell agricultural products by new media marketing.

Main categories Independent categories Initial concepts

Natural conditions

Growing climate of agricultural
products

Status of cash crops; status of food crops; climate for agricultural
production

Growing temperature of
agricultural products Temperature for agricultural production

Growing environment of
agricultural products

Weather for agricultural production; producing areas of agricultural
products

Characteristics of
agricultural products

Qualification of agricultural
products

Quality certification of agricultural products; system certification of
agricultural products

Standardization of production Branding of fresh products; construction of standardized production
system

Advanced production
technology

Production technology of agricultural products; scientific packaging,
storage, and transportation of agricultural products

Financial costs

Production costs of agricultural
products Production of agricultural products; expiration date

Logistics costs Product packaging costs; logistics and delivery
Marketing and promotion costs Costs of the operating team; advertising expense

Investment costs Pre-investment restrictions

Social culture Local traditions and customs Behavioral modes; living habits
Social cognition Social experience; reflections on social activities; local customs

Population structure Family structure Number of family members; family relationship
Cultural structure Regional culture; folk customs and family traditions

Policy environment Policy and technology
development National policy; scientific and technological development

Characteristics of farmers Characteristics of farmers Level of education; scale of incomes; personalities; interpersonal
connections

Sales Product price Product price; differences in different sales channels; risk of damage
Sales risk Differences in sales; differences in channel risk
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e-commerce in recent years. Hence, farmers’ willingness to
sell agricultural products using new media is influenced by
social culture, population structure, and policy environ-
ments. Moreover, in the use of new media, most farmers
show a herd mentality. According to the interview data,
some interviewees think that “Being an ordinary person, I
am conservative and used to rely on my own experience.”
And when asked about “the influence of the external en-
vironment on my willingness to use new agricultural
products marketing methods,” some interviewees say “I will
use e-commerce only after many peers around me have
adopted it.” Also, some interviewees express visceral resis-
tance, saying, “Especially when it comes to ‘showing up’ on
camera and interacting with fans in the studio, I am
reluctant.”

5.2. Impact of Microfactors on Farmers’ Willingness to Sell
Agricultural Products through New Media. Microfactors
mainly refer to the natural conditions, characteristics of
agricultural products, financial costs, and other key links
closely related to the production and management of ag-
ricultural products.

Natural conditions include climate, temperature, and
environment suitable for the production or processing of
agricultural products. For a long time, the cultivation,
processing, and production of agricultural products have
been highly dispersed and small in size due to the influence
of multiple factors, and too little sales result in the failure to
form the influence of products. In the interview, when asked
about “factors affecting the sale of agricultural products,”

17.81% of the farmers said that their products were small in
quantity and difficult to sell. Scale and concentrated pro-
duction are the premise of building agricultural products
brand. )e lack of a certain scale makes it costly to build
information platforms, trading platforms, and circulation
channels, which leads to the difficulty of unified processing
and marketing of agricultural products. In the interview,
nearly 60% of the interviewees think that there is no good
sales channel, and 30% consider that the cost of trading on
the platform is high.

Quality is the premise of building a brand and selling
well. In new media marketing, when consumers can only
indirectly perceive products through short videos and live
streaming rooms, farmers are more needed to check the
quality of agricultural products. Whether to have qualifi-
cation, certification, and standardization is an indispensable
“inspection rule” of high-quality agricultural products,
which directly determines the quality of agricultural prod-
ucts. In the interview, when it came to “factors affecting the
sale of agricultural products,” 15.07% of farmers believe that
it is difficult to guarantee the quality of their products, which
affects their willingness.

Financial costs are mainly reflected as product pack-
aging, logistics, and advertising costs to attract fans on new
media platforms. In the newmedia marketing, it is necessary
to attract consumers’ “eyes” more from the sensory expe-
rience of consumers and to maximize the safety and un-
damaged arrival of agricultural products to consumers from
the perspective of storage and transportation. )erefore, in
new media marketing, farmers need to consider the cost of
physical packaging and storage and transportation
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Figure 2: Model of factors influencing Fujian farmers’ willingness to sell agricultural products by new media marketing.
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packaging. In addition, new anchors and vloggers need to
spend a certain amount of money to attract fans. )ese
marketing costs are also factors influencing farmers’ use of
new media to sell their produce.

5.3. Impact of Farmers’ Characteristics on eirWillingness to
Sell Agricultural Products through New Media. )e charac-
teristics of farmers, such as personalities, long-formed
habits, education level, and personal and family income
level, are core factors affecting their willingness to use new
media marketing. In the interview of farmers who have
adopted new media marketing to sell agricultural products
and obtained better income compared with the previous
year, it is found that 91.78% of the farmers have a high school
or college degree or above. Furthermore, 62.12% of farmers
say that “I don’t want to be too conservative, and I like to
break through the present,” and 35.17% of farmers think “I
am a person who dares to think and do. I am willing to try
electronic products and new things and get started quickly.”
In terms of “attitude towards new media marketing in rural
areas,” 45.21% of farmers express great interest and 41.1%
express interest. Meanwhile, farmers’ income status will
affect their willingness since the level of income affects their
personal cognition to a certain extent. Benefiting from their
good economic basis, farmers with high income are more
willing to explore new ways to expand sales channels of
agricultural products.

5.4. Impact of Sales Status on Farmers’ Willingness to Sell
Agricultural Products through New Media. )e sales status
herein refers to the unit price, profit level, sales risk, and sales
cycle of agricultural products provided by farmers for the
third parties.

When the unit price of agricultural products is high, it is
difficult for farmers to sell them through short videos or live
broadcast rooms, and vice versa. In the interview, inter-
viewees say that 40% of the tea produced by them that has
higher price than other agricultural products are sold
through offline wholesale markets, distributors, or agents,
and 25% is sold online. Farmers who choose new media
marketing say that “as the source producer, they can get
more profits by choosing new media for sales.” On the
contrary, farmers who grow less profitable agricultural
products are less willing to choose new media for sales.

Farmers generally believe that merchants’ acquisition in
traditional offline sales channels is the most stable, rapid,
and convenient, but the price and sales volume of products
brought by online new media marketing are unstable. Also,
there is a popular belief among them that, under the
background of new media marketing, the product sales cycle
is affected by the individual’s knowledge of new media
technology, live streaming sales technology, and short video
production technology. )erefore, farmers, who lack pro-
fessional newmediamarketing technology, generally express
their concern about the use of new media marketing. Nearly
half of the interviewees say that they only understand the
basic use of new media tools, but have some difficulty in
applying them to marketing or they cannot use new media

tools. In the interview with the theme of “)e most im-
portant problems to be solved in participating in rural
e-commerce,” most of the interviewees indicate that they are
in urgent need of training and technical guidance of pro-
fessional e-commerce talents or in urgent need of being
trained as professional new media operation talents.

6. Strategies and Suggestions

6.1. Strengthening the Training of Farmers on New Media
Marketing Techniques. Strengthening the training of
farmers on new media marketing techniques of agricultural
products can improve their cognition of e-commerce,
psychologically shorten their distance from new sales
methods, and enhance their willingness to use new media.
First of all, to strengthen the training support of new media
marketing, a combination of horizontal and horizontal
training can be adopted to make full use of the advantages of
new media marketing related majors in agricultural colleges
and universities under the coordination of “government,
school, industry, and enterprise” for rural revitalization. )e
practical operation skills of farmers should be strengthened
by improving new professional farmers’ educational back-
ground and training them on rural live streaming e-com-
merce and new media operation so that farmers can get
familiar with the operation process of new media operation.
Secondly, the opportunities for cooperation with large
e-commerce platforms can be increased to train farmers on
the production quality of agricultural products and
e-commerce transactions and improve their skills in product
production and network information technology processing,
so as to enable them to better resist future risks and enhance
their willingness to use new media to sell agricultural
products.

6.2.  e Government Issue a “Package” of New Media Mar-
keting Support Policies. Governments at all levels should
encourage farmers to their agricultural products using new
media and promote rural revitalization through industrial
revitalization. In terms of top-level design, better service and
support policies should be introduced in various aspects
such as industrial development planning, new media talent
training, and follow-up service guarantee. First, build the
brand of agricultural products. New media cloud support is
provided for agricultural products with strong regional
representation, a large number of employees and consid-
erable market potential, so as to shape local characteristic
brands. Secondly, prepare training materials for farmers’
new media marketing, as well as supporting teaching plans,
courseware and microclass short videos. To highlight the
main line of selling agricultural products through new
media, the electronic textbook package can adopt methods
of navigation-style bookmarks, “nanny level” companion-
ship, and the way of accessing knowledge at any time
through “clicking.” )irdly, the professional new media
operation team develops the operation package of “live
streaming e-commerce of agricultural products” at a suitable
price for farmers who are willing to buy it. By simplifying the
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process of new media, this operation package enables
farmers to experience the use of new media marketing
methods with “low cost and zero distance,” accumulating
operation experience, such as setting character and
attracting fans and learning efficient output, so that farmers
can become local talents of live streaming e-commerce of
agricultural products with their own characteristics and the
gold spokesperson of local agricultural products.

6.3. Build the Brand of High-Quality Agricultural Products by
Giving Full Play to the Value of Producing Area. Brand
building is a crucial link for farmers to open the market with
agricultural products. In the investigation of farmers’ will-
ingness to sell agricultural products through new media, it is
found that most farmers are reluctant to sell their products
through newmedia because of the sales difficulties caused by
the lack of brand promotion. In response to the proposal to
take action to improve varieties, enhance qualities, build
brands, and promote standardized production of agricul-
tural products in No. 1 Central Document for agricultural
product branding construction, the government should
enhance the brand construction of agricultural products.
First is brand empowerment. )e tourism Bureau, agri-
culture Bureau, and other forces and resources are integrated
to form a new media marketing force to boost agriculture.
)e professional team will select 1-2 single agricultural
products with local characteristics according to regional
resource advantages and market thinking and carry out
brand construction through packaging design, trademark
registration, relevant certification, and other ways. )e
second is content distribution. A series of promotional
videos, brand promotion activities, and food selection ac-
tivities are launched by making full use of news media and
video websites on the basis of their own media to accelerate
the development of leisure agriculture and rural tourism,
and other industries. )e power of new media platform is
used to help rural areas promote featured products and
tourism resources and explore the historical and cultural
deposits, so as to continuously expand the brand influence.
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Neurogenic intestinal care is currently a major research topic in the medical field. In order to improve the accuracy of neurogenic
intestinal care and simplify the process of neurogenic intestinal care, this paper adopts a three-dimensional analysis theory to
extract the key indicators in neurogenic intestinal care.)rough the analysis and calculation of the test data, the calculation results
of neurogenic intestinal care under the effect of three-dimensional reconstruction technology were obtained.)rough the analysis
of the results, the calculation law under the action of the optimization model can be obtained. Based on the three-dimensional
reconstruction theory, the contents of neurogenic intestinal care were analyzed by the three-dimensional reconstruction de-
highlighting algorithm. )e three-dimensional curve was used to screen the key indicators of neurogenic intestinal care, so as to
obtain the optimized heavy weight model, and the three-dimensional reconstruction model can analyze the indicators of
neurogenic intestinal care. It can be seen from relevant studies that different indicators have different trends in their range of
change in the curve projection diagram of the 3D curve screening method. Among them, the curve shadow and curve point have
obvious downward changes, while the curve deviation has U-shaped changes. )e range of curve weights is relatively large. )e
variation rule between different data in the 3D curve segment can be obtained through the cost function. Among them, the cost
function index and the cost model parameter have the same change trend, and the overall fluctuation range is relatively small
through the space index. In the calculation results of neurogenic intestinal care, different factors will have a great influence on the
calculation results. Neurons and intestinal peristalsis have the same change trend, while the linear characteristics of nerve endings
are relatively obvious, and the fluctuation characteristics of gastrointestinal digestion are good. )e health standard decreases
linearly with the increase of the sample, and the dynamic reconstruction has a positive effect on the data. )is study can provide
research ideas for the analysis of neurogenic gut.

1. Introduction

)e 3D reconstruction theory was based on the image
analysis of relevant data and feature values by using 3D
technology. By using the method of image analysis, the
relevant indicators can be reconstructed in three dimen-
sions, so as to obtain the original state and change process of
the sample. Using this method, the original process of the
sample can be analyzed, and the corresponding change
characteristics and indexes can be obtained. )e 3D image
reconstruction theory plays a typical role in different pro-
fessional fields. Related fields mainly include medical sur-
gery [1], model reconstruction [2], ultrasound propagation

[3], three-dimensional pixels [4], etc. In the field of medical
donor image reconstruction, the existing medical donor
image reconstruction needs a large amount of data, and the
data cannot better reflect the original shape of the medical
donor, there were some problems such as poor accuracy.
Based on the three-dimensional reconstruction theory [5],
the data analysis method was used to describe the medical
donor image, and the description was combined from the
local and the whole, so as to obtain the accurate model
calculation results. )e results of the model can reflect the
real situation of the medical donor image to a certain extent,
which can provide accurate guidance for the research in the
field of medical workers.
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Facial contour reconstruction was very important to
improve facial recognition. )e existing facial contour re-
construction techniques still remain in the qualitative re-
search, and the research on the real situation of the face was
relatively poor. Based on the 3D model reconstruction
technology [6], the method of data iterative analysis was
used to calculate the facial contour iteratively. )is method
can not only show the variation characteristics of facial
contour but also reflect the volatility of specific data to a
certain extent, which can better reflect the technical char-
acteristics of facial contour reconstruction. Facial contour
reconstruction technology was very important to improve
the recognition of facial contour. In order to verify the
accuracy of the model, the experimental data and facial
contour recognition parameters were compared to illustrate
the accuracy of the experimental results, which reflects the
broad application prospect of facial contour recognition
technology. In the field of visual communication, the
existing visual communication efficiency was low, which
cannot reflect the real visual communication characteristics
of samples. Based on the three-dimensional reconstruction
technology [7], the method of neural network iterative
calculation was used to optimize the existing visual trans-
mission model. )e optimization model mainly iterates on
specific parameters, so as to find the optimal parameters and
bring the parameters into the model, so as to obtain the
visual communication optimization model based on three-
dimensional reconstruction technology. )e experimental
verification can better illustrate the accuracy of the exper-
imental model, which can provide a theoretical basis for the
study of visual communication. )e low resolution of the
model grid was the main factor that disturbs the model grid,
and also restricts the popularization of the model grid. Based
on the 3D reconstruction technology [8], the data feature
simulation method was used to optimize the mesh resolu-
tion. )e optimization method mainly performs iterative
analysis on the corresponding data, so as to find the optimal
iterative data. )e iterative data were brought back to the
grid resolution model to obtain the corresponding opti-
mized grid resolution model. )e model can well and ac-
curately explain the changing process of mesh resolution, so
as to carry out targeted analysis. )e research can provide
guidance for mesh resolution.

)e abovementioned studies mainly analyzed the ap-
plication of 3D reconstruction technology from the fields of
grid and visual communication, but there were few studies
on the existing problems in neurogenic intestinal care. In
this paper, based on three-dimensional reconstruction
technology, the de-highlighting algorithm and three-di-
mensional curve screening analysis method were used to
analyze the indicators of neurogenic intestinal care.)rough
the analysis, the corresponding targeted index can be ob-
tained. Using this targeted index, the change process of
divine intestinal care can be better explained, so the cor-
responding optimization model can be obtained. )rough
calculation, it can be seen that the optimization model can
better reflect the change process of key indicators in neu-
rogenic intestinal care. Finally, the corresponding

experimental data can be used to verify the accuracy of the
model, which can provide support for neurogenic intestinal
care.

2. Three-Dimensional Reconstruction Theory

Image quality is the basis of image algorithm, and the quality
of image directly affects the effect of the algorithm [9, 10].
Before the implementation of image correlation algorithm, it
is necessary to preprocess the image to suppress the useless
information in the image and enhance the relevant infor-
mation of the tested object [11, 12]. First, the number and
initial position of the key points of the 3D model were
determined according to the segmented 3D point cloud of
the catheter center line. Second, the least square method is
used to iteratively fit the 3D point cloudmodel and the initial
key point line segment. Finally, the key converges to the
stable optimal value to obtain the most accurate coordinate
of the key point.

)e 3D image reconstruction system plays an important
role in many fields [13, 14]. To successfully apply it to
neurogenic intestinal care, the flowchart of 3D recon-
struction system as shown in Figure 1 was obtained through
summary analysis. It can be seen from the figure that the 3D
reconstruction system can be divided into three parts: image
sequence import, image region segmentation and data
processing, which can be shown as follows: In the image
sequence processing module, the basic 3D image is linear-
ized first; then, the illumination data of the corresponding
image are extracted. )rough the corresponding de-high-
light processing, the corresponding optimized image is
obtained; then, it is imported into the image region seg-
mentation module. In the image region segmentation
module, the image should be first segmented regionally, and
then further refined to obtain the corresponding center line
branch line through image refinement. )e corresponding
optimization data are obtained by segmentation and then
imported into the data architecture module. In the data
processing module, the center line of the space should be
reconstructed first. )rough the reconstruction of the center
line of the space, the corresponding center line data can be
obtained, and the data can be spliced. )e fitting equation of
3D image data is obtained by data stitching, and the final
calculation and measurement are carried out; then, the
corresponding processing data are exported. First, the polar
lines in adjacent images are calculated for a set of 2D curve
segments of each data, and the matching points are found
through the polar line geometry to generate the candidate
3D curve segments of each set of 2D curve segments. Second,
the global selection problem is solved to select the most
correct set of 3D curve segments from the candidate set.

2.1. 3D Image De-Highlighting Algorithm. First, the center-
line coordinates of the catheter plane image were extracted,
and the candidate three-dimensional curve segment set was
generated according to the stereo vision principle. Second,
the global selection problem is solved to select a 3D curve
from the candidate set. Finally, the optimal path
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reconstruction catheter 3D model is found. Aiming at the
phenomenon of surface highlight reflection produced by 3D
reconstruction technology under intestinal care, this section
adopts a highlight removal algorithm based on 2D gamma
function image [15, 16]. First, the luminance component v in
the channel of neurogenic intestine was extracted, and the
illumination component was extracted by multiscale
Gaussian blur. Second, the 2D gamma function is used to
adjust the brightness component of the original image, and
the highlight image is corrected on the premise of effectively
retaining the effective information of the original image
[17, 18]. By recovering the global topological structure of the
three-dimensional curve segment, the subspace three-di-
mensional curve segment of the binocular system was data
concatenated to find the optimal path to reconstruct the
complete three-dimensional model of the catheter center-
line. To solve the problem of weak texture and difficult
matching of feature points on the surface of the model, the
polar geometry method is used for space matching. )e
specific implementation steps are as follows:

(1) )e multiscale Gaussian function is used to extract
the illumination component in the image of neu-
rogenic intestine. )e Gaussian function form is as
follows:

G(x, y) � λ exp −
x
2
+y

2

c
2 , (1)

where c represents the scale proportion and λ rep-
resents the normalization constant. By applying
Gaussian blur to the original image, multiscale il-
lumination components of the image in the neu-
rogenic intestinal channel were extracted, and the
results were as follows:

F(x, y) � I(x, y)G(x, y),

F(x, y) � I(x, y)λ exp −
x
2
+y

2

c
2 ,

(2)

where F(x, y) represents the estimated model com-
ponent, and I(x, y) represents the input original
graph.
)e corresponding 3D image de-highlighting algo-
rithm can be obtained by 3D reconstruction theory,
and the specific image data in intestinal care can be
extracted by the multiscale Gaussian function
[19, 20]. )e corresponding Gaussian change curve
can be obtained through analysis, as shown in Fig-
ure 2. It can be seen from the curve in the figure that
the factors affecting the change of Gaussian mainly
include as follows: input original graph, Gaussian
function, and corresponding model components.
)e output results under the action of these three
factors have different changing trends, as can be seen
in detail: It can be seen from the input curve cor-
responding to the original figure that with the in-
crease of independent variables, the curve first slowly
increases to the local maximum value, and then
gradually tends to be flat. With the further im-
provement of independent variables, the curve
gradually fluctuates, and the fluctuation range is
relatively small. )en, when the independent vari-
able is at a higher level, the curve gradually decreases
and finally tends to be stable.)e change trend of the
overall input original graph basically fluctuates
within a small range, indicating that its influence on
the output result is relatively small. With the increase
of independent variables, the corresponding curve of
Gaussian function decreases first and then gradually
tends to be gentle, and then, the curve fluctuates
further. When the independent variables are higher,
the curve gradually tends to be stable. )e overall
variation range and variation trend are exactly op-
posite to the corresponding curve variation trend
under the action of factors in the input original
graph. )is shows that the two have opposite effects
on the output results, and it can be seen from the
model component change curve that with the
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Figure 1: Technical route of the 3D image reconstruction system.
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increase of independent variables, the curve first
gradually increases to the local maximum value and
then gradually decreases. )e amount of decrease in
the descending stage of the curve is basically the
same, indicating that its linear feature is relatively
obvious. )en, when the independent variable is
further improved, the curve increases rapidly.)en it
is shown that there is a certain jump in the data at
this stage, resulting in a large fluctuation of the
corresponding output results in a certain range.
)en, with the further increase of independent
variables, the corresponding output curve shows a
trend of greater volatility. )e overall fluctuation
range of the curve is relatively wide, indicating that it
has a great influence on the output result.

(2) Construct the two-dimensional gamma function as
shown below and use the two-dimensional gamma
function to correct the image of the highlight
component and reduce the brightness value of the
image of the highlight part.

Q(x, y) � 255
F(x, y)

255
 

c

,

c � (1/2)
P
,

P �
I(x, y) − m

m
,

(3)

where I(x, y) is the input image, F(x, y) is the model
component image, O(x, y) is the corrected output
image, c is the index value of image brightness
enhancement, andm is the luminance mean value of
the illumination component.
By using the multiscale Gaussian function in the
theory of 3D image de-highlighting, the

corresponding trend map of neurogenic intestinal
image processing can be obtained [21, 22]. By
constructing a two-dimensional gamma function
curve, you can analyze the different parameters in it.
)rough analysis, it can be seen that the influencing
factors of two-dimensional gamma function mainly
include input image, model component, output
image, incremental index, and corresponding mean
function. To illustrate the quantitative analysis of the
two-dimensional gamma function curve by these five
factors, the variation curve of the two-dimensional
gamma function as shown in Figure 3 was obtained
by calculation. It can be seen from the curve that the
output results under the action of five different
factors have different change trends, and their spe-
cific data have different change forms. As can be seen
from the curve corresponding to the input function,
with the increase of samples, the curve firstly linearly
increases to the local maximum value and then
gradually tends to be gentle and then slowly de-
creases. )e decrease amount is relatively small
compared with the first stage. )en, with the further
increase of the sample, the curve gradually decreases
and then increases again, showing a U-shaped
change trend, and the overall range of change is
relatively large. It shows that this factor can have a
great influence on the calculation result of dependent
variable. According to the corresponding curve of
the graph component, it can be seen that the curve
decreases linearly with the increase of the sample.
When it reached the lowest value, the curve showed a
trend of gradual improvement with the increase of
samples. It can be seen from the change trend that
the change range of the first stage is larger than that
of the second stage, indicating that the first stage of
the curve has a higher impact on the dependent
variable. According to the corresponding curve of
the output function, when the sample is low, the
curve gradually tends to be gentle; when the sample
is high, the curve first decreases and then increases
and finally gradually tends to be stable. )e overall
stability of the curve is obvious. )is indicates that it
has little influence on the dependent variable.
According to the curve corresponding to the in-
cremental index, it can be seen that with the increase
of samples, the curve first increases rapidly to the
highest value. )en the sample increase will lead to
the corresponding dependent variable data showing
a linear decline, with a relatively small range of
decline.When the number of samples is 30, the curve
reaches the lowest value, indicating that the corre-
sponding calculation result at this point has the
minimum value. )en, with the further increase of
samples, the output results of the corresponding
dependent variable gradually tend to be stable. )e
curve has an obvious effect on the dependent variable
sample of 12. As can be seen from the mean function,
the increase of samples will lead to the linear increase
of the corresponding dependent variable.)en, when
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the corresponding sample is gradually improved, the
curve decreases first and then increases, showing a U-
shaped characteristic. )e curve shows typical linear
characteristics in the first stage, and obvious nonlinear
characteristics in the second stage, indicating that the
curve corresponding to the mean value function has
linear and nonlinear characteristics of common change.

2.2. ,ree-Dimensional Curve Screening. In the ideal case,
there is only one candidate 3D curve segment corresponding
to the 2D curve segment of the reference image [23, 24]. If
there are multiple candidate 3D curve segments, it is nec-
essary to select a correct curve segment from a set of candidate
3D curve segments by calculating the confidence degree and
pairwise cost [25]. )e confidence measure measures the
matching degree between the 3D candidate curve segment
and the curve in the third image, projects each 3D candidate
curve segment onto the third image and finds the 2D curve
segment in the third image with the smallest projection
difference with the candidate curve segment. For the point set,
u is the projection on the 3D curve segment, and v is its
corresponding point closest to u on the 2D curve segment.
)e confidence can be calculated as follows:

S �
(u, v) + η(1 − t)

s
, (4)

where S is confidence degree, s is the sampling point, u is the
curve projection, v is the curve point, t is curve deviation,
and η is the weight. First, the factors affecting image pro-
cessing are analyzed, and then, the method of removing
highlight of image is introduced in detail, and the light
source method used in the measurement system is
explained. )e influence of light source on image processing
quality is also pointed out. Finally, the image is refined and
segmented, and the center line of each image is extracted to
prepare for 3D reconstruction.

)rough the theory of 3D image de-highlighting, the
corresponding law of image subdivision calculation can be
obtained. To illustrate the role of 3D image reconstruction
technology in neurogenic intestinal care, the corresponding
curves of 3D images need to be screened to some extent. )e
curve variation law under the action of different factors was
obtained by calculation. To explore the influence of different
factors on the projection results in the process of curve
projection, the curve projection diagram shown in Figure 4
was obtained through calculation. )e influence of different
factors on the curve is mainly reflected in the changing shape
of the curve. Specifically, it can be seen that: With the in-
crease of the sample points, the curve corresponding to the
projection factor shows a gradual decreasing trend. )e
decline range of the curve in the first stage is relatively small,
while the decline range in the second stage is relatively large,
indicating that the sampling point has a great impact on the
confidence of the data when it is high. As can be seen from
the variation law of data points, the curve first increases, then
decreases rapidly, and finally gradually tends to be stable,
indicating that the curve will gradually tend to be stable
under the action of higher sampling points. According to the
curve deviation data, it can be seen that with the increase of
sampling points, the curve as a whole shows a U-shaped
change law. )e curve first gradually increases to the highest
value, and when the sampling point is about 35, the curve
reaches the highest value, and then with the further increase
of the sampling point, the corresponding confidence
gradually decreases. )e overall change in the curve is large
in the first period and relatively small in the second period.
According to the weight factor of the curve, it can be seen
that it shows a typical two-stage change: the inverted
U-shaped change range of the curve is relatively small in the
first stage. When the corresponding sampling point of the
curve is high in the second stage, the curve shows an inverted
U-shaped change with a relatively large variation range. )e
overall variation range of the curve indicates that it has a
relatively large impact on the confidence degree. Because of
the disparity in the field of view, confidence alone is not
enough to describe thematching degree of curve segments to
resolve all ambiguities. )erefore, pairwise costs need to be
calculated for further screening. Pairwise relation describes
the relation between two adjacent three-dimensional can-
didate curve segments.

Since only one 3D curve segment needs to be selected
from each candidate set, a linear constraint for each given is
as follows:


A∈C

X(j) � 1. (5)

Next, we define a pairwise relation cost function d to
evaluate the pairwise relation between 3D curve segments:

dAA � eA1 + mA2, (6)

where e is the space distance;m is the model parameter. )e
correct 3D curve segment is reconstructed from a curved,
continuous conduit object, along which the continuous
curve segment is smoothly connected. )erefore, adjacent
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Figure 3: Two-dimensional gamma function graph.
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3D curve segments with similar angles are more likely to be
the correct 3D curve segment, which provides a more ef-
fective matching cue to formalize these cues in the opti-
mization problem.

)e corresponding linear constraint law can be obtained
by selecting 3D curves from different sets. )e linear con-
straint law can reflect the change trend under the action of
different cost functions, so as to explain the influence of
different factors in the change law of cost functions, and then
reflect the corresponding curve screening process and
corresponding accurate results. )e change trend of the cost
function as shown in Figure 5 is obtained through calcu-
lation. It can be seen from the figure that the overall fluency
of the curve is relatively good. )e corresponding output
results of the cost function are shown as W-shaped fluc-
tuation changes which first decrease and then increase and
then decrease and then increase. )e corresponding model
parameters also show the same change trend with the in-
crease of independent variables, but under the action of
higher independent variables, the curve gradually decreases,
contrary to the change trend of the corresponding cost
function. However, the corresponding modular space dis-
tance decreases first and then increases gradually with the
change of the cost function, and the overall change range of
the curve is relatively small, indicating that its influence on
the output result of the cost function is relatively small.

Finally, the vector U is used to represent the combined
confidence scores of all 3D curve segments, and V is the
pairwise cost variable, givingU andV, minimizingX as follows:

X � argmin U
T
X + X

TVX ,

∀Cr
i � 

Aj�Cr
i

X(j)1,

xij  �
argmin
k,xij{ }


i,j

xijwij + ξk.

(7)

)rough the above calculation, the quantitative
change rule of the cost function under the action of
different factors can be obtained. To research the specific
changes of confidence in the three-dimensional curve, the
direct line parameter analysis diagram shown in Figure 6
is obtained through calculation. It can be seen from the
analysis figure that the three factors will have an impact on
the output result of the dependent variable of confidence,
and the curve under the action of the three factors can be
seen that the overall fluctuation range is relatively large.
As can be seen from the changes in the figure, with the
increase of independent variables, the curve first gradually
increases to the highest value and then gradually decreases
to the lowest value. However, it can be seen from the cost
that the curve is contrary to the confidence degree, that is,
the curve gradually decreases to the highest value first and
then increases gradually. As can be seen from the mini-
mization factor curve, the curve decreases first and then
increases with the increase of the independent variable.
)e three curves as a whole show fluctuations, and the
variation range of the minimization curve is relatively
small.

3. Application of Three-Dimensional Image
Reconstruction Technology in Neurogenic
Intestinal Care

3.1.,eMain Content of Neurogenic Intestinal Care. )e 3D
reconstruction theory can be used to de-highlight the 3D
image, so as to obtain the corresponding 3D image screening
results. )rough the screening results of 3D images, the
application model of 3D images in neurogenic intestinal care
was obtained by further analysis. First of all, we need to
conduct qualitative analysis of neurogenic gut, and the
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corresponding neurogenic gut analysis chart shown in
Figure 7 can be obtained by summarizing relevant data. As
can be seen from the figure, the proportion of neurons under
the action of different factors is different, so it is necessary to
carry out targeted analysis. Among them, the proportion of
neurons is only 10%, while the proportion of intestinal
peristalsis is about 15%. )e corresponding nerve terminal
factors accounted for about 25%, while the corresponding
intestinal digestion accounted for the highest proportion
(about 35%), the health standard accounted for the lowest
proportion (only 5%), and the dynamic remodeling
accounted for about 10%.

3.2. Calculation and Analysis of ,ree-Dimensional Image
Reconstruction Technology in Neurogenic Intestinal Care.
)ere are many problems in the nursing of neurogenic
intestines. To better solve the problem of low accuracy in the
nursing of neurogenic intestines. In this paper, the 3D re-
construction technology is used to de-highlight the related
images and screen the curves, so as to get the corresponding
3D image reconstruction model. )is model can quantita-
tively analyze neurogenic intestines. To better illustrate the
analysis process of 3D image reconstruction technology, the
3D image reconstruction analysis flowchart shown in Fig-
ure 8 is obtained by summarizing. )rough the model
analysis process, it can be seen that: first, graphic modeling
should be carried out for 3D reconstruction technology, and
the corresponding cloud generated graph should be ob-
tained through graphic modeling. )e corresponding gas-
trointestinal model was obtained by correcting the model.
)e gastrointestinal model can be calculated in the process of
model cloud import, and then, the corresponding neuro-
genic intestinal model can be obtained. )e neuronal model
is mainly completed by 3D modeling in the aspect of in-
testinal data collection, and then, the model needs to be

adjusted on the basis of this model. )e adjustment of 3D
neurogenic intestinal model mainly includes model angle,
model position, model data, and model indicators. Finally, it
is visualized, and the final output result is obtained through
model effect rendering. To solve the accuracy problem in 3D
reconstruction, the 3D curve segments were divided by the
number of intersection points of the polar lines and several
candidate 3D curve segments were reconstructed. By
reprojecting the candidate 3D curve segments, the 3D curve
segment with the minimum projection difference was se-
lected to improve the accuracy of catheter centerline
reconstruction.

)e abovementioned calculation process can be used to
de-highlight the 3D imagemodel and screen the 3D curve, so
as to obtain the application of 3D image reconstruction
technology in neurogenic intestinal care. )e calculation
results of neurogenic intestinal care were obtained as shown
in Figure 9. )rough the calculation results, we can see the
overall change trend of different factors under the action of
neurogenesis. Specifically, it can be seen that with the in-
crease of samples, neurons show a change of first decreasing,
then increasing, and then decreasing. )e overall fluctuation
range of the curve is relatively obvious, but the fluctuation
range is relatively small. As can be seen from the curve of
intestinal peristalsis, it is basically consistent with the overall
change trend of neurons, that is, the curve decreases first and
then increases. However, it is worth noting that the data of
the intestinal peristalsis curve are larger than that of the
neuron curve, indicating that its influence on intestinal care
is relatively extensive. According to the corresponding curve
of nerve endings, it can be seen that the curve increases first
and then decreases, and the overall decline is relatively
obvious, indicating that it has a negative impact on data
output. According to the gastrointestinal digestion curve, it
can be seen that the curve will fluctuate to a certain extent
under the action of small samples, and then gradually tends
to be stable under the action of high samples, indicating that
different samples will have different effects on the data
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results of gastrointestinal digestion. It can be seen from the
health standard that the curve corresponding to the health
index gradually tends to be stable with the increase of the
sample and then decreases rapidly when the sample is about
400, and then gradually tends to be stable. )e overall range
of change is relatively small, and the curve has good stability.
)rough dynamic reconstruction, it can be seen that the
curve shows a gradual improvement trend under the action
of small samples, and the overall linear range is relatively
obvious. When it reaches the highest level, the curve
gradually decreases with the increase of samples. It shows
that it has a certain volatility to the sample data, and the
overall linear characteristics are relatively obvious, indi-
cating that it has a positive impact on the data value.)e goal
is to find multiple different paths that start and end with
constant lengths such that each data is contained in exactly
one path. Each of these paths corresponds to a continuous
3D line of the conduit model, and each path is uniquely

determined by the edges it is composed of. )e path finding
problem is solved by minimizing the objective function.

4. Discussion

Based on the 3D reconstruction theory, the 3D image de-
highlighting algorithm and 3D curve screening method were
used to obtain the application of 3D image reconstruction
technology in neurogenic intestinal care, and the corre-
sponding optimization model was obtained through cal-
culation. )is optimization model can calculate the data of
neurogenic intestine at different moments for accurate
analysis. To quantitatively illustrate the accuracy of the
model curve, the curve calculation results under the action of
different models are obtained through calculation, as shown
in Figure 10. It can be seen from the results that the cor-
responding test data gradually increases with a small number
of iterations and then gradually decreases. )e overall
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volatility of the curve is relatively model. )rough the
conventional model curve, it can be seen that the curve
decreases first and then increases with the increase of the
number of iteration steps. )e overall trend of change can
well explain the experimental data, but there are great
differences in specific values. )rough the reconstruction
curve, it can be seen that the curve can not only well illustrate
the trend of the data at lower iterations but also the trend of
the data and the trend of the curve at higher iterations. It
shows that the reconstructed model has good accuracy. At
the same time, it also shows that three-dimensional re-
construction technology has a good application in neuro-
genic intestinal care.

5. Conclusion

(1) According to the Gaussian change curve in the 3D
image de-highlighting algorithm, it can be seen that
the input original image and Gaussian function have
the opposite change trend. On the other hand, the
component curve of the model changes significantly
with the increase of independent variables, indi-
cating that it has a high impact on the output results.

(2) Five different factors will have different effects on the
two-dimensional gamma function, among which the
input function model component and the output
function have the same changing trend. )e corre-
sponding incremental index fluctuates within a small
range of change, and the overall linear and nonlinear
characteristics are obvious through the mean value.

(3) In the confidence analysis curve, the confidence
parameter shows an inverted U-shaped change, and
the curve corresponding to the cost index shows an
opposite U-shaped change. )e trend of the mini-
mum value shows that its influence on the dependent
variable is relatively small, and the stability of the
curve is relatively good.
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In the current era that consumers pursue personalized experience, in order to optimize the customer experience of new Chinese-
style clothing products and improve the evaluation procedures of new Chinese-style clothing products, based on the theory of
customer perceived value, this paper constructs the evaluation index and evaluation model of new Chinese-style clothing
customer perceived value. �is study is divided into three stages: �rstly, through literature research and interview, thirty-seven
elements of the evaluation index of customer perceived value of new Chinese-style clothing are de�ned; secondly, through
questionnaire survey and exploratory factor analysis, seven dimensions of the evaluation index of the customer perceived value of
new Chinese-style clothing were extracted, which were cultural and educational value, aesthetic value, creative value, green value,
engineering value, social value, and quality value, respectively; thirdly, we propose a PSO-BP neural network to evaluate the
customer perceived value of new Chinese-style clothing, and we choose twenty-two and eight new Chinese-style clothing as
training samples and test samples, respectively. �e experimental results show that the PSO-BP neural network can accurately
evaluate the customer perceived value of new Chinese-style clothing, and its error is controlled by 2.5% compared with the
traditional BP neural network. �e research results show that enterprises can improve the quality of product design through the
new Chinese-style clothing customer perceived value evaluation indicators and models, and then improve their sustainable
competitive advantage, so as to achieve the sustainable development of the new Chinese-style clothing industry ultimately.

1. Introduction

With the rapid development of China’s cultural and creative
industries, under the in�uence of policy guidance, �nancial
support, technology iteration, talent innovation, and other
factors, cultural industries represented by new Chinese-style
clothing, animation, etc. have gradually become the pillar
industries of the national economy, and they play an im-
portant role in improving the country’s cultural soft power
[1]. As far as the new Chinese-style clothing (a design style
that grasps the ideological connotation of Chinese style,
re�nes Chinese design elements, and innovates in combi-
nation with current materials and technologies) industry is
concerned, enterprises continue to strengthen the cultural
uniqueness, fashion, and innovation of new Chinese-style
clothing products through design, giving product value soul
and vitality, and then promoting the sustainable

development of the new Chinese-style clothing industry [2].
But from the current market situation, the problem of
“misalignment of supply and demand” of products is still a
bottleneck that plagues the sustained and healthy devel-
opment of the new Chinese-style clothing industry.
�erefore, from the perspective of consumers, accurately
grasping the changing consumer needs and consumption
concepts of customers is of great signi�cance for the de-
velopment of the new Chinese-style clothing industry [3].

Modern product design is a process of a series of ac-
tivities that seek design solutions to consumer demand [4].
In this activity, a crucial link in the product system analysis
and evaluation is an essential basis for product design de-
cisions. �e so-called evaluation generally refers to the
behavior of determining the attribute of an object according
to a clear goal and turning it into the subjective utility (the
degree of satisfying the requirements of the subject), that is,
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the process of defining the value. In this process, we should
compare the evaluated object with a particular object to
determine the value of the object [5]. However, looking at
the new Chinese-style clothing industry, it is found that
there is no unified product evaluation index and method for
China. Most of the enterprises determine the final design of
products based on the subjective empirical assessment of the
products from the designer’s perspective, and the evaluation
process often has a certain degree of one-sidedness and
uncertainty. 'erefore, when faced with the market reality
that the personalized demand is prominent and the com-
petition is becoming more and more fierce, in order to
achieve the sustainable development of new Chinese-style
clothing enterprises and industries, it has become an urgent
problem for relevant enterprises and academia to build new
Chinese-style clothing product value evaluation indicators
guided by customer expectations, and to find scientific and
reasonable product value evaluation methods, improve the
design quality of new Chinese-style clothing products, and
alleviate the contradiction between supply and demand.

Given this, this paper firstly introduces the customer
perceived value theory. It combines the characteristics of the
new Chinese-style clothing products with in-depth inter-
views and questionnaires with relevant consumers to build a
system of measuring indicators of customer perceived value
of new Chinese-style clothing products. 'e customer
perceived value theory has received much attention since its
inception and is often used to explain customers’ subjective
preferences and consumption behavior in specific situations.
Based on this, this paper further incorporates the BP neural
network method for evaluating natural case products. As an
interactive evaluation method, the BP neural network can
avoid the imprecision of artificially determined evaluation
index weights and make the results more realistic. However,
the traditional BP neural network also suffers from poor
fault tolerance, the algorithm tends to fall into local minima,
slow convergence, and instability in learning. To solve the
above problems, this paper constructs a BP neural network
evaluation model based on the particle swarm optimization
algorithm. It uses the particle swarm optimization algorithm
to obtain the optimal weights and thresholds for each layer
of the BP neural network to further evaluate the consumer
perceived value of the new Chinese-style clothing. Com-
bined with the customer perceived value measurement index
together, it will provide a more comprehensive, objective,
and accurate reflection of the level of customer perceived
value of the new Chinese-style clothing products, which will
support the optimization of product design and the sus-
tainable development of the company.

2. Literature Review

2.1. Sustainable Competitive Advantage and Customer Per-
ceived Value. As an important part of the sustainable de-
velopment strategy of enterprises, the sustainable
competitiveness of enterprises is not only a strong support
for the development of enterprises, but also the only way for
the sustainable development of enterprises. 'erefore,
sustainable competitive advantage has always been the topic

of concern of enterprise strategy theory [6, 7]. Porter [8] first
mentioned sustainable competitive advantage when dis-
cussing the company’s long-term competitive advantage to
obtain low cost or differentiation, and pointed out that the
sustainable competitive advantage of an enterprise comes
from the value it creates for customers that exceeds its cost,
which ultimately depends on the value it can create for
customers. Barney [9] proposed that one of the necessary
conditions for obtaining the unique strategic resources of
sustainable competitive advantage is that the resources are
valuable; that is, they can enable enterprises to increase
customer value and improve their business performance.
Woodruff [10] also clearly pointed out that customer per-
ceived value is the source of competitive advantage. Al-
though there are great differences in the theoretical
assumptions about sustainable competitive advantage and
the various theoretical schools of its origin, there is a
consistent understanding of the premise of obtaining sus-
tainable competitive advantage: the degree of customer
recognition of the value of enterprise products or services,
and the customer perceived value determines the sustainable
competitive advantage of enterprises.

'e recognition and research of value from the per-
spective of customers began in the 1990s. For the dimen-
sional measurement of customer cognitive value, it has also
changed from the initial single dimensional measurement to
multidimensional measurement. In the early days of the
theory, Zeithaml [11] referred to perceived value as the
subjective value that the user has in mind after measuring
the gain or loss. Simultaneously, Monroe [12] defined
perceived value as the perceived quality or benefit that the
customer gets from the product, as opposed to the sacrifice
made by the price paid, etc. 'e above definitions of value in
trade-offs between the “get” and “give” items are seen in
marketing applications due to trade-offs between quality and
price and are one-dimensional value judgments. In subse-
quent theoretical studies, Bolton and Drew [13] argued that
viewing value as a trade-off between quality and price was
too simplistic. Sheth et al. [14] argued that measuring
perceived value as a single construct would lack validity and
therefore proposed five dimensions of customer perceived
value: functional value, social value, emotional value, epi-
stemic value, and conditional value.

With the shift in the consumer market in recent years,
many clothing companies have shifted from the traditional
external competitors or internal resource conditions to the
customer, which is fundamental to business survival and
development. Under this background, the theory of cus-
tomer perceived value is widely used in the research field of
clothing product design. For example, Yan et al. [15], Yu
et al. [16], and Li et al. [17], based on the theory of customer
perceived value and combined with the characteristics of
Internet distribution, built a measurement model of cus-
tomer perceived value of online clothing customization;
Chen et al. [18] took the value perception of children’s
clothing safety as the research object and developed a set of
children’s clothing safety perception measurement scale
including 3 dimensions and 27 measurement items; Chi [19]
used a multidimensional consumer perceived value model to
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explore the characteristics of consumer expected value of
environment-friendly clothing, including social value,
emotional value, quality value, and price value; Zhou et al.
[20] took men’s suits as the product object and discussed the
design optimization scheme of men’s suits by establishing a
model between users’ perceived image, suit design features,
and user preferences.'rough the above literature collection
and analysis, the customer perceived value theory has been
applied to different clothing situations, including clothing
customization, green clothing products, and men’s clothing.
However, there is still a lack of research on new Chinese-
style clothing products. 'e constituent elements of cus-
tomer perceived value differ for different clothing products.
In particular, the new Chinese-style clothing products have
distinctive characteristics such as spiritual and cultural
categories, aesthetic forms, and cultural symbols, which are
different from the general clothing products. 'erefore, it is
of practical significance to study the connotation of cus-
tomer perceived value of new Chinese-style clothing.

Based on the above analysis, as a subjective feeling in the
customer’s heart, the customer’s definition of perceived
value is subjective, complex, and multidimensional.
'erefore, this paper will refer to the functional value, social
value, emotional value, epistemic value, and conditional
value proposed by Sheth et al. [14] as the basis of the new
Chinese-style clothing customer perception value evaluation
study.

2.2. BP Neural Network and Particle Swarm Optimization.
BP neural network (back-propagation neural network), also
known as error back-propagation neural network, is one of
the most representative and commonly used artificial neural
networks, especially in nonlinear problem-solving. 'e
structure of the BP neural network is divided into input
layer, hidden layer, and output layer. Its structure is shown
in Figure 1. 'e process of the BP neural network can be
divided into two stages: forward propagation and backward
propagation. In forward propagation, the input signal is
processed from the input layer through the hidden layer and
then passed to the output layer, with the nodes in the
previous layer only affecting the nodes in the next layer.
Suppose the output layer does not get the desired output. In
that case, it is transferred to the error back-propagation
process by adjusting the weights and thresholds of the
prediction errors to achieve a BP neural network prediction
output with a good fit [21]. In Figure 1, x represents the
input and y represents the output. f1 is the activation
function from the input layer to the hidden layer, and f2 is
the activation function from the hidden layer to the output
layer. wij and wjk represent the weights of the neural
network.

From the above analysis, it can be seen that customer
perceived value has the characteristics of subjectivity and
complexity, and its actual evaluation belongs to a typical
nonlinear problem. If traditional product evaluation
methods such as AHP and fuzzy comprehensive evaluation
are used, it is easy to cause distortion and bias of evaluation
results by setting the premise for the operation of the linear

relationship between evaluation indexes. 'erefore, it pro-
vides a certain theoretical basis for this paper to apply the BP
neural network to evaluate the customer perceived value of
new Chinese-style clothing. However, before starting
training, the BP neural network randomly initializes the
weights and thresholds of each layer to the value between
[0, 1]. 'is kind of random initialization without optimi-
zation often slows the convergence speed of the BP neural
network and easily makes the result nonoptimal [22]. As a
swarm intelligence optimization algorithm, the particle
swarm optimization (PSO) algorithm can map the weights
and thresholds in the BP neural network to particles in the
PSO algorithm, and update the speed and position of par-
ticles through iteration, so that individuals can find the
optimal solution in the solution space [23]. 'e specific
principle of PSO algorithm has been described in detail in
Ref. [24], so it will not be repeated here.'erefore, this paper
introduces the PSO algorithm to optimize the initial value
and threshold, so as to significantly improve the training and
modeling speed, stability, and solution accuracy of the BP
neural network.

3. Construction and Validation of the
Evaluation Index of Customer Perceived
Value in the New Chinese-Style Clothing

In the analysis of this section, this paper aims at constructing
the evaluation index of new Chinese-style clothing customer
perceived value, and verifying the reliability and validity of
the evaluation index. 'e specific research steps are divided
into three stages: the first stage is to collect data by means of
literature analysis and consumer questionnaire interview,
and then sort out and code the interview contents through
the research team to define the evaluation element factors; in
the second stage, a large-scale questionnaire survey was
conducted based on different gender, age, and educational
background. Using the exploratory factor analysis method,
the main aspects of the new Chinese-style clothing customer
perceived value evaluation index are extracted, and based on
this, the new Chinese-style clothing customer perceived
value evaluation index scale is developed; in the third stage,
reliability and validity analysis is used to verify the stability
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Figure 1: Structure of the BP neural network.
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and predictability of the new Chinese-style clothing cus-
tomer perceived value evaluation index.

3.1. Exploring theElementFactors forEvaluating theCustomer
PerceivedValue ofNewChinese-StyleClothing. To determine
the element factors that can be used to establish the eval-
uation index of new Chinese-style clothing customer per-
ceived value, this paper uses literature analysis and interview
method sequentially and gives the interview results to the
research group for coding and screening to determine the
element factors.

First of all, this paper collects and refers to the research
results of Yen et al. [25]’s cultural fashion design mea-
surement index, Liu et al. [3]’s new Chinese-style clothing
purchase intention scale based on the product quality theory,
Kim et al. [26]’s clothing design evaluation standard scale
based on consumer perspective, Yu et al. [16]’s men’s shirt
custom customer perceived value evaluation scale, Chi et al.
[19]’s environment-friendly clothing consumer perceived
value scale, and Ahn et al. [27]’s 6-dimensional clothing
product quality measurement scale oriented to customer
demand. According to the above research results, an in-
terview questionnaire was designed. 'e interview ques-
tionnaire is combined with the context of new Chinese-style
clothing products and focuses on referring to various cases
listed in the collected literature.

Secondly, this paper uses the interview method to in-
vestigate the current situation. To obtain more practical
consumption demand and value preference for new Chinese-
style clothing products, the author obtained a group of in-
terviewees through a random survey, online forum invitation,
and snowball recommendation. After thoroughly considering
factors such as age, gender, occupation, education level, and
user experience with new Chinese-style clothing products, the
author finally selected 41 interviewees from different situa-
tions. 'e selected subjects are between 20 and 59 years old,
covering the old, middle-aged, and young generations; the
number of men and women in gender tends to be half (22
women and 19 men) to reduce the impact of gender factors.
'ey have more than 3 years of experience in using new
Chinese-style clothing products, and the longest is as long as
10 years.'eir occupations include college students and those
who have participated in the work.

'e questionnaire’s content is divided into three parts,
with four questions in each part, making 12 questions. 'e
first part is an interview with the basic information content
of the respondent, in which the respondent explains the
content of the case, the reason for purchase, and the occasion
of wearing.'e second part is an in-depth interview with the
respondent. 'e respondents are encouraged to deepen
further their thinking regarding the five dimensions of
consumer perceived value: functional value, emotional
value, social value, epistemic value, and conditional value. In
the third part, in order to obtain valid interview results, we
use some consumption cases (choice between well-known
and ordinary brand products, different preferences between
green and ordinary products, etc.) to stimulate the re-
spondents to reflect on whether they have additional feelings

beyond the previous interview. Given the impact of the
current epidemic, this paper uses a combination of online
and offline interview formats.

In the sorting and analysis of qualitative data, the pri-
mary focus is on coding. Coding is a systematic method of
extracting data. In the process, data are analyzed and
combined according to themes, concepts, or categories. 'e
main procedures include three steps: open coding, axial
coding, and selective coding [28]. After the interview and
data collection, this paper commissioned a research group
composed of experts and academics (a total of five people,
including two professors and three associate professors) to
conduct open coding first; that is, the research group
extracted important information according to the interview
content and integrated the obtained information into a
unified category. Secondly, based on the understanding of
the research topic, the research group linked all categories
according to their internal organic associations (i.e., axes),
found out the spindle code and named it, and finally ob-
tained the element factors that may affect the evaluation of
the perceived value of new Chinese-style clothing. Since the
coding in this paper is mainly for inductive results, it is not
within the scope of discussion to pay attention to the se-
lective coding of text storylines, so this part is omitted [29].
In the end, the analysis yielded 37 factors such as Convey
cultural meaning, Show the charm of regional culture, and
Traditional natural fabrics (as shown in Table 1).

3.2. Extracting the Dimension of Customer Perceived Value
Evaluation Indicators for New Chinese-Style Clothing.
After the first stage of the paper, 37 customer perceived value
evaluation factors were coded and calculated. In the second
stage, the structures and links between the 37 evaluation
factors were identified through exploratory factor analysis.
'e constructs of the new Chinese-style clothing customer
perceived value evaluation indicators were extracted.

Firstly, the 37 element factors from the pretest ques-
tionnaire were re-ranked randomly, and each element factor
was converted into an item in the questionnaire. Secondly,
participants were asked to select the level of agreement with
the purchase of the product from a 7-step Liker scale ranging
from “strongly disagree” to “strongly agree” on a scale of 1 to
7. 'e positive sentiments for each item increased as the
scores increased. 'e positive sentiment for each item
gradually increases as the score increases, so that the scores
can be added up for subsequent analysis. Finally, through
exploratory factor analysis, the element factors were ana-
lyzed, deleted, or modified to find common factors to be
named to extract a suitable index profile for evaluating the
customer perceived value of new Chinese-style clothing.

In this paper, the data were collected mainly through
online questionnaires, and 253 valid questionnaires were
obtained, meeting the sample size requirement suggested
by scholars [30]. Among the 253 questionnaires, 132 were
completed by women and 121 by men; in terms of age
distribution, 27 respondents were aged between 18 and 25
years, 90 were aged between 25 and 32 years, 75 were aged
between 33 and 39 years, 40 were aged between 39 and 46
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years, and 21 were aged 46 years or above; in terms of
education distribution, 32 were with high school education
or below, 53 with secondary school or college education, 113
with bachelor’s degree, and 55 with postgraduate education.

In statistical analysis, data conforming to normal dis-
tribution is the basic assumption and premise of many
continuous data comparison and analysis, among which
skewness and kurtosis are important normality test indi-
cators [31]. After the collection and collation of the
questionnaire, first of all, through descriptive statistical
analysis, we can find that the skewness values of 37 element
factors are between −0.919 (Product recyclability) and
−0.030 (An overall sense of refinement), and the kurtosis
values are between −0.543 (An overall sense of refinement)
and 0.591 (Convey cultural meaning). 'e absolute values
of skewness and kurtosis meet the verification standards
proposed by Kline [32] that the absolute value of skewness
is within 2 and the absolute value of kurtosis is within 7. It
indicates that the data are normally distributed, which is
suitable for exploratory factor analysis and reliability and
validity analysis.

'en, in exploratory factor analysis, through the first
factor analysis, it was found that the five variable factor loads
of Have a sense of glamour, Originality or creativity,
Compact and beautiful accessories, Show personal social
status, and An overall sense of refinement were not higher
than 0.50, so they were eliminated. 'en, the data were
subjected to a second factor analysis. After the KMO and
Bartlett tests, the KMO sampling fitness measure was 0.935
and the Bartlett sphericity test approximate chi-square value
was 5456.231, with a significance level of 0.000, indicating
that the data were valid and suitable for factor analysis
[33, 34]. After passing the check, principal component
analysis in factor analysis was continued to extract common
constructs, with eigenvalues greater than one as the principle
for selecting the number of common factors, resulting in a
total of seven major constructs that explained 72.539% of the
cumulative variance. Immediately afterwards, the selected
conformations were pivoted by the maximum variance
pivoting method, resulting in a rotated component matrix
(as shown in Table 2).

Finally, the reliability and validity analysis revealed that
Cronbach’s alpha values of all seven dimensions were higher
than 0.7, the average variance extracted (AVE) values of each
dimension were greater than 0.5, and the square root values
of the average variance extracted were also greater than the
correlations with other factors (as shown in Table 3), which
verifies that the seven dimensions have good reliability at the
same time [35], and it also indicates that the dimensions
have good validity [36].

Dimension 1 is mainly composed of five element factors:
Convey cultural meaning, Bring back fond memories of life,
Show the charm of regional culture, Have an attractive story
or moral, and Positive cultural enlightenment. 'e factor
load is between 0.819 and 0.742, and the explained variance
is 11.585%.'is dimension reflects consumers’ pursuit of the
emotional cognitive value of new Chinese-style clothing
products, but different from the aesthetic value of using
product modeling elements as emotional transmission
media, dimension 1 emphasizes the attraction of an internal
cultural gene of new Chinese-style clothing products, which
provides consumers with a unique product impression and
cultural attribution through the emotional association of the
brain. It also edifies and promotes the spiritual level of
consumers, so this dimension is named as the cultural and
educational value of the product.

Dimension 2 is made up of five factors: Exquisite design
details, Modern and stylish, Exquisite decoration, Good
styling proportions, and Harmonious and beautiful color
matching. 'e factor load ranges from 0.787 to 0.705, with
an explained variance of 11.449%. 'is dimension also
reflects consumers’ pursuit of the emotional perception
value of new Chinese-style clothing products, that is, the
product shape is used as a medium to convey information
through the product shape elements, allowing consumers
to form a visual perception of beauty, which in turn gives
them a sense of inner pleasure. As the main expression of
the product’s visual aesthetic features on the consumer’s
emotions, this dimension is named the aesthetic value of
the product.

Table 1: List of evaluation element factors.

No. Evaluation element factor
1 Convey cultural meaning
2 Show the charm of regional culture
3 Positive cultural enlightenment significance
4 Long-lasting and durable performance
5 Comfortable and breathable to wear
6 Convenient for daily cleaning and maintenance
7 Easy to move after wearing
8 Excellent manufacturing technology
9 An overall sense of refinement
10 Exquisite structure
11 Highly textured crafts such as prints and embroideries
12 Compact and beautiful accessories
13 Have an attractive story or moral
14 Have practical functions
15 Bring back fond memories of life
16 Have a sense of glamour
17 Physiotherapy and healthcare fabrics
18 Green textiles
19 Traditional natural fabrics
20 Promote a sense of personal confidence
21 Become more popular
22 Enhance personal image
23 Show personal social status
24 Show professional image
25 Make people feel special
26 Originality or creativity
27 A unique way of dressing
28 Versatility
29 Partial creative design details
30 Variety of matching features
31 Good styling proportions
32 Modern and stylish
33 Harmonious and beautiful color matching
34 Exquisite decoration
35 Exquisite design details
36 Product recyclability
37 Natural dyed fabric
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Table 2: Rotated component matrix.

Dimension Index Dimension
1

Dimension
2

Dimension
3

Dimension
4

Dimension
5

Dimension
6

Dimension
7

Cultural and
educational
value

Convey cultural
meaning 0.819 0.154 0.201 0.105 0.179 0.145 0.114

Bring back fond
memories of life 0.777 0.179 0.084 0.127 0.183 0.184 0.044

Show the charm of
regional culture 0.771 0.065 0.203 0.172 0.163 0.083 0.096

Have an attractive
story or moral 0.766 0.034 0.099 0.124 0.140 0.103 0.106

Positive cultural
enlightenment
significance

0.742 0.126 0.141 0.134 0.158 0.198 0.149

Aesthetic value

Exquisite design
details 0.145 0.787 0.102 0.163 0.134 0.099 0.119

Modern and stylish 0.140 0.767 0.248 0.196 0.231 0.189 0.098
Exquisite decoration 0.115 0.764 0.171 0.088 0.240 0.151 0.061

Good styling
proportions 0.053 0.754 0.163 0.170 0.145 0.140 0.068

Harmonious and
beautiful color

matching
0.119 0.705 0.204 0.129 0.104 0.208 0.222

Creative value

Make people feel
special 0.195 0.193 0.814 0.199 0.138 0.056 0.099

A unique way of
dressing 0.169 0.197 0.803 0.114 0.179 0.178 0.141

Variety of matching
features 0.180 0.171 0.762 0.151 0.175 0.238 0.084

Versatility 0.176 0.175 0.724 0.172 0.105 0.022 0.073
Partial creative design

details 0.046 0.124 0.696 0.224 0.137 0.128 0.161

Green value

Product recyclability 0.157 0.146 0.208 0.837 0.168 0.136 0.119
Physiotherapy and
healthcare fabrics 0.135 0.180 0.154 0.784 0.132 0.164 0.082

Green textiles 0.132 0.279 0.159 0.781 0.059 0.091 0.138
Natural dyed fabric 0.170 0.214 0.185 0.728 0.221 0.172 0.121
Traditional natural

fabrics 0.106 -0.013 0.145 0.641 0.229 0.047 0.004

Engineering
value

Long-lasting and
durable performance 0.230 0.242 0.190 0.216 0.728 0.219 0.201

Easy to move after
wearing 0.170 0.244 0.223 0.188 0.717 0.137 0.123

Comfortable and
breathable to wear 0.215 0.187 0.089 0.129 0.705 0.136 0.220

Have practical
functions 0.187 0.149 0.216 0.270 0.697 0.146 0.104

Convenient for daily
cleaning and
maintenance

0.227 0.176 0.148 0.178 0.692 0.237 0.129

Social value

Promote a sense of
personal confidence 0.216 0.144 0.115 0.133 0.068 0.795 0.078

Enhance personal
image 0.194 0.205 0.177 0.127 0.233 0.764 0.094

Become more popular 0.138 0.221 0.209 0.167 0.165 0.761 0.083
Show professional

image 0.144 0.156 0.050 0.124 0.257 0.693 0.197
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Dimension 3 is made up of five factors: Make people feel
special, A unique way of dressing, Variety of matching
features, Versatility, and Partial creative design details. 'e
factor load ranges from 0.814 to 0.696, with an explained
variance of 11.419%. 'is dimension reflects consumers’
quest for knowledge of new Chinese-style clothing products,
that is, to satisfy their curiosity, novelty, and desire for
knowledge by enhancing the newness of product details in
design, matching, function, and wearing style. 'e elements
of the dimension focus on expressing the uniqueness and
novelty of the product, hence the name of the dimension as
the creative value of the product.

Dimension 4 is composed of five factors: Product
recyclability, Physiotherapy and Health Care, Fabrics, Green
textiles, Natural dyed fabric, and Traditional natural fabrics.
'e factor load ranges from 0.837 to 0.641, with an explained
variance of 11.084%.'is dimension has an interactive value
characteristic, reflecting the contextual value of the product.
'is dimension reflects the desire of consumers who are
influenced by the concept of green to satisfy their pursuit of a
green and healthy life through products, and is therefore
named the green value of the product.

Dimension 5 is mainly composed of five highly relevant
element factors, namely, Long-lasting and durable, Perfor-
mance, Easy to move after wearing, Comfortable and
breathable to wear, Have practical functions, and Conve-
nient for daily cleaning and maintenance. 'e factor load
ranges from 0.728 to 0.692, and the explained variance was
10.343%. 'is dimension reflects the consumers’ pursuit of

the functional cognitive value of new Chinese-style clothing
products and is related to the basic engineering performance
of the products. 'erefore, this dimension is named the
engineering value of the products.

Dimension 6 is composed of the four elemental factors of
Promote a sense of personal confidence, Enhance personal
image, Become more popular, and Show professional image.
'e factor load ranges from 0.795 to 0.693, with an explained
variance of 9.156%. 'is dimension reflects consumers’
pursuit of the social perception value of new Chinese-style
clothing products; that is, it emphasizes the positive role
played by the products in consumers’ interpersonal and
social interactions, and is therefore named the social value of
the products.

Dimension 7 is mainly composed of three element factors:
Exquisite structure, Highly textured crafts such as prints and
embroideries, and Excellent manufacturing technology. 'e
factor load is between 0.827 and 0.763, and the explained
variance is 7.503%. 'is dimension also reflects the consumers’
pursuit of the cognitive value of the new Chinese-style clothing
product function. However, different from the basic engi-
neering performance of the product, this dimension focuses on
the integrity of the product and the functional details, which can
enable consumers to produce high-quality images. It needs to be
highlighted through detailed design and high-level technology.
'erefore, this dimension is named as the quality value of the
product.

'rough the above analysis, we have obtained seven
dimensions containing cultural and educational value,

Table 3: Reliability and validity analysis.

Cronbach’s
alpha AVE Cultural and

educational value
Aesthetic
value

Creative
value

Green
value

Engineering
value

Social
value

Quality
value

Cultural and
educational value 0.892 0.601 0.775∗

Aesthetic value 0.896 0.571 0.396 0.756∗
Creative value 0.896 0.579 0.456 0.516 0.761∗
Green value 0.892 0.573 0.434 0.488 0.508 0.757 ∗
Engineering value 0.897 0.501 0.549 0.564 0.529 0.551 0.708 ∗
Social value 0.867 0.569 0.478 0.513 0.456 0.447 0.563 0.754∗
Quality value 0.854 0.649 0.390 0.415 0.414 0.374 0.503 0.408 0.806∗

Note. Diagonal bold characters (marked with∗) are the open root of mean variance extraction (AVE), and the lower triangle is the Pearson correlation
coefficient.

Table 2: Continued.

Dimension Index Dimension
1

Dimension
2

Dimension
3

Dimension
4

Dimension
5

Dimension
6

Dimension
7

Quality value

Exquisite structure 0.135 0.128 0.108 0.105 0.173 0.196 0.827
Highly textured crafts
such as prints and

embroideries
0.146 0.146 0.155 0.119 0.149 0.124 0.825

Excellent
manufacturing
technology

0.139 0.151 0.178 0.115 0.199 0.054 0.763

Explained variance (%) 11.585 11.449 11.419 11.084 10.343 9.156 7.503
Cumulative explained variance (%) 11.585 23.034 34.452 45.537 55.880 65.036 72.539
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aesthetic value, creative value, green value, engineering
value, social value, and quality value, and 32 element factors
to build an evaluation index of the customers perceived
value of new Chinese-style clothing.

4. Customer Perceived Value Evaluation
Model of New Chinese-Style Clothing
Based on PSO-BP Neural Network

'is paper uses the PSO algorithm to find the optimal initial
weight and threshold in BP neural network, and obtains a
better neural network model to evaluate the customer
perceived value of new Chinese-style clothing.

'e specific steps of the experiment are as follows:

(1) Obtain sample data of customer perceived value of
new Chinese-style clothing, and preprocess and
normalize the data.

(2) Determine the number of nodes in each layer of BP
neural network.

(3) Initialize the position and velocity of particles.
(4) Calculate the fitness value of each particle, and find

the global extremum.
(5) Update the velocity and position of particles to

generate a new particle swarm.
(6) Stop iteration if one of the following conditions is

met: the number of iterations reaches the preset
value; the error accuracy meets the set value. Oth-
erwise, skip to step 5.

(7) After the iteration stops, the optimal weights and
thresholds are put into the BP neural network for
training. 'e BP neural network is trained iteratively
until the termination condition is met.

(8) Obtain the BP neural network model optimized by
the PSO algorithm.

'e construction process of the model in this paper
follows as shown in Figure 2.

'is section designs a questionnaire based on the new
Chinese-style clothing customer perceived value evaluation
index constructed in Section 3 and collects the evaluation
index data of new Chinese-style clothing products. A BP
neural network based on the particle swarm optimization
algorithm for the new Chinese-style clothing customer
perceived value evaluation model was established. Twenty-
two new Chinese-style clothing was selected as training
samples and eight new Chinese-style clothing as testing
samples, and MATLAB software was used to train and test
the neural network examples.

4.1. Data Collection and Preprocessing. 'e main targets of
this questionnaire were undergraduates and postgraduates
and their families. College students and their families are
potential consumers of new Chinese-style clothing. A total
of 50 respondents were selected for the survey.

In this paper, a selection of new Chinese-style clothing
products that are currently on the market was selected as the

tested products. 'ere are two main processes for their
selection:

(1) Selection of new Chinese-style clothing brands:
Regarding a combination of indicators such as brand
awareness, brand style, the status of the brand’s
published online performance, and the opinions of
experts in the field, the new Chinese-style clothing
brands selected for this paper are as follows: ICY,
INXX, Bosie Agender, HUSENJI, Hua Mu Shen,
BYTEHARE, Nengmao Store, CLOT, LI-NING,
ANTA, HLA, PEACEBIRD, SHIATZY CHEN, Mi
Shan, and Houxu.

(2) Selection of new Chinese-style clothing products:
1–3 products were selected from the official websites
or shopping platforms of the above 15 brands
according to their sales index and brand represen-
tativeness, and finally, 30 new Chinese-style clothing
products were selected as experimental products for
this paper.

After determining the new Chinese-style clothing cus-
tomer perceived value evaluation indexes in Table 3, 30 new
Chinese-style clothing products were selected. 'rough the
online survey, 50 subjects were asked to rate the customer
perceived value evaluation indexes and the overall design of
30 new Chinese-style clothes. 'e data of the new Chinese-
style clothing products No. 1–22 were used for the training
of the neural network, and the new Chinese-style clothing
products No. 23–30 were used for testing the neural net-
work. 'e subjects were shown the front and back pictures
and pattern designs of the 30 new Chinese-style clothing
products during the survey. In addition to the presentation
of the picture information of the garments, the design in-
spiration, fabric, and accessories were presented.

When comes to statistical data, chance errors, human
errors, and sampling errors can lead to outliers. To avoid a
minimal number of people with solid subjective emotions or
recording errors during the research process, an outlier test
needs to be conducted on the scores obtained for each
evaluation index and the overall design score for each new
Chinese-style clothing product. To prevent outliers in the
scoring from influencing the final results, this paper uses
Grubbs’ test (two-tailed test) to eliminate outliers [37]. 'e
statistic for Grubbs’ test (equation (1)) is shown in the
following:

G �
xi − x




S
, (1)

where xi is the score of a certain indicator of a new Chinese-
style clothing product, x is the mean score of the corre-
sponding indicator of the corresponding clothing, and S is
the corresponding standard deviation.

After testing, 124 outliers, generally extreme data caused
by some subjects’ strong subjective emotions on some
clothing’s indicators, were removed. Appendix A lists the
scores of some sample clothing evaluation indicators after
removing outliers. 'e data of the input layer of the BP
neural network model are the average of the scores of 50
subjects.
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'e 32 customer perceived value evaluation indexes data
and overall design scores of 30 new Chinese-style clothing
are taken as the original data. In order to improve the
convergence speed of the BP neural network and the con-
sistency of the results, it is also necessary to normalize the
original data. In this paper, the min-max standardization
method is adopted, called 0–1 standardization. 'at is, the
original data were linearly transformed. To make the results
distributed between 0 and 1, the function is used to process
the original data linearly. 'e transformation function
(equation (2)) is as follows:

y
∗

�
y − ymin

ymax − ymin
, (2)

where y∗ is the standardization result, y is the sample score,
ymax is the maximum score of the sample, and ymin is the
minimum score of the sample. After the above processing of
the original sample data, the scores of the new Chinese-style
clothing customer perceived evaluation index are the input
data of the neural network, and the scores of the overall

design of the new Chinese-style clothing are the output data
of the neural network.

'e raw data and normalized data of the overall design
scores of samples 1–22 used for training are shown in Ta-
ble 4, which is the output layer data of the neural network
model.

4.2. 2e Selection of BP Neural Network Parameters.
Feature selection is crucial to machine learning, selecting
features from all features to introduce into themodel that are
helpful and reduce the consumption of computational re-
sources. 'e main role of feature selection is to reduce the
number of features to prevent dimensional disasters, reduce
training time, enhance generalization, and reduce over-
fitting. 'e random forest algorithm is chosen to filter
features in this paper. 'e random forest algorithm is one of
the most widely used supervised learning algorithms to solve
regression and classification problems. 'e random forest
algorithm provides two methods of feature selection: mean

Start

Data pre-processing

Establish BP neural network
topology

Initialize particle swarm parameters

Calculate the fitness of particles

Search for individual extremum and
global extremum

Update Velocity and position of
particles

Calculate the fitness of particles

Update individual extremum and
global extremum

Reach termination
conditions?

Reach termination
conditions?

N

N

Y

Y

End

Weights and thresholds fine-tuned
and updated

Back propagation algorithm to
correct network errors

BP neural network training

Get the optimized weight and
threshold

Figure 2: Flowchart of the PSO-BP neural network.
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decrease impurity and mean decrease accuracy. 'is paper
chooses the mean decrease impurity method, which can
easily measure the relative importance of each feature to
prediction. 'e higher the feature importance value, the
more important the feature is to the model. After screening
32 features, the top 15 features with high feature importance
values were finally selected, which are Becomemore popular,
Exquisite structure, Exquisite design details, Promote a sense
of personal confidence, Partial creative design details, Make
people feel special, Good styling proportions, Exquisite
decoration, Enhance personal image, Excellent
manufacturing technology, Highly textured crafts such as
prints and embroideries, Physiotherapy and Health Care
Fabrics, Variety of matching features, A unique way of
dressing, and Have an attractive story or moral. 'erefore,
the number of nodes in the input layer of the BP neural
network is 15.

'e number of hidden layer nodes is determined by trial-
and-error method. When the number of hidden layer nodes
is 9, the training error of the BP neural network is the
smallest. 'e selection of the BP neural network parameters
is shown in Table 5.

4.3. Particle SwamOptimization Algorithm. 'e selection of
relevant parameters in the PSO algorithm is shown in Ta-
ble 6. Figure 3 shows the change in the fitness value of the
particles, that is, the MSE of the BP neural network training.
'e fitness value gradually decreases with the increase in the
number of iterations.

4.4. Experiments. 'e established structure has 15 nodes in
the input layer, 9 nodes in the hidden layer, and 1 node in the

output layer of the three-layer BP neural network. 'e
MATLAB model is shown in Figure 4.

4.4.1. Training Experiment of PSO-BP Neural Network.
'e data of No. 1–22 new Chinese-style clothing are input
into the PSO-BP neural network for training. 'e following
“PSO-BP neural network model” will be referred to as “the
model” for short. After 4 iterations, the termination con-
ditions are met and the training is completed. As shown in
Table 7, the actual value is the overall design score of No.
1–22 new Chinese-style clothing, and the predicted value is
the output of themodel after training with these 22 groups of
data. 'e relative error is the relative error between the
predicted value of the model and the actual value of 22 new
Chinese-style clothing data. 'e relative error can reflect the

Table 5: Selection of BP neural network parameters.

Parameter Value
Number of input layer nodes 15
Number of hidden layer nodes 9
Number of output layer nodes 1
Activation function of input layer Log-sigmoid
Activation function of hidden layer Purelin
Learning step 0.01
'e maximum number of training
sessions 2000

Training error 1× 10−3

Error function Mean square error (MSE)

Table 6: Selection of PSO algorithm parameters.

Parameter Value
Number of particles 20
'e maximum number of iterations 70
Individual learning factor 2
Population learning factor 2
Inertia weight 0.9
'e maximum restricted velocity 3
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Figure 3: Plot of changes in particle swarm fitness values.

Table 4: Raw data and normalized data of the overall design score
of the training sample.

No. Original value Normalized value
1 83.793 0.7028
2 89.487 1
3 81.026 0.5584
4 83.897 0.7083
5 85.538 0.7939
6 84.846 0.7578
7 88.027 0.9238
8 81.676 0.5923
9 86.649 0.8518
10 88.703 0.9591
11 78.703 0.4371
12 80.324 0.5218
13 72.224 0.0990
14 71.810 0.0774
15 75.431 0.2664
16 70.328 0
17 78.724 0.4382
18 79.379 0.4724
19 77.628 0.3810
20 85.070 0.7694
21 81.488 0.5825
22 87.395 0.8908
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reliability of model prediction. 'e formula of relative error
η is

η �
R − R′




R
× 100%, (3)

where R is the actual value and R′ is the predicted value of
the model.

'e overall design score of No. 19 new Chinese-style
clothing is 76.226. 'e predicted value trained by the model
is 75.314, and the relative error is 1.196%, which is the largest
error in 22 groups of new Chinese-style clothing data. 'e
relative error of No. 13 new Chinese-style clothing is the
smallest, 0.004%. 'e average relative error of 22 groups of
new Chinese-style clothing data is 0.354%, and the pre-
diction results are accurate, so it can be concluded that the
model has good learning ability and reliability.

4.4.2. Prediction Experiment of PSO-BP Neural Network.
In order to test the prediction ability of the PSO-BP neural
network model, No. 23–30 new Chinese-style clothing data
were selected for testing. 'e following “PSO-BP neural
network model” will be referred to as “the model” for short.

As shown in Table 8, the actual value is the overall design
score of 8 new Chinese-style clothing from No. 22 to No. 30,
and the predicted value is the predicted score of the trained
model for the overall design of these 8 new Chinese-style
clothing. 'e overall design score of No. 30 new Chinese-
style clothing is 72.143, the predicted value trained by the
model is 73.779, and the relative error is 2.268%, which is the
largest relative error among the 8 groups of data.'e average
relative error of 8 groups of data is 1.157%, less than 5%,
which indicates that the model is reliable and has good
generalization ability. 'is shows that the model has certain
reference significance for the evaluation of customer per-
ceived value of new Chinese-style clothing and provides a
relatively objective method for the evaluation of new Chi-
nese-style clothing design.

4.5. Comparison between PSO-BPNeural NetworkModel and
Traditional BP Neural Network Model. To compare the
prediction accuracy of the PSO-BP neural network model
and the traditional BP neural network model, the data of No.
22–30 new Chinese-style clothing were input into these two
models, and the output results are compared as shown in
Table 9. 'e following “PSO-BP neural network model” will
be referred to as “the model” for short. 'e overall design
score of No. 24 new Chinese-style clothing was 85.351, and
the predicted score of the model was 85.211 with a relative
error of 0.164%; the predicted score of the traditional BP
neural network was 82.538 with a relative error of 3.296%.
From Table 9, it is easy to find that the traditional BP neural
network error fluctuates wildly, and the maximum relative
error reaches 11.815%. 'e traditional BP neural network
has the defect that it is easy to fall into the local minimum.
For example, the predicted result of the customer perceived

Table 8: Testing results of the PSO-BP neural network.

No. Actual value Predicted value Relative error (%)
23 79.294 77.645 2.080
24 85.351 85.211 0.164
25 75.971 76.261 0.382
26 83.500 84.332 0.996
27 80.367 81.531 1.448
28 74.628 75.191 0.754
29 81.765 80.814 1.163
30 72.143 73.779 2.268

Input
Output LayerHidden Layer

Output
w

b

w

b15

9 1
1

++

Figure 4: MATLAB model of the BP neural network.

Table 7: Training results of the PSO-BP neural network.

No. Actual value Predicted value Relative error (%)
1 79.941 79.432 0.637
2 85.091 84.661 0.505
3 71.143 71.274 0.184
4 73.857 73.917 0.081
5 82.030 82.151 0.148
6 78.041 78.225 0.236
7 86.576 86.046 0.612
8 87.406 87.183 0.255
9 81.879 81.807 0.088
10 76.742 76.798 0.073
11 74.448 74.189 0.348
12 78.971 79.008 0.047
13 80.682 80.685 0.004
14 76.571 76.650 0.103
15 74.863 75.561 0.932
16 84.833 84.732 0.119
17 81.077 81.363 0.353
18 83.132 82.462 0.806
19 76.226 75.314 1.196
20 84.027 84.460 0.515
21 74.897 75.292 0.527
22 86.839 86.827 0.014
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value of No. 30 new Chinese-style clothing is quite different
from the predicted result of the model. However, the relative
error fluctuation of the model is small, and its error is
controlled within 2.5%. 'e prediction accuracy of the
model is obviously higher than that of traditional BP neural
network, indicating that the model has better generalization
ability and fault tolerance.

5. Conclusions

In the new Chinese-style clothing industry, sustainable
development not only refers to the organic unity of in-
dustrial economic growth and ecological environmental
protection, or the inheritance and development of tradi-
tional culture through products and modern fashion, but
also includes the sustainable consumption of turning to the
demand side and pursuing the harmony of supply and
demand. In order to improve the evaluation level of the
customer perceived value of new Chinese-style clothing and
help enterprises more accurately grasp the consumer de-
mand of products, this paper uses interview method,
questionnaire survey method, exploratory factor analysis
method, BP neural network, and particle swarm optimiza-
tion algorithm to build new Chinese-style clothing customer
perceived value measurement indicators and evaluation
model, and obtains the following main conclusions.

Based on the results of open-ended questionnaire in-
terviews, this paper summarizes 37 element factors of new
Chinese-style clothing customer perceived value measure-
ment indicators through coding procedures. 'en, through
exploratory factor analysis and reliability and validity
analysis, the evaluation index dimensions of the customer
perceived value of new Chinese-style clothing are extracted.
'e results show that after the dimensionality reduction of
37 element factors through factor analysis, seven dimensions
can be summarized: engineering value, aesthetic value, green
value, creative value, cultural and educational value, social
value, and quality value.

'is paper uses the ability of BP neural network to solve
nonlinear problems and establishes a new Chinese-style
clothing customer perceived value evaluation model based
on the BP neural network. However, the BP neural network
falls into local optimization and its convergence speed is
slow. A newChinese-style clothing customer perceived value
evaluation model based on the particle swarm optimization
algorithm is proposed. 'e experimental results show that
the PSO-BP neural network has a very good learning and

predictability in the evaluation of the customer perceived
value of new Chinese-style clothing. It can evaluate the
customer perceived value of new Chinese-style clothing well
and provide an objective evaluation model for future new
Chinese-style clothing design ideas.

'e use of the new Chinese-style clothing customer
perceived value measurement index allows designers to
design products according to the characteristics of the target
customer, avoiding the misalignment between design and
demand, product homogenization, and other issues, so as to
enhance the sustainable competitive advantage of enter-
prises. Similarly, new Chinese-style clothing enterprises can
also use this measurement index to classify products, and the
design plan or product can be found out in advance through
the new Chinese-style clothing customer perceived value
measurement index to find out its unique product per-
sonality (such as focusing on cultural and educational
products, aesthetic products, green products, or creative
products), which will be more conducive to market planners
to carry out market classification and competitor analysis as
a reference. In addition, consumers can also use this mea-
surement index in their daily lives to improve the quality of
their purchase decisions, etc. and ultimately achieve the
sustainable development of the new Chinese-style clothing
industry.
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At present, the mechanical properties analysis method of prefabricated shear wall structure based on static test is low overall
simulation precision. In this paper, the finite element method is used to analyze the force performance of the prefabricated shear
wall structure. Based on the shear of concrete material, elastic modulus, Poisson ratio, open fracture, the transfer coefficients of
open and closed fracture, and tensile strength parameters, the finite element model is established by ANSYS.The vertical load and
the horizontal load of the prefabricated shear wall structure are calculated, and the limit load value is obtained. The maximum
stress change of the connector, the energy dissipation of the shear wall structure, and the change of the equivalent viscous damping
coefficient are obtained by the way of loading and displacement change.The experimental results show that the simulated values of
stiffness degradation, maximum displacement, maximum strain, and stress distribution obtained by this method are in good
agreement with the actual values and are reliable.

1. Introduction

Along with city development scale in China more and more
big, the requirements of the government for environmental
protection are higher, the requirements of real estate de-
velopers for time, cost, and quality are more strict, and the
requirements of owners for the building product safety and
comfort performance gradually increase, which have be-
come the bottleneck restricting the development of the
construction industry [1, 2]. The prefabricated shear wall
structure has come into being. The fabricated building is a
building constructed by precast components at the site. It
has the advantages of short construction period, high
construction quality, and environmental protection. It is
catering to the national policies and development require-
ments of housing industrialization and building energy
conservation and emission reduction. With the continuous
development of prefabricated shear wall structure, the stress
analysis has become a hot issue in structural engineering
[3, 4].

Zhang et al. [5] put forward an assembly scheme for the
external wall panel for steel structure. In order to study the

lateral resistance and seismic performance of steel frames with
such wall panels, the ABAQUS finite element software was
used to establish the overall model and comparison model of
steel frames, and the finite element analysis of uniaxial loading
and low cycle reciprocating loading was carried out. The
results showed that the connection of the outer wall panel
could guarantee the connection between the outer wall plate
and the steel frame. When the structure had large defor-
mation under lateral load, it could limit the transfer force
between the wall panels and the frames, ensured that the wall
panels were in an elastic state, and avoided wall panels from
falling down. The enclosure system consisting of the external
wall panel and the connection node significantly improved
the mechanical performance of the steel frame, the initial
stiffness of the structure was increased by 1.18 times, and the
bearing capacity was increased by more than 30%. The
scheme could enhance the seismic performance of the
structure. When simulating the low cycle reciprocating
loading, the total energy dissipation of the external wall
panel’s steel frame model was increased by more than 90%
compared with the pure frame model, but the overall sim-
ulation result was quite different from the actual value.
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In view of the large discrepancy between the simulation
results in the literature and the actual values, a new finite
element analysis method of prefabricated shear wall struc-
ture is put forward to improve the accuracy of mechanical
properties of shear wall structure analysis.

2. Finite Element Analysis of the Mechanical
Properties of Prefabricated Shear
Wall Structure

The prefabricated shear wall structure is a new type of
wallboard. The width of a single plate with a binding body
part is selected as an analysis unit. Its size is the length of
3000mm, the width of 600mm, the thickness of 200mm,
and the concrete grade is C30. Because the integral modeling
of ANSYS is used, the reinforcement ratio of the vertical bar
in the plate is 1%, and the reinforcement ratio of the hor-
izontal bar is 0.25%.

The material parameters in finite element analysis are as
follows: concrete C30, elastic modulus 3.0GPa, Poisson’s
ratio 0.2, steel bar HRB335, opening crack’s shear transfer
coefficient 0.35, closed crack’s shear transfer coefficient 0.95,
and the tensile strength 1.43MPa.

2.1. The Model is Established

2.1.1. Defining the Element Properties. The concrete is de-
fined, the distribution unit type is SOLID65 unit, and the
proper real constant and material model are selected. In
considering the reinforced modeling, the internal structure
of the structure is defined by the reinforcement ratio of the
longitudinal reinforcement and the distribution of rein-
forcement in the real constant [6].

2.1.2. The Division of Grid. The grid division is divided by
swept grid and the source surface grid is divided by the
mapped grid.The grid precision is controlled within 100mm
[7].

2.1.3. Applying Constraint and Loads. This model is loaded
by force mode. The rigid pad is added to the local com-
pression position. The shell 63 element is adopted to prevent
the stress concentration to cause that the calculation does
not converge.

A fixed end is applied at the bottom of the wallboard, and
the top is the free end.

2.2. Solving andPostprocessing. The nonlinear analysis of the
wall panel is carried out, and the mechanical properties of
the components in the force process are obtained through
the general postprocessing and the time postprocessing.

In addition, the prefabricated shear wall model structure
is shown in Figure 1.

The single axis strain-stress relation diagram of the
concrete in Figure 1 is shown in Figure 2(a), and the stress-
strain curve of steel bar is shown in Figure 2(b).

According to the provisions of the “Technical speci-
fication for concrete structure of high rise buildings,”
under the action of representative value of neutral load,
the axial pressure of the one, two, and three grade shear
wall limbs is not suitable for the following restrictions:
first class (9°): the limit of corresponding axial-com-
pression ratio is 0.4, another level (6°, 7°, and 8°) the limit
of corresponding axial-compression ratio is 0.5, and the
limit of the axial compression ratio of second or third level
is 0.6.

In this paper, the axial compression ratio is 0.4, 0.5, and
0.6 [8], and the vertical load of the prefabricated shear wall
structure is calculated according to formula (1).

μ �
N

fc ∗A( 
, (1)

where A represents the area of the full section of the shear
wall, N represents the axial pressure value of the section of
shear wall, and μ represents the load value.

According to the formula (1), there are

N1 � 0.4∗fc ∗A � 686kN,

N2 � 0.5∗fc ∗A � 859kN,

N3 � 0.6∗fc ∗A � 1030kN.

(2)

Through the above calculation, the maximum bearing
capacity of the vertical load of the prefabricated shear wall
structure is 1030 kN. According to the provisions of the
“Technical specification for concrete structure of high rise
buildings,” the maximum horizontal displacement and
height ratio Δμ/h of the floor layer between the floor layers
under the stress load calculated by the elastic method
conform to Table 1 [9, 10].

According to Table 1, the calculated maximum dis-
placement of the wall panel is 3mm. When the vertex
displacement of 3mm can be obtained by using the formula
(3), the horizontal load of the prefabricated shear wall
structure is 36 kN, that is, the horizontal load under normal
serviceability limit state.

wmax �
Fl

EI
, (3)

where F represents the load on the model, l represents the
length of the model after the deformation, E represents the
modulus of elasticity of the model, and I represents the I
shaped section of the model.

According to “The technical regulations of high building
concrete structure,” there are as follows:

Figure 1: Finite element model of prefabricated shear wall
structure.
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V≤
1

λ − 1
0.5fy ∗ b∗ h + 0.13N

Aw

s
h , (4)

where V represents displacement, Aw represents the area of I
shaped or T shaped cross-section shear wall, λ represents the
shear span ratio of section, s represents the horizontal
distribution of reinforcement spacing of shear wall, b rep-
resents the section width, and h represents the effective
height of the model.

According to formula (4), the shear capacity of the
prefabricated shear wall structure is 123.8 kN; that is, the
horizontal load under the ultimate bearing capacity of the
prefabricated shear wall structure.

Figure 3 is the maximum stress change of the perfo-
rated rebar in the prefabricated shear wall structure, and
Figure 4 is the maximum stress change of the connecting
steel plate.

According to Figures 3 and 4, it is known that at the
initial stage of loading displacement, the connections are in
the elastic deformation stage. When the displacement is
loaded to 25mm, the maximum stress of the connecting
steel plate is 227Mpa and enters the yield stage.Then, when
the displacement is loaded to 45mm, the perforated rebar
enters the yield stage, and the maximum stress is 380Mpa.
When the displacement is loaded to 52mm, the maximum
stress of the steel plate begins to increase and enters the
stage of plastic hardening.When the displacement is loaded
to 55mm, the perforated rebar enters the plastic hardening
stage. When the displacement is loaded to 75mm, the
connecting steel plate reaches the limit stress 310Mpa and
enters the necking deformation stage. When the specimen
is completely destroyed, the connecting steel plate is
completely broken, but the reinforcing bar does not
destroy.

There are two main reasons for structural vibration
energy dissipation: structural damping energy dissipation
and elastoplastic energy dissipation.

Damping and elasticity are one of the most important
properties of the structure. When the structure is in the case
of elastic vibration, the damping causes the dissipation of the
structure energy. When the deformation of the structure
exceeds the elastic limit, the structure will undergo plastic

ε0 εcu εc

fc

f 'c

(a)

εy εsεu

fy

f

(b)

Figure 2: The stress-strain curve of material. (a)Single axis stress-strain relation diagram of concrete and (b) stress-strain curve of steel bar.

Table 1: Ratio of maximum horizontal displacement to height.

Structural system Δμ∕h limit
Frame 1/550
Frame-shear wall, frame-core tube, and flat plate-column-shear wall 1/800
Tube in tube, shear wall 1/1000
The transformation layer other than the frame structure 1/1000
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Figure 3: The maximum stress change of perforated rebar.
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Figure 4: Maximum stress change of connecting steel plate.
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deformation. After unloading, the deformation of the
structure cannot be completely recovered and there will be
residual deformation and energy dissipation. According to
“The technical specification for concrete structures of tall
buildings,” the energy dissipation capacity of specimens
should be measured by the area enclosed by the load-dis-
placement curve [11–14]. Figure 5 is a schematic diagram for
calculating the energy dissipation and equivalent viscous
damping coefficients of specimens.

The energy dissipation factor is the ratio of the energy
consumed by a hysteresis loop to load and unload for a circle
to the total energy of loading and unloading. The energy
dissipation factor E′ of the specimen [15–18] can be cal-
culated by formula (5).

E′ �
SA′BC + SCDA′

SΔBOE′ + SΔDOF′
. (5)

In the force response analysis of prefabricated shear wall
structure [19–21], the equivalent viscous damping coefficient
he is often used to carry out the pressure analysis. The
equivalent viscous damping coefficient he can be calculated
by using the formula (6).

he �
E′
2π

. (6)

Figure 6 is the energy dissipation diagram for each
specimen of prefabricated shear wall structure:

According to Figure 6, it can see that with the increase of
the displacement, the hysteretic curve of the specimen tends
to be full and the energy consumption increases gradually.
The energy dissipation capacity of the specimens under high
axial compression ratio is relatively large, whether it is the
connecting steel or the connecting steel plate in the pre-
fabricated shear wall structure [22–24].

Figure 7 is the diagram of equivalent viscous damping
coefficient of each specimen in a prefabricated shear wall
structure.

As can be seen from Figure 7, with the increase of
displacement, the hysteresis loops of all the specimens in the
prefabricated shear wall structure are gradually full, and the
equivalent damping coefficient is increasing.

3. Experimental Results and Analysis

In order to verify the correctness of finite element analysis
results of prefabricated shear wall structures [25–27], an
experiment is needed to verify the above results. The ex-
perimental platform is built on MATLAB.

The prefabricated shear wall structure is taken as the
experimental object, and the pressure is applied to record
and track its bearing changes. The overall experimental
results are as follows.

From Figure 8, we can see that the ultimate load of the
shear wall finite element simulation is higher than the actual
result, because the concrete vibration is not enough, and the
specimen maintenance process is not up to standard, but the
material in finite element simulation is not defective.

However, the hysteretic curve of the finite element
simulation of prefabricated shear wall is quite different from
the actual result, and it can be found that the modeling of the
finite element is correct.

As shown in Figure 9, the stiffness degradation values in
the initial stage of the literature method and the proposed
method are in high agreement with the actual values and are
in a state of basic level. But with the changing value of
displacement, the simulated value of the literature methods
gradually deviated from the actual value curve. In the
process of small displacement loading, the stiffness of all the
specimens in the structure degenerates greatly and the
loading continues to continue. The proposed method
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Figure 5: Diagram for calculating energy dissipation and equiv-
alent viscous damping coefficient for prefabricated shear wall
structure.
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presents the advantages and is in a relatively consistent state
with the actual stiffness degradation curve.

Figures 10–13show the fitting degree of the maximum
displacement and load relation between simulated values of
different methods and actual values; the fitting degree of the
maximum strain and displacement relationship between the

simulated value of different methods and the actual value;
the fitting degree of the simulated values of different
methods and the actual values between the stress distribu-
tion and the load relation; the fitting degree of the dis-
placement changes of different methods and the actual value
under the different friction coefficients.
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Figure 8: Agreement between hysteretic curve of the shear wall structure by using the proposed method with the actual value. (a) Hysteretic
curve of simulated prefabricated shear wall structure and (b) hysteretic curve of actual prefabricated shear wall structure.
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Figure 9: Agreement between simulated values of the overall stiffness degradation of prefabricated shear walls by different methods and
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Actual value curve

Document Method Simulation Value
The method of this article simulation value

0

100

200

300

400

500

St
re

ss
 d

ist
rib

ut
io

n 
(M

Pa
)

20 40 600 10080
Load (kN)

Figure 12:The fitting degree of stress distribution and load relation between the simulated values of different methods and the actual values.
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The analysis of Figures 10–13 shows that the simulated
value of the maximum displacement and load relation of the
proposed method are fitted to the actual value. The maxi-
mum strain and displacement relation between the simu-
lated value and the actual value is fitted, and the relationship
between stress distribution and load relation of the simu-
lated value and the actual value is fitted. The fitting degree of
the displacement changes of different methods and the
actual value under the different friction coefficients is better
than that of the literature method. This is because in the
establishment of finite element model of prefabricated shear
wall structure, the grid is divided by using sweep grid di-
vision, the control of grid precision is within 100mm, and
the force analysis of the model is always carried out
according to “The technical specification for concrete
structure of high rise buildings.” Moreover, the energy
dissipation of shear wall structure and the equivalent viscous
damping coefficient are analyzed in detail, and the overall
analysis accuracy of the method is improved.

4. Conclusions

Prefabricated shear wall structure is a highly applied energy-
saving building material. Its stress performance analysis is
the key to promote the development of technology in this
field. At present, there are various problems in the analysis of
the force performance. Aiming at these problems, this paper
puts forward a new research method, to construct the finite
element model of prefabricated shear wall structure by using
the ANSYS and prove the feasibility of the proposed method
through experiments, which can provide a scientific basis for
the development of this field.
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[10] C. Garćıa, G. N. Gatica, and S. Meddahi, “Finite element
semidiscretization of a pressure-stress formulation for the
time-domain fluid-structure interaction problem,” IMA
Journal of Numerical Analysis, vol. 37, pp. 1772–1799, 2017.

[11] H. Xu, J. Song, D. An, Y. Song, and X. Lv, “Local thickening
and friction reducing to constant resistance in a prefolded
energy absorption device,” Shock and Vibration, vol. 2020,
Article ID 8532534, 11 pages, 2020.

[12] L. H. Li, J. C. Hang, Y. Gao, and C. Y. Mu, “Using an in-
tegrated group decision method based on SVM, TFN-RS-
AHP, and TOPSIS-CD for cloud service supplier selection,”
Mathematical Problems in Engineering, vol. 2017, Article ID
3143502, 14 pages, 2017.

[13] N. Li, Z. Ma, P. Gong, F. Qi, T. Wang, and S. Cheng,
“Simulation research on the load transfer mechanism of
anchoring system in soft and hard composite rock strata
under tensile loading conditions,” Advances in Materials
Science and Engineering, vol. 2020, Article ID 9097426,
20 pages, 2020.

[14] L. Li, T. Qu, Y. Liu et al., “Sustainability assessment of in-
telligent manufacturing supported by digital twin,” IEEE
Access, vol. 8, pp. 174988–175008, 2020.

[15] L. Yan, J. Liang, and W. Li, “Axial compression behavior of
rubberized concrete-filled square steel tubular columns after
exposed to high temperatures,” Advances in Materials Science
and Engineering, vol. 2022, Article ID 1506483, 7 pages, 2022.

[16] L. Li, B. Lei, and C. Mao, “Digital twin in smart
manufacturing,” Journal of Industrial Information Integration,
vol. 26, no. 9, Article ID 100289, 2022.

[17] J. X. Li, J. T. Wang, Q. Sun, Y. R. Wu, S. M. Zhou, and
F. C.Wang, “Axial compression behavior of circular concrete-
filled high-strength thin-walled steel tubular columns with
out-of-code D/t ratios,” Advances in Materials Science and
Engineering, vol. 2021, Article ID 9081566, 16 pages, 2021.

[18] Z. Ding, J. Fu, X. Li, and X. Ji, “Mechanical behavior and its
influencing factors on engineered cementitious composite
linings,” Advances in Materials Science and Engineering,
vol. 201915 pages, Article ID 3979741, 2019.

[19] L. Li and C. Mao, “Big data supported PSS evaluation decision
in service-oriented manufacturing,” IEEE Access, vol. 8,
pp. 154663–154670, 2020.

[20] X. Li, C. Ji, Z. Zhang, S. Zhang, H. Liu, and S. Wang,
“Shulin.Prediction of adhesively bonded polyurethane-to-
steel double butt joint failure using uncertainty analysis,”
Advances in Materials Science and Engineering,
vol. 202013 pages, Article ID 3196345, 2020.

[21] L. Li, C. Mao, H. Sun, Y. Yuan, and B. Lei, “Digital twin driven
green performance evaluation methodology of intelligent
manufacturing: hybrid model based on fuzzy rough-sets AHP,

Scientific Programming 7



multistage weight synthesis, and PROMETHEE II,” Com-
plexity, vol. 2020, no. 6, pp. 1–24, Article ID 3853925, 2020.

[22] S. Zhang, Z. Ren, Z. Ding, J. Wen, and Z. Yan, “Influence of
existing defects on mechanical properties of NC lining,”
Advances in Materials Science and Engineering, vol. 2019,
Article ID 8571297, 15 pages, 2019.

[23] S. Nie, T. Zhou, Y. Zhang, B. Zhang, and S. Wang,
“Shuo.Investigation on the design method of shear strength
and lateral stiffness of the cold-formed steel shear wall,”
Mathematical Problems in Engineering, vol. 2020, Article ID
8959712, 13 pages, 2020.

[24] J. Wang and Q. Sun, “Experimental study on improving the
compressive strength of UHPC turntable,” Advances in
Materials Science and Engineering, vol. 2020, Article ID
3820756, 21 pages, 2020.

[25] L. H. Li, J. C. Hang, H. X. Sun, and L. Wang, “A conjunctive
multiple-criteria decision-making approach for cloud service
supplier selection of manufacturing enterprise,” Advances in
Mechanical Engineering, vol. 9, no. 3, Article ID
168781401668626, 2017.

[26] A. Tessler, R. Roy, M. Esposito, C. Surace, and M. Gherlone,
“Shape sensing of plate and shell structures undergoing large
displacements using the inverse finite element method,” Shock
and Vibration, vol. 2018, Article ID 8076085, 8 pages, 2018.

[27] L.W. Zhang, J.Wu, and D. L. Zhang, “Shape optimization and
stability analysis for kiewitt spherical reticulated shell of
triangular pyramid system,” Mathematical Problems in En-
gineering, vol. 2019, Article ID 2723082, 11 pages, 2019.

8 Scientific Programming



Research Article
3D Face Recognition Neural Network for Digital Human
Resource Management

Yiming Dong

Chengxi Management Consulting (Beijing) Co. Ltd., Beijing 100123, China

Correspondence should be addressed to Yiming Dong; ym.dong@tjfsu.edu.cn

Received 25 July 2022; Revised 19 September 2022; Accepted 23 September 2022; Published 10 October 2022

Academic Editor: Lianhui Li

Copyright © 2022 Yiming Dong. *is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Digital human resource management can improve the organizational and operational efficiency of enterprises.In order to improve
the efficiency of enterprise digital management and solve the problems of low security level and insufficient stability of 2D face
recognition, we introduce 3D face recognition into the digital human resource management system. We propose a face rec-
ognition method based on a multistream convolutional neural network and local binary pattern and build a digital face rec-
ognition management system. We first build the system computer vision scene.*en a local binary mode facial expression feature
extraction scheme is designed according to the depth camera image extraction method. Considering that face 3D features are easy
to be missed, we build a multistream convolutional neural network to learn facial 3D features. Finally, we validate the effectiveness
of the method in selecting a public face dataset. Experiments prove that our method can reach 98% face recognition accuracy,
which is significantly better than other methods.

1. Introduction

An efficient human resource management (HRM) approach
is necessary to maintain organizational efficiency and helps
to enhance efficient iterations of organizational change at the
company level. Most HRM teams are currently introducing
intelligent management systems into their company’s per-
sonnel management work, reducing workload and lowering
HRM costs. Many researchers have proposed many research
methods in intelligent HRM, and a large number of research
results have been achieved. *e intelligent HR management
system is a system with a huge system [1, 2]. Considering the
multifunctionality and complexity of the HR system,
combined with our recent research, we will start the research
around the HR punch card assist system. *e one that has
been applied more in the clock-in aid system is the face
recognition clock-in system [3–5].

*e human face is a unique biological feature, and each
person’s face contains features such as expressions, facial
features, and contours. *e rational use of facial biology in
an ethical scope can create great economic benefits, but facial
expression feature extraction and analysis is a difficult task.

How to correctly extract facial expression features is a major
research hotspot, and after extracting facial features, how to
efficiently utilize them and incorporate them into automatic
feature learning networks is also a major challenge. Initially,
in facial recognition research, researchers favored machine
learning methods. Initially, facial recognition was only at the
2-dimensional level [6–9]. Commonly used machine
learning methods include principal component analysis and
support vector machines. However, traditional machine
learning methods require a high level of manual feature
design and cannot automate the feature labeling process. In
addition, it is difficult for traditional machine learning
methods to maintain the stability of the model in the ir-
regular changes of an unstructured environment, as a result,
machine learning methods are gradually replaced by deep
learning methods in the subsequent research. Deep learning
methods require a large database as the training set, and the
number of training sets determines the accuracy of deep
learning models for face recognition. *e initial deep
learning-like face recognition methods also started from the
2-dimensional level and were mainly based on pixel features.
*e 2-D facial features always have the problems of
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information occlusion and missing information, which
cannot complete the high precision facial biometric feature
learning. *ree-dimensional facial feature analysis based on
deep learning is more accurate, and intelligent systems of
three-dimensional facial recognition are chosen in some
places or companies with high-security level requirements.
For a three-dimensional facial recognition algorithm, the
requirements for computer vision scene construction are
relatively high. Ordinary RGB camera intelligently captures
two-dimensional pixel features. If you want to capture three-
dimensional facial biometric features, you need to use depth
cameras to obtain depth information of the visual scene, and
then through depth information data reduction, three-di-
mensional scene reconstruction, and other operations. *e
same depth camera is configured in the equivalent 3D facial
recognition system for scanning face information [10–14].

To enhance the security of digital management of en-
terprises. We introduce 3D face recognition into the digital
human resource management system. We propose a face
recognition method based on a multistream convolutional
neural network and local binary pattern and build a digital
face recognition management system. We first build the
system computer vision scene. *en we designed a local
binary mode facial expression feature extraction scheme
based on the depth camera image extraction method. We
also constructed a multistream convolutional neural net-
work to learn facial 3D features.

*e rest of this paper is arranged as follows. Section 2
describes the research related to face recognition. Section 3
details the principles and implementation process associated
with improved local binary patterns and multistream neural
networks. Section 4 presents the relevant experimental
datasets and an analysis of the results. Finally, Section 5
reviews our findings and reveals some additional research.

2. Related Work

*e literature [15] was one of the first studies to propose a
face recognition system, where the authors built a face pixel
autocorrelation matrix to fit the pixel computation model
around a feature neural network. Face images require
manual production of datasets and each face label needs to
be preprocessed and labeled with its data source. *e face
database requires pixel-level normalization and coordinated
positioning for training set and test set classification.
However, the method does not perform well enough in the
experiments. Researchers in the literature [16] upgraded on
previous face recognition studies and the authors proposed
the face algebraic database replacement method. *e face
pixel data is directly converted into a computable feature
matrix during the face data collection preprocessing process,
which optimizes the substitutability of face data. Researchers
in the literature [17] proposed a face feature residual coding
structure to determine the three-point pixel localization of
the eyes and nose, which solves the undesirable problem of
the least constrained environment such as insufficient light.

Considering that face recognition is strongly influenced
by unstructured environmental factors, researchers in the
literature [18] experimentally analyzed the efficiency of

principal component analysis methods and also compared
the range of action of fisher faces and local binary patterns. It
was found that for the pixel computation of grayscale maps,
the monotonic transformation matrix and the face pixel
features cannot be converted with a uniform rotationmatrix.
However, the pixel features obtained from the face pixel
texture are more accurate in distinguishing the features of
the five senses. *e researchers of the literature [19]
explained the shortcomings of the local binary pattern ap-
proach through experimental data and presented the su-
periority of the viola-jones approach. Considering the effects
of nonstructural environmental factors, the authors also
analyzed various optimization methods proposed in the
literature [20, 21], detailing the best solutions in various
situations such as occlusion, background differences,
and noise effects, providing stable technical support for
subsequent studies.

Researchers in the literature [22] developed experiments
around the effect of light changes on face recognition. In the
paper, the authors present common solutions to face rec-
ognition lighting variations and point out the drawbacks of
each method. In a later experiment, the authors proposed a
face facial light transformation balancing method based on
distance transformation and kernel feature extraction. *e
method is based on facial texture features, and for the
problem of robust illumination normalization, the authors
explain how the method maintains stable extraction of facial
features in facial illumination transformations, using facial
pixel noise as an example. Researchers in the literature [23]
also took a noise treatment approach between face recog-
nition and balancing of illumination. To address the problem
that high-level noise has a high impact on facial Lupin
features and facial edge detection is weakened, the authors
take inspiration from the backpropagation shear wavelet
operation. *e authors first divide the face into different
regions uniformly at the pixel level, each region corresponds
to an independent classifier, and the high-level noise can be
eliminated by fitting facial features with the same charac-
teristics by similarity at the terminals of the combined face
regions, and finally by reorganization. *e method achieves
a noise elimination rate of 86% in experimental validation,
which improves the robustness of the face recognition
model.

To improve the accuracy of face recognition, the local
binary pattern method is the first approach of most re-
searchers. Optimization and fusion based on local binary
patterns can improve the overall model efficiency. With the
emergence of deep learning methods, researchers have tried
to incorporate convolutional neural networks into face
recognition models, while the literature [24] presents a real-
time multiplayer face recognition method, which is an
embedded system developed in a GPU system and also
configured with computer vision scenes that can achieve
functions such as face tracking and fast recognition. *e
method is an example of the successful application of a
neural network in a face recognition model, and this face
recognition system provides great reference value to the
subsequent face system construction. *e researchers in the
literature [25] introduced and affirmed the former research
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results in their article, and the authors elaborated their
research ideas and methodological sources from a new
perspective. Starting from a binary histogram algorithm, the
article decomposes facial expressions of human faces be-
tween low-level and high-level pixels and extracts high-level
and low-level features of expressions by pixel enhancement.
*e experimental results demonstrate that the method can
enable face recognition models to obtain generalizability.
*e literature [26] analyzes in detail the differences and
efficiency of local binary models and support vector ma-
chines and incorporates a particle swarm algorithm based on
support vector machines. *e recognition accuracy of this
model was improved by 10 percentage points in the test of
the public database of faces. Researchers in the literature [27]
focused more on the random forest law, and the authors
chose facial texture features as a measure of the fusion of
symbolic and magnitude features. In the face public dataset
supplement experiments, the authors compared the method
with the local binary pattern method. *e experimental
results show that the method is more efficient in the clas-
sification of facial expressions.

3. Method

3.1. Face Recognition Pipeline Overview. We have recon-
structed the face recognition method and designed a three-
dimensional space-based face recognition network. First, we
build a digital computer vision scene with three depth
cameras REALSENSE, each depth camera’s RGB image
sensor and depth infrared sensor are in linkage, sharing
frame rate to avoid frame loss. *e facial RGB image in-
formation and depth information are simultaneously input
to the face recognitionmodel, and firstly, the physical feature
calculation unit is used to fuse the depth information and
RGB information to generate 3D facial information. *e 3D
facial information contains two sets of 3D facial contour
features and data stream face classification theme scores.*e
weight in the estimated score of RGB image information is
relatively large, and the features are extracted by a specific
face estimation algorithm. *e different levels of features in
the database are generated by iterative iterations and are
used to correct the weight parameters for the score esti-
mation. For uncertain estimates, they will be directly input
to the decision layer within the range of small probability
events. Finally, all the features will be input to the decision
layer and the decision algorithmwill make a feature response

to the face based on the subject category, and confidence
level. *e feature response will be directly connected to the
human biological database and can be associated with the
real company employee information through a mapping
matching relationship, thus achieving the function of face
recognition. *e composition of the face recognition system
is shown in Figure 1.

3.2. Local Binary Pattern Network Reconstruction. Most
researchers have demonstrated that local binary pattern
neural networks have good results in the field of face rec-
ognition. We have also experimentally verified the efficiency
of the local binary pattern framework, considering the
shortcomings of the method in terms of accuracy and
network structure. In our work, we will use the local binary
pattern as the basis of the framework and focus on im-
proving the recognition accuracy and speed of face recog-
nition systems in unstructured environments. We also
optimize feature details at the pixel level and generate facial
attribute feature points adaptively.

In the first layer of the face recognition network, we first
set up the image information preprocessing layer, assuming
that α represents the face image contrast adjustment pa-
rameter and β represents the face contour size scale value.
During the experimental test, we measure the α and β values
in infinite approximation, and we find that the image
preprocessing effect is best when α� 1.5 and β� 0.3. *e
preprocessing layer function relationship is shown below.

g(x, y) � α∗f(x, y) + β. (1)

In our previous experiments, we found that when the
convolutional neural network filter processed the face RGB
image, each convolutional operation was performed, then
the specific curve was biased with higher pixel values in the
region around the specified pixel. As the filter passes through
each region of the image, it changes depending on the type of
filter. Considering this problem, we have borrowed filter
design rules from other studies, and most of them collec-
tively show that the more similar the filter features are to the
convolutional computed image features, the higher the
probability of filter activation and more accurate filtering
results. To this end, we set up independent experiments to
verify the feature similarity of the Gaussian fuzzy filter [28],
median filter [29], and bilateral filter [30] in the face rec-
ognition framework, respectively. *e experimental results

3D Feature
Extraction

2D Feature
Extraction

Biometric Score
Evaluation

Decision
Procedure Output

Uncertainty
Estimation

Input

Figure 1: *e composition of the face recognition system.
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show that the bilateral filter can obtain filtering results that
are more similar to the facial image features. *erefore, we
place the bilateral filter in the second layer of the face
recognition network, and the bilateral filter mathematical
equation is shown in the following formula.

F(x, y) �


N
x�−N 

N
y�−N I(x, y)W(x, y)


N
x�−N 

N
y�−N W(x, y)

, (2)

where W(x, y) represents the weighting function of the
facial RGB input in the convolution calculation,
I(x, y)represents the pixels in the neighborhood of the
filtered image area, respectively, and F(x, y) represents the
linear summation of the filtering weighting function, and it
also represents the result of the bilateral filter applied onn a
2N+ 1 neighborhood. Assuming that CF(x, y)represents the
fusion result of the input facial image with the noise re-
duction algorithm, the mathematical equation is shown in
the following formula.

CF(x, y) � g(x, y)∗F(x, y). (3)

We regard it as the image noise control contrast
weighting. Where g(x, y)represents the facial image con-
trast and F(x, y)represents the type of filter used in the
convolution calculation. In the experiments of pixel
equalization operation for facial images, we found that facial
images are prone to the problem of global low noise. To
avoid this problem, we adopt the image histogram method
and perform parameter weighting operation based on this
method, and the mathematical equation expression is shown
in the following equation. Experiments prove that the
method can effectively solve the problem of global low noise.

Eq � H′(CF(x, y)), (4)

where H′ represents the linear normalization operation, and
the optimization of the researchers’ line linear normalization
in the literature [31] suggested that the local binary pattern
behaves more stably in a fixed neighborhood window, and its
principle of action is shown in Figure 2.

We also used the local duality mode operator as a basis,
and the expression of its underlying mathematical equation
is as follows.

LBPp, r Xc, Xc(  � 

p−1

p�0
2p

S ip − ic , (5)

where (Xc, Yc)represents the threshold of the center of the
face pixel, ipand icrepresent the intensity of the neighboring
pixels with the center pixel of the face as the dispersion point,
and p represents the computed range of the center dispersion
pixel with radius r.

3.3. Multistream Convolutional Neural Networks.
Convolutional neural networks have high generalizability
and robustness in image processing. In a face recognition
system, the neural network model can give full play to its
advantages of weight sharing and local connectivity. In the
process of facial contour feature extraction and reorgani-
zation learning, the reconstruction of facial appearance pixel
features can be avoided and the computational cost is re-
duced. As mentioned in the computer vision reconstruction,
we used three depth cameras to reconstruct the computer
vision scene and visually capture face features from different
angles of the same horizontal plane. To echo the computer
vision scene, the multistream convolutional neural network
we adopted processes the facial features from different angles
separately. All integrated features are separated according to
biological categories, and the local detail features of the face
are learned by convolution, then the number of feature map
network parameters is reduced by connecting pooling layers,
and the global average pooling is shown in Figure 3. Finally,

Normalized

LBP value

CF (x, y)

Filter Selection

Denoising

Figure 2: *e modified local binary pattern operator.

Averaging

Feature Maps

Output Layer

Figure 3: *e global average pooling layer.
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the global information is generated by connecting fully
connected layers. We chose a nonlinear activation function
to classify the output biological category feature mapping
values.

*e disadvantage of multistream convolutional neural
networks is that the networks are too cumbersome when
optimizing the spatial layout of a multistream convolutional
neural network. Considering the fusion of local face features
and channel features, referring to the SE architecture
methods in the literature [32, 33], we compressed the
multistream neural network by setting the excitation
function in the mid network and resetting the parameters of
all neural network layers at the end. Such a network ar-
chitecture approach helps to establish inter-channel de-
pendencies, improve the perceptual field, and suppress the
facial features with low weight coefficients. Our convolu-
tional neural network architecture is shown in Figure 4.

For multistream convolutional neural network com-
pression, the face space depth features are the first input, and
the face features are reset and encoded using global average
pooling, which is represented in the mathematical equation
as follows.

zc � Fsq uc(  �
1

H × wW


H

i�1

W

j�1
uc(i, j)z ∈ R

C
, (6)

where C represents its output feature map size, andH andW
denote the height and width of the feature map at the pixel
level. After the convolutional layer compression, the exci-
tation function is added in themiddle of the network, and we
choose the sigmoid function as the excitation function. A
gating mechanism is also added to the network to balance
the mapping rate between channels.

S � Fex(z, W) � σ(g(z, W)) � σ W2ReLU W1, z( ( , (7)

where W1 ∈ RC/r×C,W2 ∈ RC/r×C. In order to improve the
robustness and generalization of the model, the following
output can be obtained by matching the feature activation
values with the original biometric feature library.

xc � Fscale uc, sc(  � uc × sc. (8)

We also added two layers of bottleneck structure at the
tail of the network, the first layer is composed of a fully
connected layer, and we set the dimensionality reduction
parameter as r. *e second layer is composed of a ReLU
activation layer, and each face RGB channel has the cor-
responding position and original input activation value. *e
multistream convolutional neural network face recognition
process is shown in Figure 5.

4. Experiment

4.1. Setting. According to the project requirements, the
digital face recognition system contains a computer vision
unit, a deep convolutional neural network algorithm unit, a
GPU accelerated computing unit, a data storage unit, and a
PC control unit. In the computer vision unit construction,
we use the stereo system architecture platform AVT Pike to
assist face image and depth information acquisition, with
cameras placed at 45 degrees and kept at the same level.
Camera No. 1 is facing the face, and cameras No. 2 and No. 3
are spaced 45 degrees apart from camera No. 1. *e interval
between the cameras and the face is 1000mm. *e effective
range of the three cameras acting together is 500mm. We
use IEEE_1394 firewire to connect the lenses of the three
cameras to the central console. *e details of the computer
vision system build are shown in Figure 6. One of the deep
convolutional neural network units uses TensorFlow as the
base network framework, and the algorithm editing lan-
guage is python. *e face recognition model training plat-
form is a NVIDIA Quadro P6000 graphics card, the
computer memory is 64GB, and the processor is Intel(R)
CoreTM i9-9900K CPU@3.6GHz x8. *e network training
process uses a hierarchical training model with layer-by-
layer update iterations to optimize the training parameters.

4.2. Analysis of Face AreaWeighting. To divide the face from
a 3D level, we split the five senses in terms of facial region
division, and we analyze the degree of biometric matching of
the five senses of the face. According to the facial region
association, in the experiment, we strictly control the light
angle to obtain the facial five senses shading. Since multi-
stream convolutional neural network feature learning is
more biased toward light reflection and motion blur, the
facial images are divided into three angles for shooting. To
ensure the uncertainty caused by unstructured environ-
mental factors in the image acquisition, we adopt iterative
iterations to update the facial five senses feedback features
during the training process.

From the experimental results in the above Table 1, it
can be seen that in the facial recognition facial five senses
partitioning experiments, the eyes occupy a larger pro-
portion of the weight, and the recognition accuracy of the
eyes is higher. *e weight proportion of the mouth is
second only to the eyes because the change of mouth shape
will affect the overall configuration of the face contour. *e
other five senses occupy a smaller proportion and have little
influence on facial recognition. In summary, it can be seen
that face recognition accuracy is more closely related to the

X

H’

C’ W’ C C

H

H

W W

U
Fsq

Fex

A B C D E A B C D E

A B C D E
C×1×1 C×1×1

ROI Pooling

ROI Align

X
_

Figure 4: *e reconstructed convolutional neural network architecture.
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biological features of the eyes and mouth, and the post-
training parameter adjustment of the neural network
should take the five features with higher weights as the
main reference factors.

4.3. Face Recognition Experiment Results. To verify the
validity of the method, we first selected public datasets as
the experimental validation set, and we chose PubFig:
Public Figures Face Database, Large-scale CelebFaces

Attributes (CelebA) Dataset, and Colorferet as the base
datasets. To maintain the suitability of the datasets to the
face recognition model, we adopted the same preprocessing
means for all the datasets. *e preprocessing process is
shown in Figure 7.

All datasets are grayscale images of 384× 286 pixels at
the input side for testing positive face angle correction. For
RGB correction, all datasets were set to 384× 286 pixel
channel controllable images. *e preprocessed output is
stored in the format “FACE_XXXX.pgm.” Details of the
datasets are shown in Table 2.

In concurrent experiments, we conducted independent
experimental tests on support vector machines (SVM) [34],
local binary patterns (LBP) [35], and convolutional neural
networks (CNN) [36]. To balance the variability between
each method, we use a closed-form parameter adaptive
correction method for each method and migrate to face
recognition model training when the parameters reach the
optimal state. *e comparative experimental results of the
various methods are shown in Table 3.

where ATP denotes the recognition efficiency per 100
face samples. p denotes precision and R denotes recall.
From the experimental results in Table 3 above, it can be
seen that the SVM method produces a large number of
misidentified samples in the face recognition dataset test,
and the precision is only 77%. Compared with machine
learning methods, deep learning methods perform better in
face recognition, and convolutional neural network
methods are more advantageous in the field of image
recognition, with 92% accuracy. Our method incorporates
a deep learning network and LBP algorithm framework and
achieves 98% accuracy, which is better than other algo-
rithms, thus showing that our method performs best in face
recognition. To restore the influence of interaction between
network layers, we also added independent network layer
performance test experiments, and the experimental results
are shown in Table 4.

From the experimental results in the above table, we can
see that the multistream convolutional neural network we
use has outstanding advantages in the layer-by-layer
stacking experiments, and the best face recognition results
are obtained when the multistream branch value is 4. After
the multistream branch exceeds 4, the accuracy rate starts to
decrease. In the final experiments, we also adopt the training
scheme with a multistream branch of 4.

Preprocessed Data Input Local Binary pattern

Multi-stream Convolutional Layers 2D Feature 3D Feature

y

y

y
y

y

y

x

x

x
x

x

xz

z

z

D
ep

th
 F

ea
tu

re
 F

us
io

n

Po
ol

 +
 F

ul
ly

 C
on

ne
ct

ed

Output

Figure 5: *e multistream convolutional neural network face recognition process.
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Figure 6: *e computer vision system.

Table 1: *e weighting of the five facial regions.

Area Weight Precision (%)
Eyebrow 0.89 98
Eyes 1.98 96
Nose 1.06 96
Mouth 1.61 95
Jaw 0.21 92
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5. Conclusion

In this paper, to reduce the cost of human resource man-
agement and improve the efficiency of enterprise digital
management, we propose a face recognition method based
on multistream convolutional neural networks and local
binary patterns and build a digital face recognition man-
agement system. We first build the system computer vision
scene. *en a local binary mode facial expression feature
extraction scheme is designed according to the depth camera
image extraction method. Considering that face 3D features
are easy to be missed, we build a multistream convolutional
neural network to learn facial 3D features. Finally, we val-
idate the effectiveness of themethod in selecting a public face
dataset. Experiments prove that our method can reach 98%
face recognition accuracy, which is significantly better than
other methods. Also, we proved the scientific efficient of
multistream convolutional neural networks by ablation
experiments.

Although our method performs well in terms of accu-
racy, the face recognition system is input to the embedded
standalone system. *e model implemented by our method
requires high hardware facilities for the standalone system,
which leads to the low stability of model fusion with the
standalone system. In our later research, we will work on
reducing the algorithm parameters, reducing the compu-
tational cost, and improving the compatibility of the algo-
rithm with the standalone system.

Data Availability

∗*e dataset can be accessed upon request.
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Figure 7: *e preprocessing processes.

Table 2: Face recognition dataset details.

Train Test Total
PubFig 14731 2642 17373
CelebA 15214 2946 18160
Colorferet 13541 2503 16044

Table 3: Comparison of face recognition experiments by different methods.

Method ATP R (%) P (%)
SVM 294 64 77
LBP 364 87 84
CNN 382 91 92
Ours 465 97 98

Table 4: Multistream convolutional network layer performance test analysis.

Multistream Branch Residual block Global pool Parameter (M)
Accuracy

PubFig (%) CelebA (%) Colorferet (%)
1 ADD DEL DEL 1.5 94 93 94
2 ADD ADD ADD 2.4 95 95 94
3 DEL DEL ADD 0.9 97 97 96
4 ADD ADD ADD 3.6 99 98 99
5 ADD ADD Add 4.3 92 93 90
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With the rapid development of artificial intelligence, big data, blockchain, and other technologies, the impact of intelligent
environment on the development of education has become more and more profound. Other developed countries have realized
that education reform is urgent in the intelligent environment. So as to seize the major strategic opportunity of artificial in-
telligence development, my country has optimized the teaching content, teaching methods, and teaching methods of traditional
piano teaching on the basis of respecting the traditional piano teaching concept. Upgrade to achieve the innovation of the
relationship between teaching and learning in piano education in normal schools, and create a new situation for piano teaching in
normal schools. Based on the current situation of piano education for musicology majors in normal schools, this paper takes the
intelligent piano as the research object, compares the advantages and disadvantages of the application of smart pianos and
traditional pianos in the environment of normal schools, combines the intelligent technology provided by smart pianos, and
explores the application of technology to pianos in normal normal schools.+e path of teaching reflects the value and use value of
intelligent piano in piano teaching in normal schools and explores the value of intelligent piano teaching.

1. Introduction

+e rapid development of information technology has
promoted the development handle of educational infor-
matization and the modernization of educational means.
Taking the rapid development of the Internet as the hori-
zontal axis, artificial intelligence, personal customization,
and network communication as the vertical axis, the high
and steady upward curve has been recognized by more
researchers, and even mentioned the “fourth industrial
revolution,” which is the “smart age.” Emerging technologies
have penetrated all aspects of life, and have gradually oc-
cupied an irreplaceable position in the field of learning.
Relying on the benefits brought by new science and tech-
nology and the Internet, whether teaching or receiving
education will reduce the constraints brought by tradition
and gradually become an intelligent education system. In the
field of music education, intelligent teaching has also be-
come the general trend [1–3]. In the traditional “one-to-one”
teaching, teachers mainly impart knowledge to students in
an oral way, and a good teacher-student relationship is built
between students and teachers. Normal school students’

piano learning is mainly based on repertoire skills and is
relatively lacking in autonomous learning and classified
learning. At the same time, the demonstrations in the piano
classes in normal schools are mainly based on the teacher’s
personal demonstration, and the students learn the reper-
toire by imitating the teacher as the main learning method.
In this way, although students can learn more intuitively
about the teacher’s playing skills, they lack their own cre-
ativity. After graduation, the students trained under the
piano education in normal schools are mainly faced with
primary and secondary schools, which requires that the
piano education and training in normal schools should meet
the requirements of normal schools and meet the actual job
needs of students. +e rapid development of information
technology in the 21st century has promoted the develop-
ment of educational informatization and the modernization
of educational means. With the gradual deepening of ed-
ucation reform, the piano education in normal schools has
gradually shifted from “examination-oriented education” to
“quality education,” which requires piano teaching in
normal schools to reposition the teaching according to the
new needs of cultivating compound music education talents
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[4–6]. +erefore, the intelligent piano teaching in colleges
and universities under the information technology came
into being. It is a new type of teaching with more integration,
interaction and creativity. It allows students to form a more
comprehensive understanding of music art in the process of
piano learning, the systematic acquisition of professional
skills adapted to actual work needs [7].

How to speed up the strength and progress of the in-
tegration of piano teaching and information technology in
normal schools has become an important research topic.
+erefore, this paper will focus on the application of in-
telligent piano in colleges and universities supported by
information technology, through in-depth analysis of the
evolution of intelligent piano, comparison with traditional
piano teaching, and its unique intelligent technology, so as
to explore a new type of piano. +e new piano course
teaching mode provides a certain reference for the future
intelligent piano teaching [8–10]. +is paper mainly con-
ducts a practical and theoretical exploration of the appli-
cation of intelligent pianos supported by information
technology in the piano classrooms of musicology majors
and piano performances in normal high schools, hoping to
arouse more musicians, learners, and researchers to the
intelligent for the emphasis on the piano. It provides a
reference for improving the autonomy, creativity, and
practicality of piano learning in normal teachers. And by
carrying out piano course teaching research, adding
modern technology to the process of piano course teaching,
optimizing the resources and teaching process of piano
teaching in normal schools, providing a new idea and
method for the reform of normal school education, and
providing theories for the innovation research of piano
education in normal schools’ support.

2. Research Status of Intelligent Piano in Piano
Teaching Methods at Home and abroad

In the foreign literature, I have only found two descriptions
and researches on smart pianos, and there is no relevant
research on the combination of smart pianos and music
teaching in normal colleges. Among them, “IntelligentPia-
noAndSystem” analyzes the piano keyboard from the keys,
the indicator module, the first data communication module,
the key detection module, theMIDI data processing module,
the MIDI synthesizer, the audio encoder, the audio am-
plifier, and the speaker, to show that the smart piano can be
realized for the functions of personnel identification, cor-
rection, scoring, sound quality replacement, composition,
etc., and heighten the efficiency of piano learning. Another
article “Intelligent Tutor System For Piano Learning” in-
troduces the invention of the “Piano Learning” intelligent
tutor system, which is designed for the piano learners, es-
pecially for piano practice after class, and guides piano
teachers to effectively teach through intelligent operation
methods and processes, guide students how to heighten their
piano skills more effectively through this system.

+ere has been some research on the application of smart
pianos in piano education in Chinese normal schools.
Relatively large part scholars have thought about the

feasibility of combining smart pianos with music education
in normal schools from multitudinous perspectives and put
forward some ideas at the same time. Chen pointed out that
the emergence of smart pianos is caused by various aspects
such as science and technology, human needs, and the
market, and it is an inevitable combination of old and new.
Whether its practicality, its own performance, or its influ-
ence and acceptance, it provides an important foundation
for research and development. However, the emergence of
new things must have a process that is well known to the
public, as well as its own selling point compared with tra-
ditional pianos, and problems such as the inability of pro-
paganda to accurately locate the target group make smart
pianos unable to accurately impress consumers and market
sentiment [11]. Yu and Peng believes that the smart piano is
now a very important part of the learning field, and its
proportion in the market is increasing year by year, which is
attributed to him and his influence. Its own characteristic is
to use new science and technology on the existing perfor-
mance of traditional piano, reorganize some internal
structures, update use functions, and at the same time in-
tegrate some successful scientific research results into it;
rational use is a powerful addition to modern music edu-
cation. One way [12]: Lian integration of science and
technology into music teaching itself is a way to heighten
autonomy, interactivity, and points of interest, which in-
visibly reduces a lot of resistance for students in the process
of learning music again in a passive position. For him to
break through the traditional teaching mode and adopt this
kind of teaching mode with more resource integration
ability, interaction ability with students, and individualized
creativity ability, it is a reform plan for cultivating per-
sonalized, innovative, and technological talents in the 21st
century music department. It is also the development di-
rection of music education in the future [13]. Zhan and Wu
are using questionnaires to conduct sampling surveys to
understand the situation of piano teaching based on the
quality development of college students in multitudinous
regions. +e piano teaching method has become an im-
portant part of the new quality education. +e data shows
that it has certain reference for future education and is worth
further exploration. +e research shows the current devel-
opment direction of quality education in colleges and
universities through this set of data, so as to view the
problem in an all-round way and solve the problem in the
rapidly advancing education [14].

In the related research on the implementation of chil-
dren’s music education using emerging technology as an
investigation method, Mo and Li talked about the com-
parison between modern and past teaching models, and
shortcomings such as knowledge structure lines no longer
exist. Nonlinear network structure, diversification of pre-
sentation forms has become the characteristic of education
in this era [15]. Wei pointed out that modern society is in the
environment of the Internet and emerging technologies.+e
influence of technological development has penetrated into
all aspects of study and life, and intelligent communication
equipment has also made a significant contribution to this.
+e development of the smart piano and its introduction
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into the market is also due to its own performance, which
can bring more teaching benefits and more scientifically
formulate a more suitable knowledge system for multitu-
dinous student groups and higher practicability. It has been
continuously studied as a direction, and explore Rauscher et
al. [16]. In the related research on the use of emerging
technologies as an investigation approach, Zhang proposed
to make good use of the advantages and characteristics of
Internet music software, and integrate it into the teaching of
harmony in normal schools. +is method makes better use
of the accuracy of computers, is more convenient for stu-
dents to learn, and maximizes the characteristics of har-
mony. At the same time, it integrates theory and teaching
into teaching, and the teaching efficiency is significantly
improved compared to before. It also broadens the thinking
of students, increases creativity, makes teaching more in-
telligent and modern, and has a significant impact on my
country’s music education [17]. In the age of the Internet,
Yan et al. have also combined piano teaching with it, using
multitudinous educational cloud, database, and other ap-
proaches to research and explore the application scheme of
cloud computing in the curriculum and constantly develop a
form more suitable for modern education. Courses that are
more suitable for students’ age and comprehension ability
enable educated people to better grasp knowledge, and the
drawbacks of traditional teaching have been significantly
improved [18]. Tubo is a piano concerto digital performance
training system based on a set of computer music pro-
duction tools and the ROM function of digital pianos. It is an
orchestra software that develops and produces ten piano
concertos. +e live performance of the piano and the or-
chestra is an old performance mode, while the digital or-
chestra is to make the orchestra part of the piano concerto
into audio through music production software and use it in
students’ daily practice, so as to strengthen the students’
understanding of the piano concerto. +e ability to perform
in this genre helps students gain a more comprehensive
understanding of the essence of Western music culture. +e
smart piano can be applied to the music education of the
normal school with reference to the digital orchestra model
of the concerto, as an auxiliary tool for the music learning of
the normal school [19, 20].

To sum up, from the data I collected, there has been some
research on the application of smart pianos in piano edu-
cation in Chinese normal schools, but there is a lack of
attempts to explore specific measures to achieve innovation
in piano teaching in normal schools. +eory cannot be
connected with practice and cannot really heighten the
current situation of piano teaching in normal colleges.
+erefore, the intelligent technology of intelligent piano is
added, the teaching and learning modules are developed
according to the characteristics of piano teaching in normal
schools, the intelligent piano teaching in normal schools
supported by information technology is established, and the
implementation is carried out to improve the current sit-
uation of slack in music education in normal schools; make
full use of the school. +e existing intelligent piano
equipment and the hardware facilities to be improved will
provide theoretical support for building a modern platform

for piano teaching innovation in normal colleges, which is
the important research purpose and significance of this
paper.

3. Research on Functional Modules of
“Smart Piano”

+e “smart piano” system has rich learning resources, and its
huge resource library provides a reliable guarantee for the
“smart piano” teaching activities. +e resource library can
provide information technology support for teachers to
formulate teaching plans and teaching plans. At the same
time, students need to use the information in the resource
library for after-class preview, practice, review, and assess-
ment [21, 22]. As shown in Figure 1, the resource library
expands on the basis of traditional piano teaching materials,
digitizes music scores, teaching materials, and articles, and
provides information retrieval functions for students and
teachers to facilitate teachers and students to access resources.

3.1. Recognition of Playing, Practice with Lights, Intelligent
Error Correction. In the existing teaching system, intelli-
gence and multimedia have become very common. Not only
has multimedia teaching been widely used in primary and
secondary school classrooms, but also in music colleges,
teaching and information technology are generally inte-
grated, which is a kind of sublimation from blackboard to
whiteboard for the development of education [23–25].
Teachers need to improve the traditional teaching methods
in piano courses, keep pace with the times, and make full use
of the Internet and “smart piano” terminals to make up for
relatively large part defects in traditional teaching. In the
past, the piano course was one-on-one teaching with
teachers and students, and then students practiced for a
week after class.+is handle was repeated until the work was
completed. For students in higher normal schools, this
method is inefficient, and there are not enough teacher
resources to realize the whole handle of traditional teaching.
+erefore, using the “smart piano” system can solve the
problem of teachers, and at the same time improve the fun
and efficiency of learning, reduce the learning pressure of
piano courses, free up more time for the learning of other
courses, and effectively improve the comprehensive quality
of students. +e core of the “smart piano” is the teaching
guidance module, which is divided into two parts: computer
guidance and teacher guidance. Among them, computer
guidance is the advantage of “smart piano” over traditional
teaching methods. +e “intelligent piano” connects teachers
and students with the network, completes human-computer
interaction at the same time, and completes teaching and
learning under the dual action of computer and network.

+e “smart piano” presents the electronic music score to
the students through the display screen. In the initial
learning stage, the students can play the audio of the work
first, and mark the progress of the audio on the music score
in real time, so that students with weak notation ability can
follow the music mentally. By listening to the music scores,
students have a preliminary and overall understanding of the
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work. Students can adjust the playback speed according to
their own abilities and habits, and listen to the individual
stages of the work repeatedly.

3.2. Gradient Teaching Method. +e gradient teaching
module is designed to evaluate students’ learning progress
and performance level, then provide guidance for the for-
mulation of learning plans, match students data with in-
dividual models, and provide students with appropriate
learning content based on their learning needs, as shown in
Figure 2 shown.

3.2.1. Primary Assessment. When students use the “smart
piano” for the first time to learn, they need to test and
evaluate their actual performance ability and music
knowledge. Students with a good foundation can directly
choose the difficulty of the test, judge the performance level
through the computer’s evaluation of speed, accuracy, and
artistic processing, and finally formulate a corresponding
learning plan according to the performance level. Students
with poor or zero foundation can skip the test and just fill in
the questionnaire, input their preferences and expected
learning progress to the computer, and then the computer
will directly formulate a learning plan based on the data
model.

3.2.2. Intermediate Assessment. +e purpose of the inter-
mediate assessment is to investigate the students’ learning
status and to test the students’ learning progress and
learning stage achievements, so as to fill in the gaps and
prepare for future learning. +e intermediate assessment
consists of three parts, one of which is self-assessment. +e
self-evaluation system aims to improve students’ self-

learning ability, so that they can have a clear understanding
of their own level, and can accurately guide their students
when they go to teaching positions in the future. Self-
evaluation includes self-satisfaction, scores, and learning
difficulties. +e second is computer evaluation. +e com-
puter scores the basic elements of performance according to
the sensor data and makes a preliminary judgment on the
students’ performance level. +e third is teacher evaluation
and student mutual evaluation. Students upload their per-
formance videos to the Smart Piano cloud platform, and
teachers and classmates will score and fill in relevant
comments. Finally, the computer comprehensively evaluates
the three parts to give concrete results.

3.2.3. Study Schedule. +e computer formulates a corre-
sponding learning progress table according to the data filled
in by the individual and the test results, which mainly in-
cludes two elements, one is the student’s performance level,
and the other is the student’s artistic accomplishment and
repertoire preference.+e performance level data is obtained
from the combination of the computer’s primary assessment
and the teacher’s assessment. According to the final score,
the difficulty matching repertoire is selected as the learning
target. Learn step by step towards deeper levels of difficulty.
+e data on artistic accomplishment and repertoire pref-
erences are obtained from questionnaires filled out by the
students, and corresponding questions will be arranged in
the questionnaires. At the same time, according to the data
mining of the search engine, the computer will summarize
the students’ preferences. Finally, based on the above in-
formation, a learning schedule is formulated.

4. Analysis of the Functional Modules of
Intelligent Piano in Piano Teaching in
Normal Schools

4.1. Intelligent Piano Solo Teaching. +e teaching process
using the smart piano as a platform is mainly divided into
three stages, namely, self-study, online guidance, and face-
to-face teaching.+e sixth week is face-to-face with teachers.
+e computer adjusts the teaching progress in real time
according to the learning situation and detection data and
gives full play to the teaching advantages of the intelligent
piano.

Mid-term learning
assessment

Follow-up study

Beginner user
assessment

Customized study
plan

Develop learning
plans based on

assessment data

Figure 2: Gradient teaching flow chart.
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Figure 1: Expansion diagram of intelligent piano learning data.
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4.1.1. Learning Points and Difficulties. Preliminarily master
the style and characteristics of the work, understand the
writing background of the work, accurately play the notes
and musical terms in the work, and complete the basic
elements of music, especially pitch, dynamics, and fingering.
At the same time, combining network and multimedia
means in piano teaching to assist students in learning music-
related knowledge, improve students’ artistic accomplish-
ment in an all-round way, deepen their understanding of
music works, and cultivate more sensitive hearing. Solo
works are often difficult to perform, and works of different
composers and styles need to be played with relative skills.
+erefore, mastering scientific and reasonable practice
methods and overcoming difficulties in performance skills is
the top priority.

4.1.2. Self-Study Stage. After the teacher assigns the task,
the students first watch the relevant performance videos
and asynchronous online classes, and read the relevant text
materials. In this way, we can understand the relevant
background information of the work and have a prelimi-
nary understanding of the overall overview of the work.
+en, under the guidance of electronic scores and com-
puters, students will be familiar with the fingerings and
notes of the works by performing reading and primary
exercises. For the more difficult skills in the works, such as
fast running, interval jumping, and two-tone running, first
try to practice at a slow speed by yourself to explore the
tricks of playing. If it cannot be solved, the online class or
face-to-face class will be guided by the teacher. When it can
be played completely, the qualification rate of basic musical
elements such as pitch and rhythm is detected by the
computer. +en adjust the study plan and guide students to
practice in a targeted manner.

4.1.3. Online and Face-to-Face Teaching. In online classes
and face-to-face classes, teachers first listen to students’
complete performances of the whole piece, and explain the
performance methods and practice methods of difficult skills
in the class, and at the same time teach students how to
understand music and process works. After the teacher’s
guidance, the students perform the whole song completely,
and the computer and the teacher jointly give a compre-
hensive score to test the learning results. +e computer
stores the comprehensive score in a database for use in
subsequent study planning.

4.2. Analysis of Intelligent Piano Teaching Design. +e
teaching handle using the smart piano as a platform is
mainly divided into three stages, namely, self-study, online
guidance, and face-to-face teaching. +e sixth week is face-
to-face with teachers. +e computer adjusts the teaching
progress in real time according to the learning situation and
detection data and gives full play to the teaching advantages
of the intelligent piano. As a graduate student of a normal
university, I have been allowed to carry out teaching practice
in the school, and the practice object is the first-year

undergraduate students of the school. I have verified
whether it is feasible to apply the intelligent piano to the
piano teaching of the normal school.

Design 1: +e traditional piano is integrated into the
teaching of intelligent piano, and the piano solo is used
as a teaching case. According to the comparison be-
tween the intelligent feedback of the smart piano and
the feedback of the artificial teacher as the experimental
data, the experiment is a six-week system teaching cycle
of the smart piano, and the feedback of the artificial
teacher to make a summary and analysis of the progress
and quality of the course. +e first and second weeks
take the form of intelligent piano group lessons, the
third and fourth weeks take the form of intelligent
piano individual lessons, and the fifth and sixth weeks
take the form of traditional piano individual lessons.
+e teaching selects “Chopin’s Ballade in G Minor” as
the case repertoire. Starting from the first week, various
aspects of teaching are gradually carried out. Based on
the students’ adaptability, basic piano skills, and the
playing complexity of “Chopin’s Ballade in GMinor” as
the premise, the teaching will be carried out. +e
process adopts the normal step-by-step and comple-
mentary teaching methods, analyzes the students’
weekly feedback and draws conclusions, and finally
evaluates the students’ completion, thus reflecting the
advantages of the new intelligent teaching model, as
shown in Table 1.
Design 2: Taking piano solo teaching as an example, the
religion arrangement is carried out in the form of
traditional piano individual lessons. Six weeks are used
as a systematic religion cycle. Based on the combination
of the artificial teacher feedback and the intelligent
feedback of the smart piano in the sixth week as the
experimental tracking data, the weekly class situation is
summarized and analyzed.Weeks 1 to 6 take traditional
piano individual lessons. Taking the example of
“Chopin’s Ballade in G Minor” as a case, the religion is
carried out from the first week to the sixth week, and
the combination of students’ acceptance ability, basic
piano ability, and the difficulty level of “Chopin’s
Ballade in GMinor” is as follows: in the light of the data
obtained from students’ feedback every week, the
students’ completion degree is finally checked, as
shown in Table 2.

+rough design analysis and comparison with the same
religion content, different class forms and religion methods,
from the data of teaching practice and the data and feedback
of the summary table, a new teaching mode was adopted in
the six-week class schedule. +is is a piano religion mode of
“main + assistant,” “human+ instrument,” and “comple-
mentary.”+is approach furthermobilizes the enthusiasm of
students and increases their participation in the classroom. It
combines the religion advantages of artificial intelligence
and intelligence to make up for the shortcomings of tra-
ditional piano religion. +is “human+ device,” “comple-
mentary,” and “remote” piano religion mode is more able to
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Table 1: +e combination of intelligent piano and traditional piano teaching-take Chopin’s Ballade in G Minor as an example.

Teaching
time (week) Class form Teaching

content Teaching method Student
recognition Teaching feedback Student

completion

First Intelligent piano
group class

Creative
background

(1) Play the original
audio

Excellent Have an intuitive perception
of the work 85%(2) Introduce the

creative background
(3) Introduce the
content of the track

Second Intelligent piano
group class Music analysis

(1) Form analysis

Generally
Raise awareness and

performance with smart
media

75%(2) +ematic analysis
(3) Harmonic gaps to
familiarize students with

+ird Intelligent piano
individual lessons

Melody and
rhythm

(1) Play recording
intelligent error
correction melody

Excellent
Novel teaching methods
improved melody and
rhythm problems

90%(2) Intelligent error
correction rhythm
(3) Analyze the cause of
the problem

Fourth Intelligent piano
individual lessons Emoticons

(1) Play the recording,
Generally

More mechanized and
65%(2) Add emoji to playing Constrains musical

performance

Fifth Intelligent piano
individual lessons

Performance
skills

(1) Point out repertoire
skills Excellent

Into the teaching of
performance skills is more

efficient
90%

(2) Preliminary practice

Sixth Traditional piano
individual lessons

Performance
skills

(1) Point out repertoire
skills Excellent

Improves the ability of works
and the delicacy of

performance
90%

(2) Track summary

Table 2: Traditional piano solo teaching-take Chopin’s Ballade in G Minor as an example.

Teaching
time (week) Class form Teaching

content Teaching method Student
recognition Teaching feedback Student

completion

First
Traditional piano

individual
lessons

Creative (1) +e teacher plays the
selected excerpts

Bad
+e impression of the
work is limited and
forgotten quickly

55%
Background

(2) Oral introduction of the
creative background and the
connotation of the repertoire

Second
Traditional piano

individual
lessons

Music analysis

(1) Form analysis

Bad Inconvenient in
instructional media 55%(2) +ematic analysis

(3) Harmonic gaps to
familiarize students with

+ird
Traditional piano

individual
lessons

Melody and
rhythm

(1) Play the recorded manual
error correction melody

Good
Novel teaching methods
improved melody and
rhythm problems

80%(2) Manual error correction
rhythm
(3) Analyze the cause of the
problem

Fourth
Traditional piano

individual
lessons

Emoticons
(1) Play the recording,

Generally
Constrains students’
imagination and

expressiveness of music
65%(2) Add emoji to playing

Fifth
Traditional piano

individual
lessons

Performance
skills

(1) Point out repertoire skills
Generally Playing skills are less

affected by preteaching 70%(2) Preliminary practice

Sixth
Traditional piano

individual
lessons

Performance
skills

(1) Point out repertoire skills
Generally Playing skills are less

affected by preteaching 70%(2) Track summary
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mobilize the enthusiasm of students. +e percentage of
students’ completion in this religion mode reaches 90%,
while the traditional religion method reaches only 70%. +e
emergence of this model is an attempt to update the religion
concept in the light of the inheritance of the traditional
religion model, combined with the intelligent technology of
the smart piano.

5. Conclusion and Outlook

5.1. Summary. Comparing different class forms and
teaching methods, it can be seen that the teaching mode
combining intelligent piano and traditional piano teaching
has certain feasibility and promotion. Existing piano
teaching can try to add “smart piano” teaching into it. +e
piano lessons under the “smart piano” application adopt two
types of lessons: individual lessons and group lessons, and
the combination of traditional individual lessons is no
longer mechanized and simplified. +is new teaching form
mainly relies on intelligent technology. +rough intelligent
technology, the knowledge that needs to be taught to stu-
dents in the form of oral and text can be taught to students
with pictures and audio.+is mode is more intuitive and can
mobilize students. +e facial features meet the students’
auditory and visual requirements. Compared with the tra-
ditional teaching mode, this has stricter requirements on
students’ learning quality, broadens the path for students to
acquire knowledge, and improves teaching efficiency and
quality.

5.2. Prospect. +e piano teaching mode of “human-
+ instrument.” +e “person” here refers specifically to the
teachers and students participating in the music class. Since
the piano major itself has its own particularity, it is an active
output and an active acceptance of such a teaching method.
In the classroom, teachers need to use methods such as
playing demonstrations, music appreciation, and verbal
communication to help students heighten their professional
abilities from the perspective of creative background, music
analysis, and performance skills. “Device” refers to the use of
smart pianos in the classroom. It has functions such as
intelligent recognition of rhythm and pitch, switching be-
tween multiple versions of smart scores, audio, and video,
etc., which undoubtedly provides practical teaching for the
improvement of teaching quality.

Data Availability

+e dataset can be accessed upon request.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

References

[1] X. Zhang, “+e intelligent + development of piano guides the
new direction of piano education in the future,” Popular
Literature Academic Edition, vol. 1, no. 12, pp. 1-2, 2017.

[2] X. H. Cao, “Development prospect of piano and intelligent
piano,” Musical Instrument, vol. 1, no. 7, pp. 4-5, 2012.

[3] Z. X. Chen, New Ideas for Piano Teaching, Shanghai Music
Publishing House, Shanghai, China Mainland, 2011.

[4] Y. H. Wang, “+e theory of multiple intelligences and the
teaching reform of piano collective lessons in normal col-
leges,” Chinese Music Journal, vol. 1, no. 4, pp. 3-4, 2006.

[5] X. K. Wang, “Research on the reform of piano teaching in
colleges and universities under the background of multicul-
tural education,” Journal of Henan Normal University (Phi-
losophy and Social Sciences Edition, Bimonthly), vol. 1, no. 5,
pp. 1-2, 2010.

[6] J. Liu, “+e enlightenment of multiple intelligences theory to
the practice of piano teaching in teachers colleges,” 5e Big
Stage Journal, vol. 1, no. 12, pp. 2-3, 2012.

[7] J. Gao, “Piano education and the cultivation of creative
thinking ability,” Journal of Wuhan Conservatory of Music,
vol. 1, no. 1, pp. 4-5, 2003.

[8] H. X. Li, “+e value orientation of piano teaching from the
perspective of multiple intelligences theory,” Journal of
Xinzhou Normal University, vol. 1, no. 4, pp. 129–131, 2011.

[9] G. Q. Chen, “Research on the diversified teaching mode of
piano in teachers colleges,” Music Exploration, vol. 1, no. 2,
pp. 5-6, 2002.

[10] J. F. Gao, “A music teaching mode created with modern
educational technology,” China’s Modern Educational
Equipment, vol. 1, no. 10, pp. 98-99, 2010.

[11] R. Chen, “Research on the universality of the development,
evolution and practice of intelligent piano,” Music Creation,
vol. 1, no. 10, pp. 2-3, 2017.

[12] B. Yu and Z. Z. Peng, “Feasibility study of smart piano
learning form in the era of Internet +,” Piano Artistry, vol. 1,
no. 1, pp. 7-8, 2018.

[13] P. Lian, “+e new driving force of China’s piano music ed-
ucation reform——a new model of digital piano music
teaching,” Journal of Xinghai Conservatory of Music, vol. 1,
no. 3, pp. 4-5, 2005.

[14] Y. H. Zhan and X. N. Wu, “Investigation and analysis on the
piano teaching mode that promotes the development of
students’ innovative quality,” Arthritis Research: Art Journal
of Harbin Normal University, vol. 1, no. 2, pp. 2-3, 2010.

[15] T. Mo and H. Li, “On the rise and application of intelligent
technology assisting children’s piano teaching,” Journal of
Zunyi Normal University, vol. 6, no. 9, pp. 4-5, 2017.

[16] F. H. Rauscher and S. C. Hinton, “Music instruction and its
diverse extra-musical benefits,” Music Perception, vol. 29,
no. 2, pp. 215–226, 2011.

[17] R. Zhang, On the Application of Computer Music Software in
Harmony Teaching in Normal University, Northeast Normal
University, Changchun, China, 2007.

[18] D. W. Yan, B. Xu, and X. L. Huang, “Research on interactive
music teaching mode based on education cloud——take pi-
ano teaching as an example,” Journal of Wuhan Conservatory
of Music, vol. 1, no. 3, pp. 135–143, 2014.

[19] B. Xu, D. Tan, X. Yang et al., “Fluorometric titration assay of
affinity of tight-binding nonfluorescent inhibitor of gluta-
thione S-transferase,” Journal of Fluorescence, vol. 25, no. 1,
pp. 1–8, 2015.

[20] B. Xu, Research and Practice of Piano Teaching under the
Environment of Information Technology, Wuhan University
Press, Wuhan, Hubei, China, 2017.

[21] Y. Y. Li, “Information technology and piano teaching,” 5e
Voice of the Yellow River, vol. 1, no. 10, pp. 2-3, 2007.

Scientific Programming 7



Research Article
Construction of a Smart Supply Chain for Sand Factory Using the
Edge-Computing-Based Deep Learning Algorithm

Bin Li ,1 Xuejun Zhang ,1,2,3 Yanjiao Ban,1 Xianfu Xu,1 Wenjun Su,1 Jingxian Chen,1

Shan Zhang,1 Feng Li,1 Zuopeng Liang,3 and Shengkai Zhou4

1School of Computer, Electronics and Information, Guangxi University, Nanning, China
2Guangxi Key Laboratory of Multimedia Communications and Network Technology, Guangxi, China
3Guangxi Xinhao Construction Engineering Co., Ltd, Guangxi, Nanning, China
4Yongkai Construction Group Co., Ltd, Guangxi, Nanning, China

Correspondence should be addressed to Xuejun Zhang; xjzhang@gxu.edu.cn

Received 11 August 2022; Accepted 19 September 2022; Published 7 October 2022

Academic Editor: Lianhui Li

Copyright © 2022 Bin Li et al. �is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

�e diminishing natural sand has facilitated the booming of the sandmanufacturing industry, and intelligent management of sand
factories, in a time- and cost-e�cient way, has become a growing tendency for the future. A role has been played in achieving
intelligent management by constructing a smart supply chain. However, the smart sand factories are hardly involved in previously
reported studies, which is inconsistent with related studies on smart factories and the Industrial Internet of �ings (IIoT). In this
paper, a smart supply chain management system (SSCMS) is constructed to realize the intelligence and automatization of the
management of sand factories, using edge-computing and deep learning techniques. Along the supply chain, the deep learning
model is used to realize the automatic identi�cation of sand, avoiding the disadvantages of human identi�cation, while improving
the quality of sand factory operations. In order to relieve the pressure of network bandwidth, reduce system delay, and improve
system operation e�ciency, we use edge-computing technology to process data at the edge. To verify the performance of the
constructed system, a sand factory simulation platform is established. Experiments show that the most critical indicator in the
system, the accuracy rate of sand type identi�cation, is above 98%, and the sand type identi�cation time is only 0.022 s. In general,
compared with traditional supply chain management, the constructed smart supply chain improves the quality and e�ciency of
sand factory operations, and all indicators of the designed system have achieved satisfactory results.

1. Introduction

Sand and aggregate are the largest, irreplaceable, and in-
dispensable material for infrastructure construction, and it is
closely related to the survival and development of human.
Sand and aggregate account for 60% to 75% of the volume of
concrete, and it is the main component of concrete.
�erefore, human needs to consume tens of billions of sand
and aggregate to build and transform the world every year.
Sand commonly can be divided into natural sand and
machine-made sand. Natural sand refers to naturally oc-
curring sand, arti�cially mined with a particle size of less
than 5mm. Machine-made sand is the �nished product
processed through multiple processes using the sand-

making machine. �e characteristics of machine-made sand
are that the �nished product has good granularity. More-
over, various speci�cations of sand can be produced
according to di�erent material requirements during the
manufacturing process. As the exploitation of natural sand
resources continues, the natural sand resources that can be
exploited are gradually decreasing. �e reduction of ex-
ploitable natural sand resources has promoted the vigorous
development of the sand-making industry, and therefore the
number of sand-making factories has gradually increased.

�e Internet of �ings (IoT) is an intelligent network. It
makes all devices connected to the network, and related
communication is carried out through the network [1]. After
the concept of IoT was proposed, scholars started to use IoT
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technology in different fields. Concepts such as smart medical
healthcare [2, 3], smart buildings [4, 5], smart grid [6, 7], and
smart transportation [8, 9] have begun to be proposed. )e
Industrial Internet of )ings (IIoT) means the use of IoT
technology in the industry, which makes industrial
manufacturing intelligent [10, 11]. )e development of IoT
technology will undoubtedly make life smarter in the future.

With the improvement of computer computing power,
deep learning has become popular. Deep learning is the
process by which computers learn associations between
known data and eventually process unknown data as in-
telligently as humans do [12]. Recently, more and more
research has introduced deep learning technology to the IoT
[13, 14]. Generally, the use of deep learning to process data
requires computers with high-performance computing ca-
pabilities. )erefore, many researchers transfer data col-
lected by edge devices to cloud servers with large
computation power for processing [15]. However, this
method has certain drawbacks. On the one hand, the in-
creasing number of IoT devices will lead to an increasing
amount of data being generated. If all the data generated by
IoT devices at the edge were to be transmitted to cloud
servers for processing, this would be a huge challenge for
network bandwidth. On the other hand, the transmission of
data will inevitably cause some delay, which is very un-
friendly to applications that need to react in real-time.

Edge computing is defined as the processing of data on
the side close to the source of generation [16]. )e inclusion
of edge computing in the IoT can solve the problem of
network congestion caused by massive data transmission
[17]. Edge computing becomes especially important when
deep learning models are used in IoT devices to process
data [18].

Field Programmable Gate Array (FPGA) is a typical
parallel computing chip featured by the fast celerity, high
stability, robust flexibility of computing properties. In
contrast to the traditional algorithm, the computing speed of
FPGA has increased by dozens, even hundreds of times
while with power dissipation and economic cost declined
comparatively [19]. FPGA has become popular in the field of
deep learning due to its fast parallel computing character-
istics [20]. Recently, it has become common to deploy FPGA
in data centers [21], but it is an innovative research direction
to use FPGA to accelerate programs in IoT. And there is no
relevant research involved in deploying FPGA to the edge.
But this is an exciting study because deploying FPGA to the
edge can achieve more ideal real-time performance, which is
good news for applications that require real-time response.

)e supply chain is a functional network chain structure,
which takes the enterprise as the core, uses raw materials to
make final products, and finally delivers the products to
consumers through the sales network [22]. Sand-making
factories play the roles of suppliers, manufacturers, ware-
houses, and distribution centers in the supply chain.
Building an intelligent supply chain is the key to achieving
intelligent management of sand factory. At present, the
management of the sand factory is still in the artificial
management stage, and traditional supply chain technology

is still used in the management process, which inevitably has
the following problems:

(1) Most sand factories are still in the traditional mode
of operation. Mechanical processing of sand, sand
weighing, sand type identification, vehicle access
management, and charging management all require
a lot of human resources. )erefore, the labor cost of
the sand factory accounts for a large proportion of
the operating cost of the sand factory.

(2) Scattered distribution of sand resources and long
distances between different sand factories. Managers
need to spend a huge amount of time and effort to
manage multiple sand factories.

(3) )e sale of sand is the direct economic income
source of the sand factory, and the unit price of
different sand types is different. At present, when the
sand factory sells the sand, the identification of the
sand type is carried out by manual identification,
which will inevitably cause problems such as errors
in the identification of the sand type and corruption.
)ese problems will directly lead to the loss of the
benefits of the sand factory.

(4) )e sand factory has a large number of large-heavy
industrial vehicles and equipment operating in the
sand factory. )erefore, there are potential me-
chanical hazards that may cause construction acci-
dents. It will increase the risk of personnel disputes
and accidents.

As Industry 4.0 evolves [23], IoT technologies are
commonly used in the industry. And the proposed concept
of Industry 4.0 has driven the development of smart supply
chains [24]. Smart supply chain is an intelligent technology
and management system built within the enterprise, inte-
grating IoT technology with modern supply chain man-
agement theories, methods, and technologies [25]. How to
construct the smart supply chain is a hot topic [26, 27], and
the introduction of smart supply chain technology in sand
factories can promote the realization of intelligent man-
agement of sand factories.

Aiming at the existing problems in the sand factory, we
used edge-computing and deep learning technology to
construct a smart supply chain management system
(SSCMS) for the sand factory to realize the intelligence and
automation of the sand factory management. In the system,
we use the deep learning model to realize the automatic
identification of sand types and use edge computing to
deploy the model to the edge. At the edge, we have also
innovatively added the FPGA to accelerate deep learning
models.)e use of edge servers and the FPGA can effectively
alleviate network congestion, reduce communication delay,
and decrease the burden on the cloud server. )e overall
performance of the system has been significantly improved.

)e proposed work has the following contributions:

(1) Combining cloud computing, IoT, edge computing,
deep learning, FPGA technology, and modern
supply chain management theories and methods to
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design a SSCMS for sand factories. )e system can
realize the intelligence and automation of sand
factory management. It is specifically manifested in
intelligent identification of sand loading vehicles,
intelligent identification of sand types, automatic
weighing of sand weight, cloud deduction of fees,
and cloud management of sand factories.

(2) Identifying sand by deep learning approach relies on
several dataset, but there are no publicly available
relevant data sets. To achieve accurate sand identi-
fication, we collected a large number of pictures of
different sand types and created our data set for sand
identification.

(3) To deploy the sand recognition model to the edge, we
propose an edge-based convolutional neural net-
works (CNN) model. Since the computation power
of edge-computing nodes is far inferior to cloud
servers, we optimized the parameters of the CNN
model. )e models deployed to the edge can reduce
the amount of required computation while main-
taining high recognition accuracy.

(4) We innovatively propose deploying FPGA at the
edge to accelerate deep learning models. )e use of
FPGA reduces the processing delay of the system.
And this study is innovative and there are no related
studies on this subject.

(5) A microsand factory simulation platform is
designed. )e platform is used to simulate the op-
eration process of a real-life sand factory. )is
simulation platform allows us to verify the perfor-
mance of our designed SSCMS. We evaluate our
method by experiments. )e results show that our
designed system realizes the intelligent management
of the sand factory, and all indicators have achieved
satisfactory results.

)e rest of this paper is presented below. In Section 2, we
describe in detail the basic architecture of the system being
constructed. In Section 3, we present the design of the
proposed edge-based CNN model for sand identification
and analyze the model. In Section 4, we introduce the setup
of the simulation platform and conduct experiments. Fi-
nally, we conclude in Section 5.

2. System Design

In this section, we mainly present the system architecture
and workflow of the SSCMS. )e architecture is mainly
consisted of five parts, that is, sand factory gate system,
license plate recognition system, weighing system, sand
recognition system, and cloud platform management sys-
tem, as shown in Figure 1.

Since sand resources are scattered, sand factories will
have divisions in different locations. )ere are several IoT
devices in each division. If the data generated by IoTdevices
in the factory of all divisions are transmitted to the cloud
server for processing, the processing procedure will require a
very large network bandwidth and cloud computation

ability. )e transmission of large amounts of data also
impacts the transmission of control signals in the system.

Edge computing allows the processing of data on the side
closer to data sources. We have deployed edge servers in
each division of the sand factory, and the edge servers in
different divisions process the data generated by IoTdevices
in their respective divisions. )e edge server only needs to
send the processed results back to the cloud server. )us, it
greatly reduces data transmission and improves system
performance.

A complete sand purchase process is shown in Figure 2.
First, when the sand-purchasing vehicle enters the sand

factory, the license plate recognition system activates the
camera to capture the license plate picture and transmits the
recognized license plate number as the user’s ID to the edge
server.

)e gate system is opened, and then the sand-purchasing
vehicle enters the sand identification weighing area, the
system will count the weight of the empty vehicle and
transmit the weight information back to the edge server.
After obtaining the weight information, the edge server will
associate the empty vehicle weight with the user informa-
tion. After the weighing is completed, the sand-purchasing
vehicle drives to the sand loading area. )en, the sand is
loaded through the automatic device.

)en the sand identification weighing area is entered
again, and at this time, the sand recognition system,
weighing system, and license plate identification system will
operate simultaneously. )e sand recognition system
identifies and uploads the type of sand purchased. )e
weighing system measures and uploads the weight infor-
mation of the sand-purchasing vehicle. )e license plate
recognition system identifies and uploads the vehicle’s
identity information. )e edge server will associate the
uploaded sand type information, sand weight information,
and user information.

Finally, by using the empty weight of the sand-pur-
chasing vehicle, the loaded weight of the sand-purchasing
vehicle and the type of sand, the cost of this sand purchase is
calculated. If the user’s balance of the account is sufficient,
the edge server can automatically deduct the fee for the
corresponding user. After the deduction is successful, the
gate system opens and the sand-purchasing vehicle can leave
the sand factory.

2.1. Cloud Platform Management System. )e web interface
of the cloud platform is developed by XOJO software. XOJO
is a cross-platform programming language and visual de-
velopment interface development tool. Compared with
other tools, it supports cross-platform development and can
develop multiplatform applications. )rough cross-compi-
lation, you can develop Linux system and Mac OS X system
applications on Windows system. In addition, you can also
develop multiple types of platform programs on the same
system, such as desktop applications, network programs,
console programs, and iOS mobile platforms. )e web in-
terfaces development of the cloud platform uses the de-
velopment function of its network program. )e cloud
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platform is developed using the B/S architecture, with the
client browser as the main application.)is approach avoids
the need for various applications on the client-side and
concentrates on the core part of the system functionality
implementation on the server. )is approach simplifies the
development, maintenance, and use of the system.

Only one browser is required to be installed on the client
of this system. )e edge server installs the MYSQL database
and the executable program used on the edge side. )ey
communicate with XOJO and are finally deployed on the
web page and pushed to the client. )is design makes the
client application not restricted by the user’s system

Sand Factory
Management System

User Payment
System

Private Cloud

Data Center

Internet

Edge Computing
Server

Edge Computing
Server

Gate System License Plate
Recognition System

Sand Indentification
Sysetm

OthersWeighing SystemMonitoring
System

Gate System License Plate
Recognition System

Sand Indentification
Sysetm

OthersWeighing SystemMonitoring
System

Figure 1: )e system architecture of SSCMS.
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platform and can be expanded on the mobile platform. Some
algorithms with a relatively small amount of calculation and
some database operation management can be implemented
on the XOJO platform, but for algorithms with a relatively
large amount of calculation, such as deep learning programs,
it is necessary to use the program on the edge side to ac-
celerate the network, that is, the program is placed in the
server and it runs in the background. )e cloud platform
framework is shown in Figure 3.

Different from XOJO’s network program, the edge-side
program is not executed on the network channel but resides
on the server-side in the form of an executable program
group.)e user sends a message through the browser, parses
it through the XOJO web platform, and transmits it to the
corresponding executable program. Once the program re-
sponds to this command, the client receives the corre-
sponding result via the Internet. )e platform is
heterogeneity because the executable program on the edge
side can be generated by any programming language, such as
VS.net, Python, and MATLAB. At the same time, we
designed to provide unified standard interface parameters to
form an Algorithms Kernel module. Using this method,
multiple developers can use different development tools to
simultaneously develop programs in different programming
languages, and the executable program group only needs to
interact with XOJO in the end. )is approach greatly
shortens the development cycle of the entire cloud platform.

For some time-consuming algorithms, such as deep
learning models, to ensure that the entire IoT system ach-
ieves an instant response, we use a combination of
GPU+FPGA to accelerate the algorithm. FPGA is directly
connected to the edge server and interacts with XOJO.

)e cloud platform web interface includes the sand
factory management interface and the user payment
interface.

)e web interface of sand factory management is
designed to facilitate sand factory administrators to
monitor the data of the sand factory at any time. It
contains site operation, entering and exiting vehicles, the
amount of sand sold on that day, the total amount of sand
resources remaining on that day, the turnover of the sand
factory, etc. )e cloud platform web interface is shown in
Figure 4 (the content in the colored area is for supple-
mentary explanation). )e administrator interface
mainly includes four aspects: IoT system management,

private cloud database management, user information
management, and sand factory resource management.
Among them, the IoT management system can manage
all the IoT modules and also can view the operation of
each module in real-time to achieve real-time moni-
toring. )e database management systems can be used to
check data in real-time. )e user information manage-
ment system can add or delete users and recharge the
corresponding one. )e sand factory resource manage-
ment system can set the unit price of different sands,
query the flow records of the sand factory, and export
relevant data for verification.

)e web interface of the user payment cloud platform is
to provide sand factory clients with a convenient and fast
way to purchase. )e user payment cloud platform provides
users with the option to reserve in advance the type of sand
they need to purchase, the weight of the sand, and the time
for arriving at the sand factory to load the sand. After the
reservation is completed, the sand-purchasing vehicle can
enter the sand factory for sand loading within the corre-
sponding time. Moreover, users can also check their pur-
chase records as well as their bill history.

2.2. License Plate Recognition System. )e role of the license
plate recognition system is to obtain the identification in-
formation of the sand-purchasing vehicle. In a complete
sand purchase process, the sand-purchasing vehicle needs to
be identified twice.)e first plate recognition is to record the
vehicle information of the sand-purchasing vehicle when it
enters the sand factory. A second plate recognition and a
second vehicle weighing are carried out when the sand-
purchasing vehicle is loaded with sand. )e purpose of this
license plate recognition is to correlate the sand-purchasing
vehicle information, the sand purchase type, and the sand-
purchasing vehicle load information.

License plate recognition system mainly adopts the
technology of image processing and deep learning. )e
procedure can be divided into three steps, namely, image
preprocessing, license plate detection, and license plate
recognition. )e first step is to preprocess the captured
images, followed by license plate localization, and character
segmentation. )e license plate recognition system is di-
rectly deployed on the edge server-side with reference to
existing research [28].

License Plate Recognition

License Plate RecognitionCloud PaidExit Gate

Entrance Gate Empty Vehicle Weighing Sand Loading

Sand Type Identification

Full Vehicle Weighing

Figure 2: Sand purchase process.
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Figure 4: Web interface of sand factory management cloud platform.
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2.3. Sand Weighing System. )e sand weighing system
mainly includes the weighbridge system and the IoTmodule.
In a complete sand purchase process, the vehicle needs to be
weighed twice. )e weight when the vehicle is empty is
recorded as W0, the weight after loading with sand is
recorded as W1, and the weight of sand W is calculated as
follows:

W � W1 − W0. (1)

After the weighbridge system obtains the vehicle weight
information, the relevant information needs to be trans-
mitted to the edge server using the IoT module.

)e unit prices of different sand types are saved in the
cloud, and let the unit price of sand be calculated as P. )e
unit price of sand can be set on the server.)en the total cost
of this sand purchase C is as follows:

C � P∗W. (2)

2.4. Sand Recognition System. Sand recognition system is to
identify the type of sand. We use the CNNmodel to identify
the type of sand. )e identification of sand involves the
processing of high-resolution images. If the images are
transmitted to the cloud server for processing, it will be a
severe challenge to the network bandwidth and will in-
evitably cause communication delays. )e transmission of
large amounts of data will affect the transmission of cloud
server control signals, which will directly weaken the
performance of the IoT system. )erefore, we propose an
edge-based CNN model to identify the type of sand. Be-
cause the computing power of the edge server is far inferior
to the cloud server, the parameters of the model are op-
timized. )is enables us to reduce the amount of com-
putation without losing recognition accuracy. And we put
the recognition of sand in the FPGA at the edge to
accelerate.

)e workflow of the sand recognition system is as fol-
lows: the camera collects the sand pictures in the sand-
purchasing vehicle, then transmits the pictures to the nearest
edge server for picture preprocessing, and finally the pictures
are preprocessed and transmitted to the FPGA for sand
recognition. After the sand type is successfully identified, the
FPGA will send the result back to the edge server.

2.5.Gate System. Gate system is to control the entry and exit
of vehicles. For the sand-purchasing vehicles, before en-
tering the sand factory, the vehicle information is recorded
through the license plate recognition system. After that, the
gate system opens the gate and releases the vehicle.When the
sand-purchasing vehicle is loaded and the corresponding
user’s deduction is completed in the cloud, the gate system
opens the gates to allow sand-purchasing vehicles to leave.
At this point, the entire sand purchase process is completed.
Besides, we can preload the corresponding license plate in
the cloud and then automatically release the vehicles of the
staff inside the factory.

3. CNN Model Design

)is section mainly introduces the deep learning model
design for sand recognition.

3.1. Data Collection and Preprocessing. )e sand type rec-
ognition method based on deep learning has extremely high
requirements for data sets. It is generally believed that the
larger the dataset, the higher the recognition accuracy.
However, there is no relevant available public sand dataset,
so we collect sand pictures to make the dataset by ourselves.

At present, the sand factory mainly includes three types
of sand. )ey are fine sand, coarse sand, and natural sand,
respectively. Among them, natural sand is produced by
natural forces, mainly rock particles, interspersed with a
small amount of rock debris and mud debris sediment of
rivers, lakes, and seas, and the grain size of rock particles is
below 5mm. Machine-made sand is the artificial mechanical
crushing of hard and unweathered rock. )e specifications
of the machine-made sand are divided into three types:
coarse, fine, and natural, according to the average particle
size. )e average particle size of coarse sand is 0.5mm or
more. )e average particle size of fine sand is 0.25mm to
0.35mm. We collected pictures of three kinds of sand: fine
sand, coarse sand, and natural sand. )e representative
pictures of different sands are shown in Figure 5. Figure 5(a)
shows the fine sand, and the average particle size of the sand
is 0.35mm–0.25mm, which is smaller than coarse sand and
has less mud than natural sand. Figure 5(b) shows coarse
sand, with an average particle size of 0.5mm–0.35mm.
Compared with fine sand, the particle size of coarse sand is
larger, and compared with natural sand, there is only a small
amount of mud. Figure 5(c) shows the natural sand, the
particle size is between fine sand and coarse sand and
contains more mud.

)e acquisition process is as follows: first, we spread the
sand in the container. Second, we fixed the camera at 1.5
meters directly above the container. A different type of sand
was used each time for the photographs. )e final collection
were 990 pictures for each type of sand.

)e deep learning model used for sand recognition is
deployed in the edge server, but the computation power of
the edge server is far inferior to the cloud server. )erefore,
we compressed the collected sand pictures to reduce the
computational pressure on the edge server. Each compressed
picture of sand is 256× 256 pixels.

3.2. Optimal Convolutional Neural Network Structure.
Deep Learning is currently the most popular machine
learning method. CNN is the most common and stable
technology for image classification and recognition. CNN
enables images to be used as input to the network model and
can automatically learn the training data. It overcomes the
accumulation of errors generated by traditional manual
feature extraction and achieves the extraction of higher-level
features [29]. Combining the traditional CNN model with
edge deployment, we propose an optimized CNN model
suitable for sand classification.
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)e dataset for each type of sand is 990, for a total of
2970. In the initial experiment, we randomly divided all
sampled data into training, validation, and test sets in the
ratio of 0.7 : 0.15 : 0.15. We set the learning rate to 0.01. With
the training method of momentum stochastic gradient
descent, we set the momentum parameter to 0.9, MiniBatch
to 64. First of all, the number of layers of convolutional
layers needs to be determined by a quantitative experiment,
as it is the most important parameter that directly affects the
performance of the CNN model. Generally, convolutional
layers (Conv) are used in combination with rectified linear
unit (ReLU) layers and batch normalization (BN) layers.
)erefore, we combine them. )e performance of different
Conv_ReLU_BN layers is shown in Figure 6.

Figure 6 shows the effect of the number of layers of
Conv_ReLU_BN on the classification accuracy and training
speed of the CNNmodel, where y axis represents the number
of Conv_ReLU_BN layers, and y axis represents the values of
classification accuracy and training speed. From the figure, it
can be obtained that when the number of layers of Con-
v_ReLU_BN is greater than 4, the accuracy no longer fluc-
tuates substantially; when the number of layers of
Conv_ReLU_BN increases, the training time increases.
)erefore, we have chosen to keep 4 convolutional layers for
feature extraction, and Table 1 shows the detailed parameters.

Secondly, the number of fully connected layers (FC)
needs to be determined. FC is one of the key factors affecting
the performance of the CNN model. Based on 4 Con-
v_ReLU_BN layers, we find the optimal number of FC layers
by testing the effect of different numbers of FC layers on the
CNN classification results. Figure 7 shows the effect of
adding 1 to 5 FC layers on the classification results of the
CNN model. In the figure, the y axis represents the number
of FC layers, and the u axis represents the value of accuracy
and training speed. It can be seen from the figure that when
the number of FC layers is greater than 2, the accuracy rate
tends to be stable and less time-consuming at this point.
)erefore, 2 FC layers were selected for classification, and
the detailed parameters are shown in Table 2.

In addition, learning rate tuning is also an indispensable
step to establishing a CNN model. )e size of the learning
rate will directly affect the convergence speed of the model.
To make the 6-layer CNN model (4 Conv + 2 FC) converge
faster with a higher accuracy rate, we choose different
learning rates for experiments to find the best learning rate.

Figure 8 shows the average result of 10 runs on the dataset.
In the figure, the y axis represents the learning rate, and the u

axis represents the value of accuracy and training speed. As
can be seen in Figure 8, the accuracy is maximum and the
time consumed is relatively short when the learning rate is
0.01.)erefore, the optimal learning rate is determined to be
0.01.

Finally, in the experiment, we use the momentum sto-
chastic gradient descent method. )us, we need to deter-
mine the optimal MiniBatch. Other parameters were set as
mentioned in the previous text, and we conducted ten ex-
periments by changing the size of MiniBatch. Figure 9 shows

(a) (b) (c)

Figure 5: Representative images of different types of sand: (a) fine sand; (b) coarse sand; (c) natural sand.
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Figure 6: Optimal number of Conv_ReLU_BN layers.

Table 1: Feature extraction layers in proposed CNN structure.

Index Layer name Filter/pool
size

No. of
filters Stride Padding

1 Conv_ReLU_BN 5 16 1 2
Maxpool 2 2 0

2 Conv_ReLU_BN 5 32 1 2
Maxpool 2 2 0

3 Conv_ReLU_BN 5 64 1 2
Maxpool 2 2 0

4 Conv_ReLU_BN 5 128 1 2
Maxpool 2 2 0
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the average value after 10 experiments. In the figure, the y

axis represents the size of MiniBatch, and the u axis rep-
resents the value of accuracy and training speed. As we can
observe from the figure, the highest accuracy and shorter
time is achieved when MiniBatch is set to 64. )erefore, we
determined the optimal MiniBatch size to be 64.

In summary, the optimal structure and hyper-
parameters of the CNNmodel are determined. )e optimal
structure is 4 Conv_ReLU_BN layers, 2 FC layers, and
softmax layer; the learning rate and MiniBatch are 0.01 and
64, respectively.

)e training results of the optimal CNN model are
shown in Figure 10.

As shown in Figure 10(a), the training accuracy of our
CNN model increases with the number of iterations.
Moreover, since 64 data are randomly selected at each
update time, the curve fluctuates significantly before leveling
off. In Figure 10(b), the training loss of the proposed CNN
model decreases as the number of iterations increases and
finally tends to zero. Figure 10 shows that the hyper-
parameters we have chosen are effective and they ensure the
convergence of CNN.

3.3.Model Analysis. Generally, the number of convolutional
layers will directly affect the model complexity. )en, the
model complexity will directly affect the computational
requirements in the model training process. And usually, the
convolutional layer is followed deployed with the corre-
sponding pooling layer. )e total calculation time of the
model can be calculated according to the number of con-
volutional layers and pooling layers, that is

T � 
n

i�1
Nc L

2
Ki

+ 1 L
2
Ii

+
LIi+1

LPi

 

2
⎡⎣ ⎤⎦NFi

, (3)

where T represents the total calculation time, i represents the
number of inputs, Ncrepresents the input image’s number of
channels, LKi

represents the length of the convolution kernel,
LIi

represents the length of the input feature, LPi
represents

the size of the pooling layer, and NFi
represents the number

of convolution filters.
From (3), the time complexity of the model can be

obtained as follows:

O 
n

i�1
L
2
Ki

L
2
Ii

NFi

⎛⎝ ⎞⎠. (4)

We compare the designed model with the popular
LeNet-5 model [30] and the VGG-16 model [31]. )e
convolutional layers of the LeNet-5 model and VGG-16

Accuracy (%)
Time (s)

250

200

150

Va
lu

e

100

50

0
1 2 3

Number of FC Layers
4 5

97
.4

8

99
.5

18
8.

11

98
.8

8
19

0.
74

98
.9

2
19

2.
83

98
.8

8
19

4.
65

18
6.

2

Figure 7: Optimal number of FC layers.

Table 2: Classification layers in proposed CNN structure.

Index Layer name Weights Bias
5 FC_1 256× 8192 256×1
6 FC_2 3× 256 3×1
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model are 6 and 16, respectively, while the model proposed
in this paper uses only 4 convolutional layers. According to
formula 3, the larger the number of convolutional layers, the
greater the computational requirements of the model, so the
model we propose requires the lowest computational
requirements.

3.4. FPGADesign. After the model is determined, we use the
FPGA to accelerate the designed deep learning model. )e
FPGA we used in the experiment was the Zynq Ultra-
Scale +MPSoC series board from Xilinx. )e development
process using the FPGA acceleration is shown in Figure 11.

After obtaining the model parameter file, we need to use
Vitis AI Optimizer to trim the redundant connections in the
neural network and reduce the overall required operations.
Of course, this step is not necessary. After the model is
simplified, the Vitis AI Quantizer tool needs to be used to
quantify the model parameters, that is, floating-point to
fixed-point. Vitis AI Quantizer can reduce computational
complexity without loss of prediction accuracy. After the
floating-point number is fixed-point, the network model
requires less memory bandwidth, so it will provide faster
speed and higher power efficiency than the floating-point
model. Vitis AI Compiler compiles the quantized model into
an efficient instruction set and data stream and can also
perform complex optimizations, such as layer fusion, in-
struction scheduling, and reuse on-chip memory as much as
possible. Vitis AI Profiler can conduct in-depth analysis on
the efficiency and utilization of AI inference implementa-
tion. It can track function calls and running time and can
also collect hardware information, including CPU, deep
learning processing unit (DPU), and memory utilization.
Vitis AI Library is a set of high-level libraries and APIs,
which are built for efficient AI inference using the DPU.
Vitis AI Library provides an easy-to-use and unified in-
terface by encapsulating many efficient and high-quality
neural networks. )e Xilinx Runtime library enables ap-
plications to use a unified high-level running API at the edge,
making edge deployments seamless and efficient.

4. Results

)is section describes the relevant experiments and evalu-
ates and analyzes the experimental results.

4.1. Experiment Platform. \We designed a microsand factory
for simulating a real-life sand factory, as shown in Figure 12.
In addition, we verified the functionality of the system using
the designed SSCMS simulation platform.

In the simulation platform, we used the smart sand car to
simulate the sand-purchasing vehicle in practical operation.
As we discussed previously in Section 2, the red dotted areas
in Figure 12 are the corresponding system modules for the
simulation. In addition, all our subsystems use Wi-Fi
wireless communication modules for communication with
the server. )e appearance of the wireless communication
module used is shown in Figure 13.

4.2. System Verification. In this section, we perform
functional tests of the SSCMS deployed in a microsand
factory simulation platform. )e configuration of the edge
server is 2.5 GHz, 24-core CPU frequency, 32 G memory,
and NVIDIA GeForce GTX 1650, with 8 T storage. Con-
ducting the first step of the experiment, we connect the
FPGA to the edge server, open the web interface of the sand
factory management cloud platform on the edge server, run
the executable program group, and connect the relevant
IoTmodules. When the smart sand car drives to the license
plate recognition area, the license plate recognition system
will capture the license plate information and verify the
vehicle identity. )e empty vehicle will be weighed after
successful identity verification. )e relevant data of the
weighing will be associated with the license plate infor-
mation on the server. At this time, the web interface of the
sand factory management cloud platform is shown in
Figure 14.

Next, after the smart sand car is loaded with sand, it will
go to the sand identification weighing area to identify the
type of sand. )en the edge server preprocesses the acquired
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Figure 10: Training results of the optimal CNN model: (a) training accuracy; (b) training loss.
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Figure 12: Microsand factory simulation platform.
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sand image, and the preprocessed image will be transferred
to the FPGA, and the FPGA will use the designed CNN
model to accelerate the identification of the sand type. At
this time, the edge server will recognize the license plate and
weigh the sand. Finally, vehicle information, sand type, and
sand weight will be associated on the edge server-side. )e
unit price of sand can be set on the edge server-side, and
different unit prices can be set for edge servers located in
different locations. Using (1) and (2), we calculate the cost of
this purchase and display it in the web-side interface of the
cloud platform.

We set the unit price for three different types of sand.)e
unit prices of coarse sand, fine sand, and natural sand were
set in the sever to 80, 100, 70, respectively. )e operating
results are shown in Figures 15–17 respectively. )e edge
server will calculate the cost of this purchase and then deduct
the fee for the corresponding user. After the fee is suc-
cessfully deducted, the gate will open to let the smart sand
car drive out.

In the web-side interface of the sand factory manage-
ment cloud platform, we can access the user’s identity in-
formation. Including license plate number, the weight of
empty vehicle, weight of loaded vehicle, the weight of sand,
type of sand, and the cost of this purchasing.We can obtain a
picture of the captured sand from the right of the interface.
From the figure, the system can accurately identify different
types of sand and their weight information. Eventually, the
system will calculate the total cost accurately based on the set
unit price of sand.

To test the performance of the built system, we run the
system 100 times. Moreover, we have conducted statistic
accuracy on sand recognition, license plate recognition, and
sand weighing. In these 100 experiments, the type of sand,
the license plate number, and the weight of the sand were
changed for each experiment. After 100 experiments, the
results are shown in Table 3.

In Table 3, the accuracy rate of sand recognition, license
plate recognition, and sand weighing of our system is all up
to 98 and above.

In our paper, the use of edge servers makes it possible to
process data in each division, and the use of the FPGA relieves
the computing pressure of the edge server and reduces the
system latency. After the data is processed at the edge, it is only
necessary to transmit the processing results back to the cloud
server. )e sand recognition system and the license plate rec-
ognition system use deep learning models. )e time consumed
by model inference is a key metric for evaluating a system. )e
use of edge servers can significantly reduce data transfer, thereby
reducing the time consumed by data transfer. )erefore, we
deploy themodels to the edge server to avoid unnecessary image
transmission. Similar to the recognition accuracy experiments in
the previous section, we run the deep learning model system
deployed to the edge 100 times. We count the running time of
the sand recognition and license plate recognition system. )e
average value of the results are shown in Table 4.

Table 4 illustrates the very short recognition time of this
deep learning model deployed to the edge. Compared to the
model deployed to the cloud server, this method reduces the

Figure 14: )e web interface of empty vehicle status.

Figure 13: Wi-Fi wireless communication module.
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time consumed by the image transfer. )e recognition of
sand is accelerated in the FPGA, and the license plate
recognition is performed in the edge server. In the table, the
sand type recognition time is significantly lower than the
license plate recognition time because we use the edge server

combined with FPGA to accelerate the sand type recogni-
tion, while the license plate recognition only uses the edge
server for inference. )e experimental results show that the
use of FPGA can greatly reduce the computing pressure of
edge servers and improve computing performance.

Figure 16: Web interface of fine sand recognition.

Figure 17: Web interface of natural sand recognition.

Figure 15: Web interface for coarse sand recognition.

Table 3: System recognition accuracy.

Function Accuracy (%)
Sand recognition 98
License plate ecognition 98
Sand weight 99.3

Table 4: System recognition time.

Function Time (s)
Sand recognition 0.022
License plate recognition 0.073
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In summary, the SSCMS we have constructed has enabled
intelligent and automated management of the sand factory,
with satisfactory results in all indicators. Different from the
cloud server–based model, our designed edge-based model
avoids the time consumed by a large amount of data trans-
mission, thus improving the performance of the entire system.
Compared with traditional supply chain management, the
constructed smart supply chain improves the operation quality
and efficiency of the sand factory. Compared with the tradi-
tional supply chain, the constructed smart supply chain has the
following advantages: stronger technology penetration, stron-
ger visualization, stronger information integration, stronger
extensibility, stronger collaboration, and stronger agility.

5. Conclusion

)is paper addresses the drawbacks of the traditional supply
chain and constructs a SSCMS to realize the intelligent
management of sand factories. It is specifically manifested in
intelligent identification of sand loading vehicles, intelligent
identification of sand types, automatic weighing of sand
weight, cloud deduction of fees, and cloud management of
sand factories. Along the supply chain, we build the optimal
deep learning model, which achieves automatic sand identi-
fication, avoiding the drawbacks of manual identification and
improving the quality of sand factory operations. In addition,
considering that edge-computing technology can reduce the
transmission of a large amount of data, thus serving to relieve
the pressure on network bandwidth and reduce system latency,
we make full use of the superiority of edge-computing tech-
nology to effectively improve the operational efficiency of the
sand factory. A sand factory simulation platform was estab-
lished to verify the performance of the system. Experiments
show that all indicators of the designed system have achieved
satisfactory results. In general, compared with traditional
supply chain management, the constructed smart supply chain
improves the quality and efficiency of sand factory operations.

Recently, we have also deployed the designed system to the
actual sand factory for testing. In reality, the applicability of
ourmodel has also been verified and we achieved a satisfactory
result both in accuracy and speed. In the next research, we will
makemore efforts in promoting the practical application of the
system and continue to improve the system for new problems.
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�is study proposes the �rst fully deep learning-based structural response intelligent computing framework for civil engineering.
For the �rst time, from the data side to the model side, the structural information of the structure itself and any loading system is
comprehensively considered, which can be applied to materials, components, and even structures, system and other multi-level
mechanical response prediction problems. First, according to the characteristics of structural calculation scenarios, a uni�ed data
interface mode for structural static characteristics is formulated, which preserves the original structural information input and
e�ectively reduces manual intervention. On this basis, an attention mechanism and a deep cross network are introduced, and a
structural static feature representation learning model PADCN is proposed, which can take into account the memory and
generalization of structural static features, and mine the coupling relationship of di�erent structural information. �en, the
PADCN model is integrated with the dynamic feature prediction model Mechformer and connected with the designed general
data interface to form an end-to-end data-driven structural response intelligent computing framework. In order to verify the
validity of the framework, numerical experiments were carried out with the steel plate shear wall structure as the carrier, in which a
data augmentation algorithm suitable for the �eld of structural calculation was proposed to alleviate the problem of lack of
structural engineering data. �e results show that the deep learning model based on this framework successfully predicts the
whole-process nonlinear response of specimens with di�erent structures, the simulation accuracy is better than that of the �ne
�nite element model, and the computational e�ciency exceeds the traditional numerical method by more than 1000 times,
achieving a qualitative improvement. It is proven that the intelligent computing framework has excellent accuracy and e�ciency.

1. Introduction

Deep learning is the product of a new round of scienti�c and
technological revolution and industrial transformation. It
permeates all aspects of humansocial activities andproduction
activities. Intelligent machines and equipment will de�nitely
replacehuman large-scalemanual labor andwork in extremely
harsh environments. In the �eld of civil engineering, arti�cial
intelligence technology is deeply integrated into the entire life
cycle process of architectural planning, design, construction,
and operation, profoundly changing the development of civil
engineering, and comprehensively improving the level of
mechanization, automation, informatization, and intelligence

[1]. �e use of machine learning in the architectural planning
phase is a new approach. Machine learning is at the heart of
arti�cial intelligence, improving optimization algorithms
based on data and previous experience through machine
learning of the existing surrounding environment, geological
conditions, objective factors, and needs of big data such as
human and tra�c behavior, combined with virtual reality
situation reproduction technology, to create a new model of
planning and design, and to avoid possible errors in reality,
providing a greener building environment to achieve intelli-
gent planning [2].

�e whole world is working hard on the industrial
transformation of the new generation of information
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technology, modern manufacturing, and producer services.
Internationally, in 2012, Germany launched the “Industry
4.0 Plan” focusing on “smart factories.” In December 2016,
the United Kingdom published “Artificial Intelligence:
Opportunities and Implications for Future Decision Des-
ignation” [3]. France released its Artificial Intelligence
Strategy inMarch 2017. Japan has designated 2017 as the first
year of artificial intelligence to promote the construction of a
“super-intelligent society 5.0.” In 2018, the United States
released a national strategy for artificial intelligence. China is
one of the countries with the earliest and fastest AI action in
the world. In July 2015, the State Council issued the
“Guiding Opinions on Actively Promoting the “Internet”
Action,” which clearly listed “Internet +AI” as a key action.
On July 20, 2017, the State Council issued the “New Gen-
eration Artificial Intelligence Development Plan,” which
clearly pointed out that artificial intelligence is the core
technology of a new round of scientific and technological
revolution and industrial transformation. Compared with
other industries, although both steel (steel structure) and
concrete (concrete engineering) are products of industri-
alization, the degree of mechanization, automation, intel-
ligence, and informatization of infrastructure is still
relatively low. Artificial intelligence technology will per-
meate all aspects of human social activities and production
activities, and human large-scale manual labor and work in
harsh environments will be replaced by machines or robots.
In the field of civil infrastructure, artificial intelligence
technology deeply integrates the whole life cycle of civil
infrastructure planning, design, construction, and mainte-
nance, and profoundly changes the development of civil
engineering [4].

Building Information Modeling plays an extremely
important role in the design phase. BIM technology is a data-
based tool for engineering design, construction, and man-
agement. By applying BIM technology, virtual reality, cloud
computing, and other technologies, it can eliminate design
problems such as mistakes, omissions, and defects, reduce
the cost of simulation analysis and optimization calculation
of design schemes, and effectively to shorten the con-
struction period, improve the visualization level of the de-
sign results, and significantly improve the design efficiency
and quality [5]. For example, the data from the Shanghai
Center project survey show that the use of BIM technology
can eliminate 40% of engineering changes, eliminate 90% of
drawing errors, reduce rework by 60%, and shorten the
construction period by 10%, greatly improving project
benefits.

2. BasicResearchFieldsofArtificial Intelligence

Four basic research areas: natural language processing,
computer vision, speech recognition, and cross-cutting
areas.

2.1. Natural Language Processing. Natural Language Pro-
cessing (NLP) is the processing of human-specific natural
language by a computer as a medium, so that computers can

“process” and “understand” natural language like humans
[6]. In the field of civil engineering, NLP has shown great
application prospects from basic semantic similarity, and
dependency syntax analysis to applied human-computer
interaction, report analysis, etc. It can be transformed into
unstructured risk information using NLP. *e construction
organization plan information is transformed into struc-
tured information, so as to mine the tacit knowledge (such as
dangerous objects, dangerous locations, accident causes, and
accident types) of the daily documents of civil engineering
construction projects [7].

In 2016, Tixier et al. proved that the use of NLP can
eliminate reporting errors caused by manual information
analysis. Using the NLP system can automatically scan and
quickly analyze a large number of unstructured reports with
an accuracy rate of over 95%.We obtained a large number of
reliable structured data sets from the information report
database, so as to extract new safety information and im-
prove project safety management; in 2018, Wang Fei et al.
reviewed the development of natural language processing
driven by deep learning and believed that deep learning
promoted natural language advances in processing and
natural language processing to provide broader application
prospects for deep learning; in 2019, Kim et al. proposed an
NLP-based knowledge management system for construction
accident cases, as shown in Figure 1. In this system, the
information retrieval model can be used to query accident
cases that are more than 97% related to user intentions, and
the information extraction model can be used to auto-
matically analyze tacit knowledge in accident cases to
achieve efficient risk management; in 2020, Li Zhoujun et al.
proved that static and dynamic pretraining technology
combs new pretraining methods including BERTand XLNet
and gives the future development direction.

Based on the current research status, the research depth
and application scope of NLP are still relatively low [8]. First
of all, it is manifested in the poor generality of the thesaurus
in the construction field, which leads to the low quality of file
preprocessing, which will affect the text data segmentation
and part-of-speech tagging in the NLP process. Procedures
adversely affect; then there is a limited formulation of in-
formation extraction rules, that is, in the field of civil en-
gineering; it is difficult to obtain all project data (such as
project contracts, etc.), making it difficult to develop all
possible rules for information extraction; In addition, NLP,
the deep learning training model, is related to local lan-
guages. *e same model cannot process text information in
different languages, so effective transfer learning cannot be
carried out. Finally, the current NLP is mostly used in the
construction stage, while the application in the design,
maintenance, and other phases is carried out in the sub-
sequent phases. It leads to low efficiency and quality of
document management in the whole life cycle of civil en-
gineering [9].

2.2. Computer Vision. Computer vision uses an imaging
system instead of the visual organ as an input sensing means,
and an intelligent algorithm instead of the human brain as a
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processing and analysis hub, extracting symbolic and digital
information from images and videos for target recognition,
detection, and tracking, and finally. It enables computers to
“observe” and “understand” the world through vision like
humans [10]. Computer vision has received a lot of research in
the field of civil engineering in concrete crack detection,
structural damage identification, construction site safety
monitoring, etc. andhasaverybroadapplicationprospect [11].

In 2011, Zaurin et al. proposed the use of computer
vision for health monitoring of bridge structures, combining
images and videos with computer vision technology to
detect, classify and track different vehicles, and use sensor
data to determine the standardized response of bridge
structures; in 2015, Seo summarized the computer vision-
based construction site safety and health monitoring
methods, divided the previous computer vision research into
three categories: target monitoring, target tracking, and
action recognition, and proposed a general framework for
computer vision-based safety and health monitoring; in
2018, Han Xiaojian et al. used computer vision technology to
conduct research on crack detection on concrete surfaces
and established a deep convolutional neural network crack
recognition model that can automatically locate cracks and
obtain crack widths from images, with a recognition ac-
curacy of over 98%; in 2020, Zhou et al. proposed that a
noncontact automatic identification method of vehicle load
based on computer vision technology and deep learning
algorithm is proposed, and 8624 vehicle image data sets are
established and deep convolutional neural network training
is carried out. Finally, transfer learning is combined with the
general features extracted by ImageNet, and the recognition
degree under the reinforcement learning strategy can reach
up to 98.17%; in 2020, Song Yanfei and others proposed a
three-dimensional model reconstruction method of the

space grid structure using binocular stereo vision technology
and image recognition technology, and passed the actual test
of the grid model to verify the feasibility of the method [12].

With the development of software and hardware tech-
nologies such as parallel computing, cloud computing, big
data, and deep learning, computer vision technology has
been continuously improved, but there are still many
technical challenges and application problems at this stage
[13]. For example, the research of computer vision in
structural health monitoring is still in its infancy. How to
reduce errors caused by hardware factors, algorithm factors,
environmental factors, etc. is an important research direction
in the future. How to improve the application efficiency and
reliability of computer vision is a follow-up research focus; in
addition, computer vision has achieved good results in
detecting whether construction workers wear safety helmets,
but how to trigger the alarm system and human-machine
coupling in later applications needs further research.

2.3. Speech Recognition. Speech recognition is a process in
which the computer recognizes and understands the input
speech signal and converts it into text output, so that the
computer can have the “hearing” function like a humanbeing.

In the building environment, voice recognition can be
used for garage switches and voice password locks; in the
home environment, voice recognition can be used for remote
sensing of home appliances; in addition, voice recognition
can also be used for keyword retrieval, number voice query,
etc. In future application research, speech recognition can
provide assistance for building intelligent installation, such as
building route voice navigation and robot human–computer
interaction, and can also provide assistance for the effective
identification of life after disasters [14].
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In the field of civil engineering, there are few related
researches and applications of speech recognition at present,
and the research difficulties mainly focus on noise pro-
cessing, robustness, and speech model. First, various noises
often appear when inputting speech signals, and improving
the noise processing is an important part of improving the
accuracy of speech signal recognition; second, the existing
speech signal recognition systems generally relies on the
environment. High, different environments will lead to large
differences in the recognition accuracy of speech signals, and
enhancing the robustness of the speech recognition system
will help to achieve the practical application of the system;
finally, during speech interaction, semantics, speech rate,
and emotion will all be affected. It affects the real meaning of
speech, so the optimization of the speech model is also a
difficult research point.

2.4. Cross-Domain. Interdisciplinary fields refer to numer-
ous interdisciplinary subject groups, reflecting the trend of
scientific research toward comprehensive development, with
high complexity, breadth, and diversity. *e intersection of
artificial intelligence and civil engineering can greatly im-
prove the engineering quality and work efficiency of in-
frastructure projects.

In 2015, Tang Hesheng et al. established a model for
predicting the yield strength of rectangular concrete col-
umns based on artificial neural networks, analyzed the key
factors affecting the yield performance of concrete columns,
and used Garson sensitivity analysis to prove the rationality
of the model; in 2019, Ding Yang proposed that taking the
process of mass concrete pouring as an example, a prediction
model for the internal temperature of concrete hydration
and heat release was established to provide a basis for
monitoring, prediction, and early warning of subsequent
maintenance. A fire monitoring method based on YOLO-BP
neural network is proposed. *e accuracy rate of using this
method to monitor the fire in the repair stage of ancient
buildings is 93.9%. In 2021, Zhao Yannan et al. proposed a
tree structure intelligent form-finding based on BP neural
network. *e method can be used to intelligently locate the
lower-level hierarchical nodes, so as to realize the intelligent
form-finding of the overall geometric shape of the tree
structure [15].

With the deep integration of industrialization, infor-
matization, and intelligence, the traditional civil engineering
industry is facing profound changes. *e key to promoting
the intelligent development of the entire life cycle of civil
engineering is to comprehensively carry out the technology
research and development and practice of intelligent design,
intelligent construction, and intelligent maintenance, and
strengthen the construction of the interdisciplinary system
of artificial intelligence and civil engineering. In addition, in
the construction of the interdisciplinary system of artificial
intelligence and civil engineering, civil engineering should
be adhered to as the main body, artificial intelligence as the
auxiliary, and artificial intelligence technology should be
used to support and promote the intelligent development of
civil engineering throughout the life cycle.

3. An Intelligent Computing Framework for the
Whole-ProcessResponse of Civil Engineering
Structures Based on Deep Learning

3.1. Structural Static Characteristics Unified Data Interface
Mode. *e structure is complex and diverse. In order to
establish an end-to-end general computing framework, it is
first necessary to solve the problem of how to organize
multiple types of structures in an orderly manner, so as to
facilitate the unified processing of subsequent deep learning
programs. In order to meet the requirement of fidelity
structure construction of original information, this study
introduces the concept of a feature module, which can
decompose, organize, and classify the static features of the
structure by referring to the assembly idea of “from part to
whole” of fine finite element technology [16].

A feature module corresponds to a certain structural
property of a structure and contains many aspects of the
structure. Taking the steel plate shear wall structure as an
example, an embedded steel plate feature module can be set,
and the feature information such as the width, height, and
thickness of the steel plate can be recorded in the module. In
order to consider the repeatability of construction, define
two types of static feature modules: variable-length static
feature model and fixed-length static feature model, and
specify that any feature module is only one of the two [17].
For example, the opening feature of the steel plate embedded
in the steel plate shear wall structure is a typical variable-
length static feature module, because one or more openings
may be set, and each hole can have its own geometric in-
formation. Frame top beams are usually a fixed-length static
feature module because there is usually only one top beam.
Further, the sub-features in the feature module are divided
into dense features and sparse features: dense features mean
that the feature value type is a continuous real number (or
integer), the value size is comparable, and algebraic oper-
ations can be performed. *e sparse feature means that the
feature value type is discrete, and it represents the category
or dummy feature. For example, whether the steel plate
shear wall structure has out-of-plane constraints can be 0 to
indicate no, 1 to indicate yes; the shape feature under the
opening feature module Use 0 for a circle, 1 for a square, and
so on.*ese numbers are not comparable in size and have no
operational meaning. In the deep learning model, they will
be converted into one-hot representation to avoid the
ambiguity of discrete features under the Euclidean space
distance metric, and ensure that the distances between
discrete features are the same and equal [18].

3.2. PADCNModel. According to the definition of variable-
length and fixed-length feature modules, combined with the
characteristics of actual structural calculation and analysis,
two functions that need to be realized by the structural static
feature learning model can be summarized: (1) the internal
sub-feature sequence of the variable-length feature module
can be reasonably integrated; (2) the coupling relationship
between each feature module and each other can be mined.
Because of the influence of various factors such as material
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and geometric nonlinearity, each structure usually does not
satisfy the simple superposition principle. *erefore, struc-
tural static feature learning is a complex feature processing
scenario: there are both sequence features and general fixed-
length features, and there is an interactive relationship be-
tween the two [19].

*e joint feature problem is rare in computer vision and
natural language processing, the two main research fields of
artificial intelligence, but it is very similar to the recom-
mendation system scenario, one of the core businesses of the
Internet industry. In order to recommend a product to a user,
the following three categories of information are generally
collected and processed: user portrait, product information,
and user behavior sequence. Among them, user portraits and
product information can be regarded as fixed-length feature
modules, and user behavior sequences correspond to vari-
able-length feature modules, and it is also necessary to mine
the deep interaction between the user side, the product side,
and the user behavior sequence. In this way, the deep
learning model of the recommender system can be used to
process the static features of the structure [20].

First, we consider the sub-feature sequence integration
problem of variable-length feature modules. *e purpose of
the integration is to form a fixed-length vector, similar to the
embedding vector in the recommender system, which
contains the main information of the feature module. We
adopt the standard multi-head attention mechanism to
preprocess the sequence features, including the self-atten-
tion mechanism and cross-attention mechanism, as shown
in Figure 2. Taking the steel plate shear wall stiffener feature
module as an example, the self-attention mechanism can
explore the interaction between the stiffeners, because the
staggered stiffeners work together rather than independently

to delay the buckling of the plate; the cross-attention mech-
anism is in order to introduce the interaction between the
structures in advance, such as the intersection of the feature
module of the embedded steel plate and the featuremodule of
the stiffener, it can be expected to integrate the information of
the plate into the stiffener expression in advance, which is
more helpful for the subsequent extensive cross-learning.
After the attention mechanism is implemented, the repre-
sentation vector of the variable-length feature module is
obtained using average pooling and dimensional transfor-
mation through a single-layer feed-forward neural network
[21].

After the variable-length feature module completes the
preprocessing, all feature modules are converted into feature
vectors of certain dimensions, which facilitates the mining of
coupling relationships. One of the mainstream deep learning
models in the recommender system field is introduced into
the deep and cross-network, which is connected with the
attention mechanism preprocessing layer to form the
PADCNmodel, which realizes the complete structural static
feature representation learning, as shown in Figure 3. *e
structure of the DCN model is derived from thinking about
the effectiveness of traditional recommendation system al-
gorithms (such as SVD and FM): first, the memory of user
habits, that is, a user must have fixed preferences for a long
time. For example, if user A likes electronic products, then as
long as the recommendation model can provide popular and
latest products such as computers and mobile phones, the
possibility of A’s positive feedback on the recommendation
results is definitely not low; the second is the generalized
exploration of user preferences. *ere are no related
products in the browsing footprint, and it is also very likely
that you like digital peripherals, such as game figures. In

Single Layer Feedforward Neural Network

Average Pooling

Attention Mechanism

Cross CrossItself

Y1 Xvar Y2

X
out
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Figure 2: Attention mechanism preprocessing layer.
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conclusion, a high-quality model needs to take into account
the two attributes of memory and generalization at the same
time. *is is also applicable to structural response simula-
tion: the hysteretic responses of structurally similar com-
ponents are usually not much different, which belongs to
memory; and if the model training set contains artificially
developed central circular openings. For specimens with
holes and central rectangular openings, after learning, it is
expected that the model can simulate the mechanical re-
sponse of a uniform matrix with multiple openings, which
belongs to generalization [22].

*e method of DCN to take both into consideration is to
divide the model into two parts, as the name suggests, one is
the cross-network part, which is used to memorize historical
patterns. Finally, the two are spliced together for output [23].
*e deep network part is a common feedforward neural
network, which will not be described in detail. In the
intersecting network part, the features themselves are
constantly intersected, and then the higher-order

interactions are mined; at the same time, the residual
connection structure is used to ensure the complete
transmission of the initial information.

xi+1 � x0x
T
l wl + bl + xl. (1)

Expanding and analyzing the above formula, it can be
found that what the first l layer learns is the polynomial of
the input feature itself l + 1, and the polynomial contains all
terms less than or equal to l + 1 the order, and there is no
information loss of any order [24]. In addition, the com-
plexity of each layer of the cross-network part O(d) realizes
the automatic upgrade of the coupling relationship, which
effectively avoids the common combination explosion
problem in pairwise cross-action learning.

So far, the unified data interface formulation and rep-
resentation learning of structural static features have been
completed. *en, by splicing the representation vector
learned by the PADCN model with the input of the
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Mechformer model, an end-to-end structural intelligent
computing framework based on deep learning can be formed,
which comprehensively covers the data side and the model
side, and can fully consider the static and dynamic charac-
teristics of the structure, so as to realize the whole-process
mechanical response prediction of different structures.

3.3.Numerical Test. *is section will use the steel plate shear
wall structure as the carrier to verify the effectiveness of the
structural intelligence computing framework based on the
PADCN-Mechformer model.

3.3.1. Data Preparation. *e initial training data are mainly
derived from experimental reports in historical documents
and generated by means of high-precision and precise finite
element technical parameter analysis. However, in practical
applications, the initial data volume may not be able to
support the training requirements of large-scale deep
learning models due to limitations such as high experiment
costs and low computational efficiency of finite element
models [25]. *erefore, data augmentation algorithms need
to be considered.

In the field of computer vision, operations such as ro-
tating, cutting, scaling, and coloring the input image are
performed to increase the amount of data. *ese methods
are obviously not suitable for real-valued sequence fitting
problems in structural calculations. With the richness of
language meaning, the field of natural language processing
can use synonym interchange, back translation (that is,
translating a sample to another language with an existing
model, and then translate it back), based on mask re-
placement, random deletion, and insertion. Methods such as
language noise, in which back-translation can be analogized
to the use of fine finite element models for data generation,
and the addition of noise can provide inspiration for
structural response data augmentation algorithms.

Noise addition methods based on random deletion and
insertion cannot be directly applied, because unlike the
flexibility and robustness of language (many sentences can
be understood by humans even with a large number of
typos), the structural response curve once the amplitude
points are randomly deleted, etc. data, or randomly inter-
polating a point that deviates significantly from the loading
trajectory, may cause a noticeable change in the shape of the
hysteresis curve, impairing the model training process [26].

Corresponding to the random deletion method, a piece-
wise proportional downsampling algorithm based on am-
plitude points is proposed for the structural response curve.
*eflowchart is shown inFigure 4, and the schematic diagram
of the results is given on the right side by taking Lubell’s
SPSW2 test song as an example.*eprinciple of the algorithm
is that the test curve usually contains a large number of data
points due to the high sampling frequency of the equipment,
and the step size between two adjacent points is very small, so
reasonable downsampling will not change the overall shape of
the response curve and the key mechanics it reflects. At the
same time, samples of different step lengths can be obtained to
enhance the robustnessof thedeep learningmodel.*ereason

for the segmentation is that the hysteresis curve is highly
nonlinear. Generally, the plastic segment is longer, the elas-
tic–plastic transition segment is the second, and the elastic
segment is the shortest. *e plastic transition is the most
prominent and is the key region to control the shape of the
curve. If the entire half-ring is directly sampled uniformly,
most of the sampling points fall in the plastic segment, and the
elastoplastic transition segment is not fully described,
resulting in serious curve distortion.*erefore, it is necessary
to set the segmentation ratio, roughly frame the range of each
segment, and give each segment a reasonable sampling ratio.
After testing, the more suitable subsection ratio is {0.1, 0.15,
0.25, 0.5} (the elastic-plastic transition section is further di-
vided into two parts: elastic transition and plastic transition),
and the sampling ratio of each section is {0.05, 0.4, 0.25, 0.3 }.
After the preliminary sampling is completed, it is recom-
mended to refine the sampling curve. Some segments may
have a small amount of data, repeated sampling occurs, and
the data needs to be deduplicated. In addition, due to test
measurements and other reasons, the maximum point of the
displacement amplitudeof thehysteretic half-ringof some test
curves may not correspond to the point of themaximum load
amplitude. *e previously extracted displacement time his-
tory amplitude data and load time history amplitude data are
corrected for relevant points.

Using the above algorithm flow, multiple new hysteresis
response curves can be generated by setting different
sampling points and trying to change the segmentation ratio
and sampling ratio. *e parametric analysis results show
that for most of the response curves with more than 3000
data points, only 20% of the data points can reproduce the
original curve with a high degree of coincidence. *erefore,
the sub-scale downsampling algorithm based on amplitude
points can generate a considerable number of new samples.

3.4. Simulation AccuracyMetrics. At present, the evaluation
of the accuracy of the structural response curve simulation is
usually based on the qualitative observation of the re-
searchers, and most of the literature will claim to be “good
fit.” In order to more reliably compare the accuracy of
simulation results with experimental curves, it is necessary
to establish relevant quantitative indicators. In structural
performance analysis, mechanical indicators such as ulti-
mate bearing capacity and overall (or average) energy
consumption are generally used. Both of these two indicators
have important physical meanings, but they also have certain
limitations: the former is a single-point indicator, suitable
for the design stage, and obviously not explanatory for the
accuracy of the whole process simulation; the latter can be
regarded as a certain sense. For the mean value index, since
the number of hysteresis loops experienced by the simula-
tion and the test is the same, the overall energy consumption
is determined by the average energy consumption of each
cycle. *erefore, this index lacks the control of the variance
index and is also not comprehensive. For example, there may
be a situation where the final average energy consumption of
the hysteresis curve is similar because some segments
consume too much energy and some segments consume less
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energy, but the simulation accuracy is actually low. *ere-
fore, a more comprehensive metric needs to be explored.

3.5. Framework Verification. *rough experimental data
collection, fine finite element generation, and the expansion
of a series of data augmentation algorithms in Section 3.1,

the length of the loading regime sequence was controlled
between 200 and 3000 data points. We divide 512 samples as
a training set, 256 samples as a validation set, and 256
samples as a test set, of which test samples and their data
augmentation in the training set account for 58.3%.

*e deep learning-based structural whole-process re-
sponse intelligent computing framework proposed in this
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displacement time history respectively

Determining the extreme point of load and displacement time
history

Use extreme points to strip each hysteresis half-ring and
calculate the number of sampling points for each half-ring

De-duplicate the sampling results and replace extreme points if
necessary

Calculate the discrete Frechet distance dist from the original
curve

dist < error limit

Save sampling results

End

Segment each half-ring according to the segmentation ratio, and
then sample within each segment according to the sampling ratio

Yes

No

 

Figure 4: Segmented proportional downsampling algorithm based on amplitude points.

Unified Data Interface
Mode

Unified Normalization
Method PADCN+Mechformer Efficient prediction of

structural response

Figure 5: Framework diagram of structural intelligence computing based on deep learning.
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study is universal in the whole process and is suitable for any
structural computing and analysis tasks: as shown in Fig-
ure 5 (1) First, we establish a database according to the data
interface mode specified in Section 1. *is step can digitize
the inherent properties of the target object “what you see is
what you get,” almost without manual experience pre-
processing; (2) the user specifies the reference value of each
physical feature, and the program automatically adopts the
reference value scaling method proposed by the author to
carry out unified de-dimensioning and normalization; (3)
the program uses the PADCN-Mechformer model for
training and testing; (4) a deep learning model that can be
used for actual structural response prediction is obtained,
with high accuracy and far superior to traditional numerical
methods computational efficiency.

4. Conclusion

*is study proposes an end-to-end structural response in-
telligent computing framework based on deep learning,
including structural static feature data interface mode, data
augmentation algorithm, and core deep learning model. It is
suitable for multi-level mechanical response prediction
problems such as materials, components, and even struc-
tural systems.
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Modern landscape greening plays an important role in the construction of modern cities and plays a positive role in improving the
natural environment of cities and building a good image of cities. With the continuous progress of society and technology,
human’s understanding of artificial intelligence is deepening, and intelligent technology is gradually integrated into all aspects of
life. Because media technology has rich design elements and can carry out rich design structures, it will be more intuitive to use
multimedia means for garden landscape design. *erefore, for meeting people’s requirements for the diversification of modern
urban gardening construction, this study makes a deep analysis of the current status and problems of landscape design and tries to
study the effective application methods of artificial intelligence technology in landscape design, to promote the combination of
landscape design and artificial intelligence design. At the same time, the combination of AI lighting planning, AI water landscape
planning, AI sprinkler planning, and AI paving planning is used to illustrate the application of AI in the specific project design of
landscape design.*e use of artificial intelligence not only promotes the innovation and optimization of landscape design, but also
ensures the quality of modern landscape design and effectively improves the efficiency of modern landscape design.

1. Introduction

In the contemporary society, with the development of so-
ciety, the design ideas, and methods of landscape archi-
tecture are increasingly enriched, coupled with the
continuous improvement of social economy and technology
level, people also put forward higher requirements for
landscape design. People’s economic level has been greatly
improved, and their comprehensive quality has been im-
proved.*eir taste is also very different from that of the past,
which can be reflected in all aspects of life. For example,
theme parks and fitness squares have more and more re-
quirements for landscape architecture. In addition, with the
rapid development of science and technology, it has entered
the era of big data, and landscape architecture design has
also undergone great changes. With the development of
modern civilization, modern landscape gardening design
means are increasingly rich. At the same time, the steady
development of social economy and technology has also led
to the improvement of the requirements for modern urban

landscape greening. *e current stage of modern landscape
architecture design is restricted by backward design con-
cepts and inconsistent design schemes with reality, which is
not conducive to improving the quality and efficiency of
modern landscape architecture design, nor can it meet
people’s growing spiritual and entertainment needs [1–5].
Artificial intelligence technology has been rapidly applied to
many fields of landscape architecture because of its high-
efficiency data knowledge transformation ability, strong
analytical ability, strict reasoning, and accurate ability to
select the best. Artificial intelligence technology can not only
convert the complex qualitative description in landscape
architecture into quantitative analysis through efficient and
accurate calculation of some relevant data, but also solve
some difficult problems in landscape architecture research
and reveal the internal mechanism behind the phenomenon
through the establishment of intelligent models, so it is
widely used in landscape architecture research.

From the point of view of today’s society, landscape
design has some limitations in the following areas, which
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limits the development of landscape design. First, the design
concept of landscape architecture is not advanced enough.
According to the current situation of landscape design in
Chinese gardens, traditional experience and imitation of
other works are often the main design methods. In this
application scenario of landscape architecture design, it will
inevitably lead to innovation and uniqueness in landscape
design [6–8]. At the same time, there is no certain concept of
environmental protection in the design process, such as
blind pursuit of beauty. *erefore, its design is often difficult
to effectively play the actual utility of the landscape in the
garden. At the present stage, China advocates the devel-
opment of green economy. *e precondition of green
economy is to protect the environment and then promote
the rapid development of economy on the basis of it again
[9]. In addition, due to the involvement different cities, there
will be great differences in culture, coupled with the exis-
tence of the same human characteristics, and landscape
design can only fully reflect these different characteristics to
meet the real needs of landscape design. However, in the
current landscape design, these different properties are ig-
nored, leading to appear in the landscape design a lot of
similar scenes.

Second, the technical level of landscape design needs to
be further improved. In the design of landscape architecture,
art, and technology are usually integrated, which not only
involves many fields, but also requires designers to have a
rich variety of professional knowledge and technology, so
that more different styles of landscape design can be
completed with high quality and efficiency. However, in the
current landscape design, designers do not have more
professional expertise and technology, and cannot integrate
art and technology [10–12]. *erefore, it will have a certain
impact on the quality and effect of landscape design. In
addition, due to the relatively backward construction
technology of gardening landscape in our country at this
stage, even if a large number of high-quality designs are
developed, it is difficult to implement them in gardens,
which will lead to the setback of gardening landscape design.

Finally, there are often differences between design and
reality. From the original intention of landscape design, it is
a way to reflect the improvement of living environment and
landscape design. However, for different areas, their living
environment also has different characteristics, and consid-
ering different places, the climate and culture are also dif-
ferent. *erefore, when designing landscape architecture, it
should be based on local actual needs to ensure that the
landscape design conforms to the actual situation [13]. In the
real society, some landscape gardens have invested a lot of
manpower, material, and financial resources in the design
process, but they have not got relatively excellent design
scheme. *is is because before the gardening landscape
design work, no comprehensive collection and collation of
data, coupled with the fact that the city is not the main basis,
will have a big impact on the effect of the entire design [14].

On this basis, in order to ensure that the design of
landscape architecture can be synchronized with the times,
improve the efficiency of design planning, and develop high
design technology. *erefore, the introduction of advanced

AI technology ensures that the leading technology in
combination with landscape design, so as to maximize the
effectiveness of landscape design.

2. Principles of Artificial Intelligence Platform

Artificial intelligence (AI) is a comprehensive technology to
simulate various human behaviors with the help of high-
performance computing platform on the basis of studying
human behavior rules and thinkingmodes [15–17]. It mainly
includes machine learning and in-depth learning technol-
ogy, as shown in Figure 1. Until now, in the research of AI
technology, the practical significance of intelligence has not
been well reflected, often closely combined with human.
However, through nearly 50 years of research, AI technology
has been widely developed in all areas of the world. For
example, in machine manufacturing, these technologies fully
reflect the advantages of AI. Further development of AI
technology can create a more intelligent society for people.
From this aspect of landscape design, designers often
combine artistic features with science and technology to
artificially transform a certain area of the city and create a
harmonious and beautiful urban atmosphere between
people and nature, which is landscape design. *erefore,
virtual tour technology, media, and multimedia technology
are mainly used in landscape design [18].

2.1. AI Technology. *ere are two types of artificial intelli-
gence: simulation, deduction, demonstration, and algo-
rithm. *e simulation deduction and demonstration further
subdivide artificial intelligence into “reasoning type” capable
of logical reasoning and theorem proving; “learning type”
capable of deep learning and support vector machine; it is a
“knowledge-based” expert system. *e algorithm divides
artificial intelligence into “symbolism” type that uses logical
reasoning method to deduce the whole theoretical system to
simulate the process of human like intelligence; the “con-
nectionist” type that uses machines to simulate the neural
system and connection mode of the human brain; a new
method of controlling intelligence through behavioral ac-
tivities is “behaviorism” with quantitative research attri-
butes. According to the functions and attributes of artificial
intelligence technology and its application in landscape
architecture research, there are three types of artificial

Deep learning

Machine learningArtificial intelligence

Figure 1: Scope of AI technology.
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intelligence technology currently applied in landscape ar-
chitecture: intelligent random optimization, artificial life,
and machine learning.

Random optimization method is an optimization algo-
rithm that generates and utilizes random elements. Ran-
domness includes two aspects, one is the randomness of the
data, and the other is the randomness of the algorithm itself.
In the research of landscape architecture, intelligent random
optimization method is mainly used to seek the optimal
solution of optimization problems. Because the time cost of
trying all possible solutions to find the optimal solution is
too high, and the random optimization method speeds up
the search process, it is easy to find the global optimal so-
lution. Genetic algorithm and simulated annealing are
common stochastic optimization methods.

Machine learning includes three types: (1) it directly
simulates the tree process of human judgment on concepts,
and its representative algorithm is decision tree, which is
called semiotic learning. (2) Connectionist learning, rep-
resented by artificial neural network, has the best application
effect in the field of engineering. (3) It mainly combines the
theoretical achievements of inferential statistics, which is
represented by support vector machine, so it is called sta-
tistical learning. Machine learning can mainly solve the
impact of each element on landscape results, scoring
problems, and classification problems in landscape archi-
tecture. Connectionist learning and symbolism are widely
used, such as convolutional neural networks, artificial neural
networks, random forests, and decision trees and so on.

2.2. Virtual Roaming Technology. In recent years, with the
rapid development of virtual three-dimensional technology,
there are many new branches of virtual reality technology,
among which virtual tour is an innovative development of
virtual reality technology [19–21]. Virtual tours are often
used to showcase design results and put people in a virtual
three-dimensional environment. *rough dynamic

interaction, the immersion type of multi-angle and omni-
directional inspection of future buildings is carried out. *is
is beyond the traditional architectural effect maps. Virtual
tour technology showcases the design results while also
considering the overall audience. *e architecture of the
multimedia system is shown in Figure 2.

2.3. Landscape Design with the Media or Multimedia.
With the continuous development of science and technol-
ogy, various countries have increased their research efforts
on new media, an emerging industry, and promoted the
development of new media in many fields. In urban land-
scape design, multimedia is designed from a more scientific,
advanced, and diversified perspective, matching with the
information network of modern society, broadening the
scope of design, broadening people’s horizon, and changing
the traditional design theory. *e perfect integration of new
media and landscape design marks the initial formation of
modern urban landscape design, and also reflects the in-
extricable connection between them. *e emergence of new
media has made the Chinese urban landscape design
transition and transformation from traditional artificial
design to more modern design. New media art can not only
give modern landscape design a new life, but also help
designers directly absorb nutrients and knowledge through
the visual experience and intuitive feeling conveyed by new
media. New media use computers and other equipment to
process information and images, use information and digital
technology means for landscape design, expand the creative
space, so that the human design concept and computer
together organically, and is an important breakthrough in
design [22, 23]. *is has significantly broadened the original
boundaries and scope. Using only multimedia for landscape
design, as shown in Figure 3, is more intuitive with ani-
mation effects and certain visualizations.

In modern garden landscape design, we adopt advanced
digital media technology, give full play to the advantages of

LCD
Wall Display Projection

Projection
screen

Video display with high clarity
and big picture

Display text, pictures, objects,
and film information

High definition
hybrid matrix

Video
conferencing

DVD Camera PC

Figure 2: Virtual roaming technology architecture.
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digital media technology, integrate landscape design re-
sources, combine the application of modern design ele-
ments, form diversified design styles, and meet the
personalized needs of modern people for landscape with the
support of rich landscape design content. During the use of
digital media technology, we can integrate the elements of
the times, adjust the design style and scheme content, and
automatically convert and process different design forms, so
as to ensure that design is no longer limited to traditional
paper design, but with the help of digital media technology,
we can introduce innovative design ideas andmodern design
elements to form a more diversified and three-dimensional
aesthetic orientation. Using digital media technology to
carry out garden landscape design can integrate application,
transform application, refine application design elements,
integrate with modern social elements, and improve the
aesthetics of design. On the one hand, digital media tech-
nology is used in the specific design. With the support of
advanced technology, various artistic elements are read-
justed and processed to integrate into modern design and
enhance the sense of design art; on the other hand, through
the network platform in digital media technology, we can
provide a variety of aesthetic options, so that the design
content is full of strong sense of art, and increase the artistic
expression channel of the design, so that we can collect more
creative content and elements of garden landscape design
with the help of advanced digital media technology, and
fundamentally improve the aesthetics of the design. In the
process of innovative use of advanced digital media tech-
nology, the quality and level of each design can be improved.
*e application of digital media technology can broaden the
scope of relevant design, integrate art theoretical knowledge
and design practice, and broaden the source channel of
design art and creativity; ensure the depth of design, create a
mature landscape design system, ensure the efficient
implementation of design work, and fundamentally improve
the design quality and effect; by using the analog system and
design research system in digital media technology, this

paper analyzes whether there are problems in landscape
architecture design and puts forward corresponding recti-
fication suggestions and countermeasures. *rough effective
measures, complete the tasks of landscape architecture
design, improve the current development situation, high-
light the positive role and advantages of digital media
technology in landscape architecture design, and form a
systematic working mode and system.

3. Relationship between Landscape Design and
Artificial Intelligence

In the modern landscape design, the design concept is
backward and the technical level is not high. Design di-
vorced from practical problems, the emergence of artificial
intelligence technology, can solve these problems to a large
extent. Changing landscape design with intelligent design
not only allows us to play better, but also to engage with our
environment more effectively, like smart lighting. In this
way, we are not only protected from light pollution, but also
can be a free man living in harmony with ourselves [24]. *e
combination of intelligent public facilities and background
music not only brings people a kind of enjoyment, but also
helps relieve people’s psychological pressure. A large part of
the carrier of landscape design is green plants and public
facilities. In the past, park landscape was mostly for its own
amusement, and artificial intelligence landscape can share
the source, protect the environment, and help each other.
Intelligent garden design is also conducive to the promotion
of local cultural customs and do complement each other.
Under the premise of not violating the law of nature, set a
variety of interests as one.

*e elements of landscape planning and design include
natural landscape elements and artificial landscape elements.
Among them, natural landscape elements mainly refer to
natural landscapes, such as large and small hills, ancient and
famous trees, stones, rivers, lakes, oceans, etc., *e artificial
landscape elements mainly include cultural relics, cultural

Figure 3: Visualization of landscape design using multimedia technology.
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sites, landscaping, art sketches, trade fairs, buildings,
squares, etc., *ese landscape elements provide a lot of
materials for creating a high-quality urban space environ-
ment. However, to form a unique urban landscape, it is
necessary to systematically organize various landscape ele-
ments and combine geomancy to form a complete and
harmonious landscape system and an orderly spatial form.

*e gradual improvement of scientific and technological
level has played a great role in promoting the development of
AI technology [25]. In landscape design, the application of
AI technology can often effectively solve many adverse
factors in the process of landscape design. In the past, some
technical problems were often involved in the work of
landscape design. It is difficult to ensure efficient and fast
solution of problems when some technicians do not have
enough knowledge reserve. In the long run, the quality and
effect of landscape design will be affected. *e application of
artificial intelligence technology in landscape design not
only helps to avoid light pollution, provides opportunities to
get along with nature, but also alleviates psychological
pressure. In addition, landscape design focuses on green
plants and public facilities. On this basis, the application of
artificial intelligence technology can achieve artificial in-
telligence landscape, promote resource sharing, provide
favorable conditions for the complementary of landscape
design and local culture, and ensure the maximum im-
provement of the actual benefits of the landscape.

At present, the concept of landscape design is still not
closely related to society, so it is easy to see scenes where the
design scheme does not conform to the actual situation.
*erefore, the application of AI technology to design can
greatly avoid such problems. In the process of landscape
design in the current society, a large amount of information
needs to be collected and sorted out in advance by designers,
and there are also many technical problems that need to be
adjusted, which requires designers to have enough knowl-
edge reserve. *rough the application of AI technology,
computer programs will complete their own retrieval, col-
lation and display of required data, technical data, similar

designs, which to some extent reduces the difficulty of de-
sign. *e relationship between designers and AI design is
shown in Figure 4. At the same time, the introduction of AI
into landscape design can provide better conditions for the
combination of human and environment. For example,
according to AI lighting technology, light pollution can be
effectively adjusted, and the actual utility of landscape can be
further enhanced.

Rebuilding landscape design with intelligent design not
only allows us to have a better recreation, but also allows us
to participate more effectively in the environment. Intelli-
gent lighting, for example, not only keeps us free from light
pollution, but also makes us a free person living in harmony
with nature. *e combination of intelligent public facilities
and background music can not only bring people a kind of
enjoyment of life, but also help to alleviate people’s psy-
chological pressure.

4. The Role of Artificial Intelligence in
Landscape Design

As shown in Figure 5, each step of the landscape design
phase can be participated in by AI technology.

4.1. SiteConditionAnalysis Phase. Investigation and analysis
of site conditions is a key task of modern landscape design
and a basic element to ensure the high practicability of
design schemes. In this stage of practice, many projects can
be completed using artificial intelligence technology.

For example, in the process of remotely scanning and
taking pictures of a hill using an unmanned aerial vehicle, a
3D image of the hill in the range needs to be generated in the
software and the corresponding vertical information ob-
tained. In this section, manual operations are still required
during the above operations. Once the routes are set, the
UAV can automate the acquisition of required data infor-
mation based on the settings. Similarly, in the landscape
design, human behavior needs to be considered, and the

Design
ideas

Input

AI

Perfect landscape design

designer

Characteristics of landscape design;
Past experience in landscape design;
Landscape design parameters:
Landscape design reference template;
Etc.

Figure 4: Relationship between designer and AI landscape design.
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behavior of human in the landscape needs to be analyzed in
advance in Guilin. *e traditional way of working for this
task is to make final design decisions based on-site survey,
planning information and work experience around the site.
By using AI technology, the software system can auto-
matically analyze and determine the direction and pattern of
crowd gathering, avoiding the subjectivity of experience.

4.2. Project Conceptual Design Phase. In the concept stage of
landscape greening, designers are required to complete the
preliminary design drawings according to the actual needs.
However, due to some subjective and relatively abstract
needs, the current level of AI technology can hardly be
completed by itself, and manual help is still needed.
However, it is not impossible to design with AI. Current AI
technology has a high advantage in collecting information.
In the original process of finding ideas, designers tend to
store according to their previous experience, relying on the
past design, although it will be efficient, but easy to produce
uniform but poor results. But now, with the help of AI
technology, AI can automatically retrieve and store related
designs, or it can automatically design based on large data.
*e elements and design drawings in AI are shown in
Figure 6. Designers just need to enter keywords into the AI
system to get new designs and enhance their uniqueness.

4.3. Design Deepening Stage. AI technology plays a more
advantageous role in the design deepening phase, especially
because the conceptual framework has been initially defined
in the previous conceptual design phase of the project. So,
this stage only needs to start the specific work layout, in-
cluding material selection, color matching, determining the
size of each detail part, each streamline relationship, the
distribution of each function space, and so on. At this point,
AI technology can help designers make decisions.

4.4. Expansion Design Phase and Construction Drawing De-
sign Phase. When this stage is reached, the landscape design
scheme has initially emerged, which can quickly achieve the
operability of the scheme according to AI and solve its
potential minor imperfections. At the same time, if the
design needs need to be changed, AI technology can give full
play to its advantages and help designers to adjust and
change the landscape design through artificial intelligence
technology.

Taking artificial neural network (ANN) as an example,
ANN can interact with the real world like biological neural
system and is composed of simple units and parallel
interconnected networks. In the field of cognitive science
and machine learning, artificial neural networks have
learning ability. *e network will automatically recognize

Design
requirements

Site condition analysis

Expansion Design and
Construction Drawing Design

Project design
deepening

main subject design

Figure 5: Landscape design stage steps.

Figure 6: Design elements and drawings in AI.
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similar images through learning. *is function is of a great
significance to the prediction problem in the field of
landscape architecture; moreover, it has strong expression
ability and can fully approach complex nonlinear relations.
*e ability of associative memory is also a feature of artificial
neural networks. When modifying or adding new features,
only the parameters corresponding to the new features are
trained, which has little effect on the original network pa-
rameters. *erefore, artificial neural network can provide
scientific and efficient research methods and theoretical
basis for landscape architecture design and resource man-
agement. In recent years, artificial neural networks have
been widely used in simulation prediction, evaluation, and
landscape classification.

5. Application of AI in Landscape Design

*rough the intervention of AI technology, the landscape
construction has begun to transform from traditional to
modern, and the design mode of AI has endowed the
modern landscape construction with new significance. In the
past, traditional design concepts pursued practicality and
function, ignoring the satisfaction of aesthetic feelings. AI
uses computers to make perfect processing in graphics,
sound and animation, and brings wonderful visual experi-
ence to people, so as to produce beautiful effects. *e new
design method innovates the landscape design, satisfies
people’s pursuit of beauty, and makes the modern landscape
design enter a new era. [26–28]. Artificial intelligence will
energy technology applied in the landscape construction,
can make up for the inadequacy of human technology, break
through the technical problems, artificial unable to complete
the construction work, for example, in the early stages of the
design, artificial intelligence can be used to calculate the
accurate virtual images, simulate the real design, improve
design scheme is practical and scientific nature in the design
stage of implementation. artificial intelligence can calculate
the actual topography, climate, temperature, and other
corresponding plant and structural material types through a
large amount of data, so as to carry out site construction
more scientifically and effectively, and achieve the purpose
of improving the quality of the project [29, 30].

5.1. Application of AI in LandscapeArchitecture Construction.
*e application of artificial intelligence technology in gar-
dening construction can make up for the shortage of arti-
ficial technology, break through the technical difficulties,
and complete the construction work that cannot be com-
pleted by artificial. For example, at the beginning of the
design, artificial intelligence is used to calculate accurate
virtual images and simulate real design scenarios, so as to
improve the feasibility and scientific of the design scheme. In
the design and implementation stage, AI can calculate plant
species and building materials corresponding to the actual
terrain, climate, and temperature through large data, so as to
carry out field construction more scientifically and effec-
tively, and to achieve the purpose of improving the project
quality.

5.2. Application of AI in Water Landscape Design. Water
landscape plays an important role in landscape design, and
its design is often closely related to the effect of the whole
landscape design. In the past landscape design, fake wa-
terfalls, artificial hills, simulated fountains, and so on will be
introduced to expand and enrich the landscape of the whole
garden. Such a design can bring visual appreciation to a
certain extent, but lacks vitality, cyclicity, and sustainability,
and has a relatively high maintenance costs in the later stage,
and is easy to cause tourists to fall into aesthetic fatigue.
Based on this, AI technology will play a very important role
in water landscape design.

In practice, the role of smart sensor technology can be
fully used to form light shadows pools, music fountains, and
so on, to build a water landscape system with sustainable
recycling performance, giving more vitality to the water
landscape. For example, you can set up an open space in the
center of a fountain and install a gravity sensor on its
bottom. When the gravity of the corresponding surface area
reaches a certain value, the flow of water and light from the
surrounding fountain turns on and stops within 30–60
seconds. At this time, people can take photos and play in the
center of the fountain to interact with the water view. In this
way, the purpose of improving the effect of water landscape
design is achieved, and the upgrade of the whole modern
landscape design is also promoted, the flow of which is
shown in Figure 7.

5.3. Application ofAI inGroundPaving. In landscape design,
the paving of the ground should first have a hardening effect
and preferably be enjoyable to enhance the visual aesthetics.
However, the traditional floor paving only has a hardening
effect, it is just an ordinary paving, wasting the value of
appreciation [31]. Using large data in AI technology for color
analysis and changing the color of the ground paving
according to different natural light can make the paving not
only have hardening effect, but also display certain visual
effect, and achieve the unified design effect of aesthetics and
function.

Ground paving is also an important content in modern
landscape design. On the basis of guaranteeing its intensity
(guaranteeing its function), we need to further optimize its
visual effect and aesthetic level. However, in the past
landscape paving design, under the condition of ensuring
the overall function, it is difficult to obtain more rich and
diverse visual effects, and the overall aesthetic feeling is not
ideal. With the application of artificial intelligence tech-
nology, the above design goals can be achieved and the
coexistence of function and aesthetics can be achieved. In
practice, large data technology can be used to carry out color
analysis, adjust the color of ground paving according to
natural light, and improve the aesthetic degree of garden
tiles, as shown in Figure 8. At the same time, it can also play
the advantage of projection technology, put dynamic images
on the ground, and promote the upgrade of landscape
ground paving design.

In addition, when carrying out ground paving design
relying on artificial intelligence technology, you can also
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refer to the setting of “stair piano” to create similar land-
scapes such as “ground piano board,” which will attract
people to the landscape garden experience, realize the in-
teraction between the landscape and people, and enrich
people’s experience. *is will make the landscape interact
with people and enrich their experience.

5.4.1eApplicationofArtificial Intelligence inVisualLighting.
In the past, in landscape design, lighting paid more attention
to function (lighting) and atmosphere adjustment, and
relatively ignored the aspects of humanization and inter-
action. *e emergence of artificial intelligence technology
has brought a new visual experience to lighting design. *e
application of artificial intelligence technology can bring
more rich visual experience to people and make up for the
defects of lighting landscape design in the past landscape
architecture. For example, smart lighting includes an in-
telligent sensor system that can effectively perceive the light
in the environment, and on this basis, adjusts the light
intensity and color of the lighting to reflect the humanization
and interaction of the lighting landscape.

In practice, artificial intelligence technology is widely
used in three aspects of modern landscape lighting design:

(1) time controller and latitude and longitude controller.
Based on the change of latitude and longitude in
different areas, the accurate prediction of time change
can be achieved, and on this basis, the landscape
lighting system can be intelligently controlled.

(2) GPRS wireless landscape lighting remote monitoring
device. With this equipment, the gardening

administrator can grasp the actual operation of all
the lights in the gardens in real time, comprehen-
sively and truthfully. *rough the analysis of these
data information, the parameters such as the elec-
trical power of lighting fixtures can be determined,
which can provide data information support for fault
analysis and treatment, and ensure the long-term
stable operation of the lighting system in gardens.

(3) Semiconductor landscape lighting. Depending on
the reasonable adjustment of lighting time and in-
tensity, and on the basis of meeting the actual
lighting needs of modern landscape gardens, the use
of electric energy is reduced.

In the future, landscape design and artificial intelligence
technology can also be applied in more areas, such as: the
intellectualization of background music, combining people
with music, can not only heal the mind, enlighten life, but
also promote national culture; intelligent lighting not only
combines buildings with people organically, but also creates
a living place free from light and pollution to better entertain
the public without affecting others. Intelligence of public
facilities, such as changing some garbage cans to smart robot
garbage cans, can bemoved to facilitate garbage disposal etc.,

6. Discussion on the Application of AI in
Landscape Design

Will designers be replaced by AI? What is the meaning?
It is found that the algorithm can summarize the uni-

versal laws of site design through a large number of mature
cases, such as “the relationship between layout and site
conditions,” “the relationship between the layout in the park
and the layout outside the park,” “the relationship between
spatial functions and specific design language,” and even
summarize some abstract design feature information.
However, the design work is far from this. Take a common
example of design work. Assuming that a large-scale country
park is to be planned at this time, it is likely to experience the
following situations: party A proposes that it should adhere
to national policies and make “characteristics,” but the
budget is not high. After a week of discussion, we finally
decided to take “carbon neutrality” as the main goal. At this
time, I immediately encountered a new problem: how to
calculate the carbon reserves? How to balance the revenue
and expenditure of carbon source and carbon sink? After
another week of discussion, the overall technical route was
finally defined. However, once the report was made, there
was a new problem: how to make features? At this time, we
need to summarize the existing relevant planning and design
cases, study the characteristics of the site, and study how to
put forward a scientific and objective overall planning and
design scheme for the site under the condition of low budget.
In the course of design revision, we will also face various
problems, ranging from land policy and ecological pattern to
special budget, materials, and plant selection. In contrast, a
designer is an expert in solving problems, and landscape
architecture is a comprehensive discipline that balances
society, nature, and economy. *ese are the meanings of

Various paving methods Differentlight sources

Figure 8: Dynamic adjustment of the paving image under different
light sources.

Sensor fountain

executive system

Feedback implementation results
a�er implementation

Figure 7: Intelligent water landscape design diagram.
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designers’ existence, and also abstract problems that cannot
be solved by AI alone. *erefore, automatic design is only a
link in the design work.

*erefore, the application of artificial intelligence in
landscape architecture design belongs to the exploration of
new productivity in landscape architecture industry and the
exploration of new production forms in landscape archi-
tecture industry. As the landscape architecture industry has
become normal to work overtime and stay up late for re-
petitive drawing, the generation system driven by artificial
intelligence can also achieve the production efficiency of
thousands of solutions per second. Why is such an amazing
productivity meaningless? And mining the universal laws in
planning and design with the help of generative confron-
tation network to build a new human-machine collaboration
method, which is only focused on the application research of
a small stage in the design industry workflow. *e com-
prehensive intelligent upgrading combining BIM, Lim,
UAV, Internet of *ings and other cutting-edge technolo-
gies will come in the near future, and the new human-
machine cooperation forms matching the new productivity
will also be accelerated.

7. Conclusion

Explore a more technical parameterized design method for
architectural landscape design, combining artificial intelli-
gence with landscape planning and design, and developing a
landscape planning and design method that integrates ar-
tificial intelligence parameterized analysis. *is is a new
design branch, which is an extension of landscape design
method based on artificial intelligence technology.

Multimedia is becoming more and more important in
landscape applications. Due to the public demand and the
diversity of social strata, contemporary landscape also shows
a diversified trend. Although the future landscape may not
necessarily be developed in the direction of multimedia, the
future landscape will increasingly use multimedia technol-
ogy, which represents one of the future directions of
landscape development.

Electronic information expressed by multimedia devices
has become an important element of landscape design,
carrying the fusion of different cultures and technologies in a
new form.

8. Limitations and Future Work

Although artificial intelligence technology is more and more
applied in landscape architecture research, the ability of
artificial intelligence to solve the uncertainty and complexity
problems of landscape architecture still fails to meet people’s
pre-requirements, and it is even more difficult to integrate
the uncertainty and complexity problems of landscape ar-
chitecture into a system framework. First of all, the tech-
nology of integrating a variety of artificial intelligence
methods is not perfect. At present, there is no more suitable
advanced architecture for integrating a variety of artificial
intelligence methods. Secondly, to build an artificial intel-
ligence model in landscape architecture research, we need

not only landscape architecture knowledge, but also com-
puter science, geography, biology, and other multidisci-
plinary knowledge. If there is a lack of professional
knowledge, we cannot build an ideal artificial intelligence
model. *is requires that each modeler should have a wide
range of knowledge. Although the application of artificial
intelligence technology in landscape architecture is not
mature at present, with the rapid development of artificial
intelligence technology, more artificial intelligence will be
applied to landscape architecture research. *e intelligent
development of landscape architecture in the future needs to
actively try to integrate a variety of technologies to establish
a landscape model with mixed artificial intelligence
methods, and accelerate the automation level of landscape
architecture research.
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In the era of “Internet +,” the deep integration of party building in colleges and universities and information technology is the
objective need for the modernization of the party’s government in colleges and universities and the realization of science. Starting
from the concept of the smart party-building platform in colleges and universities, this study analyzes the current situation of the
informatization and intelligence of party-building work in colleges and universities. Combined with the current development
needs of the party-building work in colleges and universities, starting from the significance of the construction of the smart party-
building platform in colleges and universities, the ideas and main research studies on the construction of the smart party-building
platform in colleges and universities are expounded. Contents describe the construction path and implementation method of the
university wisdom party-building platform in order to construct a reasonable and efficient university wisdom party-building
platform construction plan.

1. Introduction

With the rise of “Internet +,” the self-construction of grass-
roots party organizations in colleges and universities, and
the continuous increase in the scale of party members, the
pressure on party affairs’ management staff has increased,
and some colleges and universities have begun to seek more
intelligent management models’ concept which came into
being. )e so-called smart party building in colleges and
universities [1] is the era title of informatization and digi-
tization of party building in colleges and universities in the
new stage of informatization development [2]. )e level of
party members of teachers and students expands the party’s
presence and digital influence in colleges and universities,
improves the service level of party organizations in colleges
and universities, and consolidates the new platform, new
model, and new form of party organization management

ability in colleges and universities [3]. )e formation of
smart party building in colleges and universities [4, 5] has
gone through a process from scratch, from slogan to initial
realization. In the beginning, everyone focused on the re-
search on the necessity and possibility of Internet + party
building in colleges and universities, and how to build the
Internet +)e new system of party building in colleges and
universities has become the main theme of the reform of
major colleges and universities [6]. )e focus of the research
is on how to integrate party building in colleges and uni-
versities into the mobile Internet platform [7]. Subsequently,
a very small number of colleges and universities began to
carry out research on the realization and application of
smart party building, trying to take “Internet + student
growth” as their work idea, such as the “NetEase Class” of
Southwest Petroleum University. However, in general, the
existing research on high-intelligence party building
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platforms [8] is still at a relatively shallow level, and the
constructed platforms also generally have the characteristics
of a single function, weak data sharing, and poor versatility.

Smart party building is a new application of information
technology in the field of party building in the “Internet +”
era [9]. Making full use of information technology means
building a new smart party building platform to give full play
to the smart party building platform to closely connect with
the masses, standardize the management of party members,
and improve service levels and scientific levels [10]. It is a
necessary measure to train qualified builders and reliable
successors of the party and the country, and it is an inevitable
choice to promote the quality of party-buildingmanagement
in my country’s colleges and universities [11–13]. Con-
temporary college students are all post-90s and digital na-
tives. Almost every college student has more than one
mobile phone or mobile terminal. Contemporary college
students are very active netizens, who provide sufficient
prerequisites for the “Internet + Smart Party Building Plat-
form.” It is realistic to build a smart party building platform
and strengthen the innovative practice research of college
students’ party building work, and it is a necessary way to
make the party building work in colleges and universities
intelligent in the new era [14].

To build a reasonable platform for party building
wisdom in colleges and universities, it is necessary to grasp
the important advantages of smart party building in col-
leges and universities from the perspective of theory and
practice, strengthen the integration of network, informa-
tion technology, and party building, and integrate re-
sources so that the management of party building in
colleges and universities will become informatized and the
forms of publicity will become diversified [15]. Party-
building services are becoming smarter, and the following
points must be done. (1) Clarify the new tasks and new
requirements of the smart party-building platform in
colleges and universities, make full-use of the communi-
cation power of the mobile Internet, use big data means to
integrate resources, and actively explore the use of modern
information [16]. (2) Establish a platform for smart party
building in colleges and universities. Establish an party
member electronic information management system to
achieve unified, refined, and standardized management of
all party members, and achieve scientific and orderly
management of party member information and oral work;
establish an online party member examination system to
make party member development work smarter; establish
an online party school classroom. Develop the APP client
of the party building learning platform, transfer the
ideological education of colleges and universities to the
Internet, and realize the normalization of online education
through theoretical learning [17]. (3) Explore the man-
agement methods of the smart party building platform in
colleges and universities. Strengthen the analysis and
judgment of data, improve the accuracy of services, and use
relevant policy support and technical means to ensure the
safe and effective operation of the party-building platform
[18]. Functional modules of the smart party building
platform are shown in Figure 1.

2. The Goal of Building a Party Building
Platform That Integrates
Internet Technology

In order to implement the requirements of the central party
building work, the party and government departments of
colleges and universities should make full use of information
technologies such as the Internet, cloud computing, big data,
and artificial intelligence. Smart management: through the
establishment of a smart party building platform, party
members are connected to the Internet, the organization is
built on the cloud, and the Internet can be integrated into the
work, life, and study of party organizations and party
members in a timely and effective manner, so as to realize
scientific decision-making, learning, and education of party
organizations. Use data to achieve precision, use intelligence
to achieve prediction, and help provide comprehensive
services for teachers, students, and party members in col-
leges and universities in the digital space [19].

)e current smart party building work is carried out in
various forms [20]. It is no longer bound by traditional
methods. Instead, it uses the Internet to realize party
building informatization, establish a smart party building
system, and facilitate the implementation of the party’s line,
principles, and policies, so as to realize the realization of the
party central committee. With the proposed goal of strictly
governing the party, the smart party building platform
provides platform convenience, time convenience, and space
convenience for realizing the party building work goals.

)e construction of party-building cloud platforms in
colleges and universities must be closely integrated with the
spirit of the 19th National Congress of the Communist Party
of China; it must be integrated with the political and
ideological work of schools. )e content of the platform
should be in line with national conditions, party conditions,
and school conditions, and in line with the law of teacher
and student growth. Clarify the purpose of building a cloud
platform for smart party building in colleges and universities
under the new situation and fully reflect the practicality,
practicability, and effectiveness of the platform [21] so that
teachers and students can learn more efficiently and work
well, and party building organizations are more effective, so
as to ensure end customers. )e number of party members

"Smart" party building platform in colleges and universities
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Figure 1: Functional modules of the smart party building platform.
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engaged in online self-learning facilitates, to the greatest
extent, the study and lives of the majority of party members,
teachers, and students. Second, optimize the top-level design
and improve the platform functions. Under the background
of “Internet +,” the smart party building work in colleges and
universities is highly political, professional, and systematic.
)e construction of the smart party building cloud platform
should be regarded as part of the smart campus construc-
tion, and college leaders should attach great importance to
the smart party building cloud platform. Top-level design
and overall planning: give full play to the advantages of the
network platform, summarize the main characteristics of the
new era and new technology applications, analyze the main
problems, and study how to establish and improve the
platform design and guarantee mechanism. Establish the
concept of “big party building” and improve the platform
modules and functions [22], including party building
publicity, party member service, party affairs management,
party member education, party discipline supervision, party
member evaluation, and other modules. Use learning
platforms, such as portal terminals, mobile apps, and
WeChat public accounts, to give full play to the inter-
communication, mutual integration, and interaction func-
tions of “Internet +” and realize the design goal of the smart
party building cloud platform. )e rapid development of
“Internet +” technology has brought great changes to the
management of colleges and universities. At present, most
domestic colleges and universities have their own complete
website construction. With the increase in party affairs’
work, it is imperative to open a special portal website for
party building on the school homepage. )e portal website
must have a group of professional management personnel
and work according to national laws, top-level reality, and
the actual situation of the school. Do a good job in the
planning of each module, daily update of content, inter-
connection and interaction, question answering, back-
ground management, etc., and do a good job in the
management of WeChat public account platform and
mobile APP receiving platform, rather than one or several
topics at present module link, and manage lax state. It can
really play the role of the portal website and bring conve-
nience to the study and lives of party members. Second is the
construction of the WeChat public account platform of the
Object Wisdom Party Building. Relying on “Internet +”
thinking, the WeChat public account receiving platform for
college wisdom party building can transmit text, pictures,
videos, and other information anytime and anywhere,
allowing college party members and cadres to break the
limitations of time and space to browse and read the party’s
policies and information anytime, anywhere, and learn the
latest. )e tasks and priorities of the work are well illustrated
and immersed. Online party member education is carried
out through the WeChat public account, interactive com-
munication, understanding of party members’ ideological
dynamics, and understanding of the deficiencies in party
building work so as to improve the management level and
improve the effect of learning and education. )ird is the
construction of the mobile APP platform of the object
wisdom party building. Under the “Internet +”

environment, the construction of the party building mobile
APP platform is very convenient. For example, the
“Learning to Strengthen the Country” mobile APP platform
that all our party members are paying attention to every day
is good learning receiving platform. Use the mobile phone
APP smart party building platform to push news content
from time to time, carry out online comments and points
learning, and regularly promote the Communist Party
members’ mobile newspapers with clear themes and vivid
content to attract the attention of party members and cadres.
Improve the attention of party members and cadres through
points ranking, points exchange, etc., so that party members
and cadres can improve themselves through learning and
fully understand the importance of learning to strengthen
the country and the school.

To achieve platform convenience [23], the smart plat-
form built by the smart party building contains a variety of
functions, which are intended to transfer the offline activities
of the smart party building work to the online, which is more
conducive to the development of the smart party building
work, and the offline activities are transferred to the online,
so that more party members can view and participate at the
same time, and there will be no crowding when offline
activities are carried out. )e party building platform solves
this problem very well. Give full play to the supervisory role
of the masses. To achieve time convenience, traditional party
building work requires smart party building to commute to
get off work regularly. When there is a need for study,
training, or business trips, you cannot participate in the
party-building work of the unit, and you can only go back to
the unit to carry out tutoring, resulting in tight working
hours; the effect of tutoring is also unsatisfactory. Due to the
inconvenience of space, the traditional party building work
is difficult to convey information due to the inconvenience of
space, and the policies and lines of the Party Central
Committee may be “changed” when they are communicated
to the grassroots. )e establishment of the smart party
building platform has solved this problem very well. Party
members can use the examination function to strengthen the
study of party regulations and party constitutions. )e party
rules and regulations are imprinted in the heart. )e “smart
party building” platform system is different from other party
building platforms used in colleges and universities in the
past [24]. )e objects it serves not only are limited to party
members and comrades but also include all party identities
inside and outside the party, from party applicants to official
party members (Figure 2).

)e significance of artificial intelligence and Internet
technology applications in party building work is mainly
reflected in the following three aspects. )e use of big data
technology to achieve innovation in party building work:
after the adoption of cloud computing big data technology,
on the one hand, the teaching and labor party branch and
student party branch of our college party affairs’ workers at
the highest level can understand the work dynamics of party
organizations in a timely manner based on real-time data
and clarify the direction of each party affairs’ activity. Data
technology provides great convenience. On the other hand,
through the analysis of online data on the platform [25], we
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member in terms of learning dynamics, work and life, etc.,
which is conducive to the higher-level party organizations
carrying out intraparty care and drawing closer relationships
with teachers and students.

3. The Construction of the Platform

For the construction of the cloud platform for smart party
building in colleges and universities, it is necessary to grasp
the principles and construction methods of platform con-
struction according to the tasks and goals of platform
construction. At the same time, plan and design each
functional module, build it in one step, and formulate a
sound management system to ensure the normal operation
of the platform.

3.1.TechnicalRoute. )e platform technology architecture is
divided into four layers. )e bottom layer is the hardware
layer, which adopts a safe and reliable elastic cloud platform,
which can be elastically expanded according to the size of
party members. )e data layer is the three core databases of
the three party building platforms. )e middle layer is the
business layer, with the AI intelligence engine as the core,
providing a storage engine, search engine, analysis engine,
content engine, learning engine, data cache, and other ca-
pabilities. )e top layer is the user access layer, which is
mainly used for external publicity and serving party
members and the masses. )ere are four access methods for
the server: portal website, mobile app, WeChat public ac-
count, and interactive terminal all-in-one. Party workers,
party members, and the masses can easily obtain party
building resources and services through different channels.
Party organizations can conduct organizational work,
content updates and decision-making analysis through a
unified management platform [26]. )e technology road-
map is shown in Figure 3.

3.2. Functional Framework. A functional framework is
shown in Figure 4. )e three core databases of the platform
include the party member and organization information
database, party building information and learning content
database, and party member and organizational behavior
database, which are used to support the realization of “party
building publicity, learning, and education, interactive
services, party affairs’ management, and party member
evaluation.” )e Party Building Propaganda Center is a
column where the party organization publishes important
news within the party, and it is a new frontier for party
building propaganda; the Learning and Education Center is
the “handheld party school” for party members, providing
party members with original texts, VR, courses, and other

forms of learning content; the party member interactive
service center allows party members to post “work,
achievements, and highlights” to form a party building work
atmosphere that loves interaction and diligent sharing; the
party affairs’ management center can help party organiza-
tions at all levels manage party member information, carry
out organizational life, and transfer online. Receive party
work such as organizational relations and online collection
of party dues; the party member evaluation center generates
a medical report by conducting consultations on party
members’ learning effects and recommends learning content
to improve party members’ learning effects; the scientific
decision-making center for party building provides party
organizations at all levels. )e AI intelligent engine is the
core of the system. )rough natural language analysis of
party members’ speeches and discussions, it depicts party
members’ portraits and knowledge maps and accurately
recommends learning content based on the analysis results.

3.3. Functional Module Design. Platform functions need to
be divided and designed from the perspective of user usage
habits according to business needs and business processes
and follow the standards of identity authentication, infor-
mation security, sharing, and exchange of the national or-
ganization system.

3.3.1. Party Building Information. Party organizations at all
levels can publish hot information, advanced models, and
clean government models through the party building in-
formation module and provide innovative and dynamic
propaganda content such as audio and video integration,
pictures, and texts. Party members can learn the basic
knowledge and theory of the party anytime and anywhere
through the three access methods of the platform. Infor-
mation must be reviewed by the administrator before it can
be placed in the corresponding section. )e system follows
the principle of “which level is the approval level and which
level is the release level.” For example, the information
approved by the branch secretary is open to view by all party
members under the branch; if the information has been
submitted to the higher-level organization department for
approval, all party members under the party organization
can view it. In terms of information content recommen-
dation, the platform realizes personalized and accurate push
of learning content based on the correlation characteristics
and popularity characteristics of party member portraits,
learning environment, and party-building content so that
the majority of party members can keep abreast of the party
and public sentiments they are concerned about. )e or-
ganizational activity management process is shown in
Figure 5.

Applicants for
party membership activists CPC memberDevelopment

object
Probationary
party member

Figure 2: Service objects of the “smart team building” platform system.
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Party workers initiate organizational activities through
the app and set the theme, time, and participants of the
event. Before the event starts, the platform automatically
pushes information to each party member. After receiving
the event notification, individual party members can feed
back their opinions to the branch. After the event starts,
party members check in after locating them through the app,
and the system automatically records and counts the check-
in situation. After the event, party workers can upload event
pictures and event summaries, and party members can share
their experiences.

3.3.2. Party Member Interaction. )e party member inter-
action module realizes the real-time networking of party
member management and organizational life. Party mem-
bers can share their experience and thoughts on party
building work, advanced deeds and pioneer stories around
them, or the effectiveness of paired assistance work on the
platform in the form of a “circle of friends.” On the basis of
giving full play to the vanguard and exemplary role of the
Communist Party members, we launch extensive propa-
ganda. Let the communication and interaction between
party members and party organizations and party members
and nonparty members no longer be limited by time and
space and be able to initiate communication and interaction
at any time and any place; changing the previous study
relying on on-site lectures, opinions must be presented face-
to-face, and evaluations are all thrown around.

3.3.3. Party Affairs’ Management

(1) Organizational Management. )e organization man-
agement module is used to maintain the information da-
tabase of party organizations and party members and realize
the management of adding, deleting, and querying infor-
mation for party organizations and party members. Party
organization information includes party organization code,
party organization name, superior party organization code,
party organization type, party organization structure, lo-
cation information, and other information. Support a
multilevel tree organization tree, which is consistent with the
data format of the Central Organization Department system.
Party member information includes name, gender, ethnicity,
place of origin, education background, date of birth, contact
number, ID number, whether the party has lost contact, job
position, code of party organization affiliation, adminis-
trative region affiliation, and other information. )e format
of party members conforms to the “Regulations for Infor-
mation Collection and Reporting of the National Party
Member Information Database of the Organization De-
partment of the Central Committee.”

(2) Work Ledger. )is module provides two categories of
work ledger management of party organization and party
affairs work.)e party organization ledger includes the party
committee work ledger, the party general branch work
ledger, and the party branch work ledger. )e platform for
party building work standardizes the configuration of work

items, and this module can provide two categories of work
ledger management of party organization and party affairs’
work according to the organization. )e party organization
ledger includes the party committee work ledger, the party
general branch work ledger, and the party branch work
ledger. )e platform party building work standardizes the
configuration of work items and can be stratified according
to the organization.

(3) Work Assessment. )is module provides an online as-
sessment function for party (general) branches and party
members. Party (general) branch assessment includes
branch self-assessment, branch mutual assessment, leading
group scoring, and publicity of assessment results. )e as-
sessment of party members includes self-assessment of party
members, democratic assessment, scoring by the leading
group, and publicity of assessment results. )e platform
automatically provides the basis for assessment indicators
and calculates quantitative scores based on party-building
data, which greatly reduces the complexity and workload of
assessment work and improves assessment standardization
and transparency.

(4) Task Management. )e party building work management
department can decompose and issue various daily or pe-
riodic important work items to the responsible department
or person in charge for processing, set the type and com-
pletion time of the task, and conduct real-time tracking and
penetrating supervision of the task. Party workers can use
text messages to remind or urge the responsible person, and
the responsible person can also give feedback on the
implementation of the work in the task management pro-
cess. )e platform can centrally monitor and summarize key
tasks, which is conducive to strengthening the imple-
mentation of various party-building work items and forming
efficient cooperation in party-building work.

(5) Cadre Management. )is module establishes a complete
information file of party members and cadres, records the
basic information of party members and cadres, resumes,
work experience, family situation, important social relations,
elected representatives, and committee members, and re-
alizes the daily management of cadres, learning, and ex-
amination, assessment, and selection. Full coverage
standardizes the whole process of management cadre as-
sessment, provides cadre selection and appointment and
management assessment supervision mechanism, and
provides information support for colleges and universities to
select and employ personnel and conduct cadre assessment.

3.4. Online Teaching. Online teaching is divided as follows.

3.4.1. Online Learning. Relying on “new media” for learning
and interaction has become the new normal in the education
and training of party members and cadres. )e online
learning module can provide party members with content
such as national policies, party history MOOCs, school
regulations, party work priorities, party affairs research,
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agricultural history and school history, and VR represen-
tation of red scenic spots. )e platform records the learning
content, time, comments, and other learning behavior data
of party members for evaluation and analysis of learning
effects.

3.4.2. Exam Management. Exam management is divided
into three parts: question management, paper management,
and examination management. )e range of test questions
includes the platform’s own question bank and a user-
uploaded question bank, and the types of questions are
multiple-choice, multiple-choice, and judgment. Adminis-
trators can batch import test questions through an Excel
spreadsheet. Before the test, the administrator can auto-
matically generate test papers with random questions from
the question bank or manually select the test questions to
form the test paper and set the test time, question score, test
object, and other information on the test paper. After party
members submit test papers through computers or mobile
phones, the platform will automatically grade the papers and
calculate the total score.

3.5. Intelligent Analysis. Intelligent analysis is as follows.

3.5.1. Portraits of Party Members. )e image of party
members and cadres is related to not only the mass base,
influence, and appeal of the party members and cadres but
also the image of the party and the prestige of the party
organization. )is module creates three-dimensional por-
traits of party members from 26 categories and 145 sub-
categories. )e platform intelligently analyzes the learners’
thinking patterns of perceiving and processing information
from the semantics and context of comments and catego-
rizes the work behavior styles of party members into four
categories: perception, observation, thinking, and hands-on.
)e machine learning algorithm based on feature extraction

compares the text features of the comments with the built-in
keyword knowledge base of the system.)e level outlines the
overall level of party members’ learning effects, synthesizing
the semantic, context, and keyword features of the review
text and mining the relatively stable and lasting character-
istics of the learners in most cases, that is, the personality
traits through the learners’ behavior forms in different times
and situations. And from the personality traits of 16 di-
mensions such as gregariousness, self-discipline, and in-
telligence, it provides a reference for personnel placement,
adjustment, and rational use of party member resources.

3.5.2. Party Building Decisions. )e party-building decision-
making module realizes the function of supervising and
controlling the work of party members and party organi-
zations online. Party workers can supervise the attendance of
party members and track and manage the activities of lower-
level party organizations and grassroots party organization
meetings. )is module visually displays the statistical data of
the party organization, the statistical data of organizational
life, the statistical data of democratic appraisal, the statistical
data of the “three meetings and one lesson” learning, the
statistical data of the party members’ learning effect, etc.
)rough trend analysis, party affairs’ workers can under-
stand the work of grassroots party building and changes in
party building indices, and review the effect of special ed-
ucation in real time, so as to adjust and optimize party
member education strategies in a targeted manner to achieve
precise policy implementation.

4. Conclusion

To sum up, under the background of “Internet +,” infor-
mation technology provides a more complete and conve-
nient way for the cloud platform of smart party building in
colleges and universities and promotes the advancement of
party member education, management, and service with the

Branch members set up meeting informationOrganize a life

Start organizing your
life

Sweep the code sign in

Uploading activity tips Upload summaryUploading event photos

End of the activity

Automatic startup

All party members in the branch

Party branch members upload 
photos, experience. Party affairs 
worker uploads activity summary

Figure 5: Organizational activity management process.
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times. In the construction of the smart party building cloud
platform, it is necessary to clarify the construction goals to
ensure the wisdom of the party building management work.
With the innovation and improvement of the smart party
building cloud platform, it promotes the development of
party building work in colleges and universities, enhances
the vitality of party building work, and brings new vitality to
party building work. At the same time, it also provides new
ideas for the development of college construction work,
promotes the progress of grassroots teachers and students in
colleges and universities, and ensures the quality of grass-
roots party members. )e online education management
method of party members will improve the efficiency of
party affairs’ work. )e four advantages of the “smart party
building” platform will also be the necessary methods and
means of party building work in the future. From the
perspective of “Internet + big data,” party building work will
surely move forward steadily on the road of high efficiency
and technology.
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�e traditional topic-based auditingmodel lacks the ability of multi-object andmulti-abnormal correlation auditing, whichmakes
it impossible to solve the multi-scenario and multi-factor correlation-based auditing problem. �is paper designs an intelligent
power marketing audit model based on a knowledge graph. First, an entity identi�cation and relationship extraction method for
power marketing business based on NLP (natural language processing) and sequence annotation technology is proposed, and the
description content is imported into the knowledge graph database; then, semantic disambiguation and knowledge are carried out
by using bidirectional encoder representation from transformers (BERT). Link to build a knowledge map of business audit rules:
Finally, an experimental analysis is carried out by taking the copying and receiving business with a large business volume in the
marketing audit work as an example, and it is veri�ed that the proposed model can e�ectively improve the information analysis
ability and the audit accuracy of the audit work.

1. Introduction

As a basic work of power supply enterprise, power mar-
keting audit plays a very important role in ensuring the
economic market order of power enterprises and improving
their economic interests [1]. It is not only related to the
survival and development of the power supply enterprise
itself, but also directly a�ects the smooth operation of the
entire power system and even determines whether the na-
tional economy can continue to develop rapidly [2]. �e
development process over the years can be roughly sum-
marized into the following three stages. �e �rst stage:
According to the work experience, conduct random in-
spection of the marketing business, the main purpose is to
�nd problems. �e second stage: Based on the statistical
sampling technology, referring to the business audit scoring
system, the overall marketing business is audited, and the
main purpose is to evaluate the marketing business of each
department. �e third stage: Build a three-in-one audit
system, including online audit, sampling audit, and special
audit, to supervise the quality of marketing business from

di�erent dimensions, the main purpose is to reduce the
problem rate of marketing business to the greatest extent
and improve the level of marketing business.

However, with the continuous acceleration of smart grid
construction, the business scope of power marketing is more
extensive [3]. �e current electric power inspection work
faces some di�culties, such as the traditional inspection
work mode can no longer meet the requirements of current
social development, and there are still problems such as
backward inspection methods and low e�ciency. �erefore,
e�ective measures must be taken to solve these problems. It
is necessary to reform and innovate it, use intelligent in-
spection to improve the continuity and integrity of mar-
keting inspection work, and promote the continuous
improvement of marketing management level [4].

As a new type of semantic network analysis technology,
knowledge graph connects all knowledge points in series
through the correlation between things, displays them in the
form of graphs with di�erent structures, and has signi�cant
information analysis capabilities [5–7]. In this paper, the
construction of an intelligent power marketing audit model
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based on knowledge graph is introduced by taking the copy-
checking and collection business with a large business
volume in the marketing audit work as an example.
According to the traditional marketing audit sampling plan,
this business will be allocated more audit samples, so it must
invest more manpower and material resources. However,
because the sample problem rate of this business is relatively
low, most of the audit personnel’s time is spent checking
samples without problems, resulting in a waste of human
resources. (rough the use of deep learning algorithms to
complete knowledge identification and extraction, realize
the construction of business audit rules knowledge map,
greatly improve the accuracy and control efficiency of this
marketing business audit, and effectively ensure the man-
agement ability and work efficiency of business audits.

(e main contributions of this paper are the following
triple:

(1) Propose an entity identification and relationship
extraction method for power marketing business
based on NLP natural language processing and se-
quence labeling technology, break through the
original audit topic labels, and realize the con-
struction of a three-dimensional label database that
combines the basic attributes of customers with
hierarchies and classifications.

(2) Carry out semantic disambiguation and knowledge
linking based on bidirectional encoder representa-
tion from transformers (BERT), generate a knowl-
edge map of business audit rules, check and analyze
business content according to its own search rules,
and realize intelligent management and control of
audit business.

(3) According to the constructed intelligent power
marketing audit model based on knowledge graph,
take the copying and receiving business with large
business volume in marketing audit work as an
example to carry out experimental analysis to verify
that the proposed model can effectively improve the
information analysis ability of audit work.

2. Status Quo of Electric Power Marketing
Business Inspection and Research

2.1. Current Status of Research on Extraction of Knowledge
Elements in Power Marketing Business Inspection. (e re-
search of foreign experts and scholars on power marketing
audit management mainly focuses on the mode of marketing
audit and the division of supervision power [8]. After re-
search, Li et al. concluded that the functions of power in-
spection mainly include: inspection, investigation, and
execution [9].

(e degree of marketization of electricity in the United
States is relatively high, and the state-level government
enjoys great autonomy. (erefore, the supervision of mar-
keting activities in the United States is not unified by the
state, but each state conducts it separately under the
guidance of national laws. (is model makes the market-
ization of the power industry very deep, but it is not

conducive to the overall regulation and management of the
power grid [10].

From the perspective of foreign advanced power com-
panies, some power companies with advanced management
have incorporated marketing audit work into their daily
marketing work, and rely on the strong support of infor-
mation systems to effectively monitor data [11]. For ex-
ample, the marketing information system of Tokyo Electric
Power Company of Japan is inclined to the checking of
relevant data and logic, and through the automatic review
and judgment of the system, the correctness of business
execution is ensured [12]. Due to the different business
environment of foreign power companies, customers have
less breaches of electricity usage and electricity theft, and the
internal management of power supply companies is rela-
tively complete. Considering the operating costs, they rarely
consider setting up special inspection departments. (e
inspection of the industry mainly focuses on the supervision
of the legal operation and service quality of the electric
power enterprises by the electric power supervision de-
partment. Of course, in the foreign situation, through sys-
tematic analysis and design, streamlining business categories
and simplifying business processes is also the key to im-
proving the quality of marketing work [13].

In China, the State Grid Corporation of China was
formally established on December 29, 2002. Its main
business is power network operation and power market
sales. It is mainly engaged in power transmission, and is
responsible for voltage conversion, user power distribution,
wholesale power sales, and other businesses. It is closely
related to the country. (e important state-owned backbone
enterprises of energy security and national economic con-
struction are the guarantee for the stable development of the
national economy and society. (e current development of
my country’s power industry has entered a new stage, and
the market-oriented reform will be further accelerated.
However, the current level of power marketing in our
country cannot meet the needs of the development of the
times, the development of demand-side response is not in
place, power companies have not deeply studied the po-
tential information of users, lack the necessary system
support technology, and lack a perfect service system and
user behavior analysis methods. We need to change mar-
keting concepts, adjust marketing strategies, and study new
marketing models to meet market demands [14].

(e power marketing audit work is in the early stage, but
the power enterprises have realized that in the current
process of power system reform, the power marketing audit
work, as a business control within the enterprise, is par-
ticularly important for the improvement of their own
management quality [15]. In recent years, electric power
companies have also attached more importance to mar-
keting audit work, but it is only a staged and temporary work
arrangement. Marketing audit has not been deeply studied
and implemented as an independent topic, and a scientific
and systematic management system has not been formed.
(erefore, there are still many problems. For example, the
closed-loop management of marketing audit work is not in
place, and there is a lack of tracking and monitoring of the
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work. Many of the problems found have not been solved in
the end [16]; there is no effective real-time monitoring
system for key business windows and front-line service
specifications; it lacks a powerful online inspection function
and fails to plug loopholes from the source [17]; at the same
time, in the face of the ever-expanding mass of customer
information and data, it is impossible to pass the traditional
method. Effective inspections are carried out manually, and
there are problems such as the lack of a professional work
team.

In order to solve the work bottleneck of powermarketing
audit, in 2009, the State Electricity Regulatory Commission
issued the “Opinions on Further Doing a Good Job in
Electric Power Marketing Audit,” requiring that the mar-
keting audit work of power supply enterprises should be
increased in all power systems and properly handled in
accordance with the laws and regulations. Electricity vio-
lations of laws and regulations can comprehensively and
effectively maintain the order of the electricity market [18].
On the basis of the theoretical research on marketing audit,
State Grid Corporation has issued a series of guiding doc-
uments on marketing audit to guide the power supply en-
terprises in various provinces and cities to strengthen the
construction of marketing audit, strive to improve the level
of information management, and establish a unified power
marketing audit and monitoring platform.

2.2. Research Status of the Construction of Power Marketing
Business Inspection Rule Map. (rough the vigorous pro-
motion and widespread use of smart meters and power
consumption information collection systems, researchers
have a large amount of user power consumption data to
carry out management and operation decisions based on
power data analysis and optimize power supply services [19].
However, in the operation and maintenance business of the
domestic power sector, most power sectors use traditional
statistical analysis methods or simple threshold determi-
nation to detect abnormalities. (is method has great
limitations. Not only is it difficult to detect the event in-
formation contained in abnormal electricity consumption
data, but the utilization rate and accuracy of electricity
consumption data are also low. (e earliest prototype of the
knowledge graph was developed from the ontology
knowledge base. With the development of time, the World
Wide Web appeared, and the concept of data link was in-
troduced, which made the nodes in the semantic web linked
and formed a network-like structure. (e concept of
knowledge graph was formally proposed by Google in 2012
[20]. It is a semantic network knowledge base that stores,
uses, and displays existing knowledge in the form of a
structured multi-relationship graph. By fusing multiple
entity-relationship triples, a multi-relationship graph con-
taining multiple different entity nodes and multiple types of
relationship edges is formed, that is, a knowledge graph. (e
existing larger knowledge graphs include the English Google
Knowledge Graph, and the data comes from Freebase, CIA’s
World Profile and Wikipedia, etc.; the Chinese General
Encyclopedia Knowledge Graph (CN-DBpedia) proposed by

Fudan University [21], the data comes from many ency-
clopedia websites. (e above knowledge graphs are all
general domain knowledge graphs, and in recent years,
research on the construction of domain knowledge graphs
has also been widely carried out in the fields of power grid,
medicine, and finance.

In the field of electric power, Meng et al. [22] used
dependency parsing combined with rules to extract entity-
relation triples in the electric power field. Based on the
domain dictionary combined with the remote knowledge
base, this paper aligns the entity-relationship triples of the
encyclopedia corpus, uses the LTP tool to perform Chinese
word segmentation, part-of-speech tagging and constructs
the dependency syntax table, combines the rules to mine
entity triples, and constructs the domain knowledge of
power dispatching Atlas. Finally, Neo4j is used for storage,
and the visualization page that comes with the graph da-
tabase is used to display the knowledge graph structure.
Based on the power user dictionary, Ref. [7] used syntactic
information combined with part-of-speech association rules
to analyze the main parts and components of the power
transformer operation regulations. Knowledge extraction is
performed for corresponding operations, a knowledge graph
of power transformer operation specifications is con-
structed, and Neo4j is used to store it; in [23, 24], authors
used deep learning and conditional random field model for
entity extraction, and uses attention mechanism combined
with bidirectional threshold recurrent neural network for
relation extraction, build a power dispatching knowledge
graph, and use the Redis database for storage.

3. Marketing Business Audit Rules
Information Collection

To construct digital audit rules, first of all, we must collect
and sort out the business audit information content required
by the enterprise, and complete the work of entity extraction
and relationship mining. For the marketing business, be-
cause the tasks undertaken by each department have a
certain degree of dispersion and independence, it is nec-
essary to collect scattered management rules in a unified
database. (e internal digital audit rules of each department
are systematically copied and extracted, sorted by depart-
ment, and the data is preprocessed according to the content
of the business rules of the data processing system.

After integrating all the normal digital audit rules, the
relationship mining of business rules is carried out.
According to the audit theme and core rules formulated by
the enterprise, relevant audit rules matching the theme core
rules are formulated. In the business rule database, relevant
keywords are extracted according to the content require-
ments of the rules and sorted according to the degree of
association. (e associated business rules construct the
association relationship according to the business rules to
which the keywords belong. (e knowledge map informa-
tion business relationship is shown in Figure 1.

(e above analysis tentatively builds the connection
between digital audit rules. To make the knowledge map of
digital audit rules intelligent, it is necessary to use relevant
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languages to describe the content and keywords of business
rules.(e content of the initially generated digital audit rules
with associated relationships is retrieved through the system
retrieval program to retrieve the relevant description content
and participate in the knowledge map of the digital audit
rules, which helps to make the knowledge map more
intelligent.

4. The Construction of Intelligent Power
Marketing Inspection Model

(e construction process of the intelligent power marketing
inspection model based on knowledge graph includes three
main links: knowledge element identification, relationship
analysis, and inspection rule graph construction.

4.1.KnowledgeElement IdentificationandRelationExtraction
of Power Marketing Business Audit Rules. Use natural lan-
guage processing (NLP) and deep learning model algorithms
to perform entity recognition on digital audit knowledge.
(e digital audit rule information source collected and
sorted in the early stage is transmitted to the data processing
system.(e system data processing program first determines
the content knowledge entity from the business rule content,
extracts the keyword features of the determined knowledge
entity, mainly including lexical features, language features,
and related features, gives relevant descriptions of knowl-
edge entities according to the characteristics, and thenmarks
the description information as the content of knowledge
entities accordingly.

NLP is mainly responsible for the mutual conversion of
business rule content with relevant language descriptions in
computer language and natural language, so as to realize
natural language communication between humans and
machines. Identify and analyze knowledge entities in
knowledge graphs based on natural language processing
technology. Knowledge entity recognition usually builds a
knowledge map of digital audit rules based on related
dictionaries, and the related dictionaries of business audit

rules can be selected as the identification basis. (e key
words in the dictionary and their related features are in-
troduced into the recognition program, and then the deep
learning algorithm is used to realize the association
operation of the power marketing business rules knowledge
graph sample information data. (e relationship between
knowledge entities and related terms is determined
based on the degree of association obtained by the oper-
ation. (e keyword feature determination formula of
knowledge entity and relationship recognition operation is
as follows:

s �
1, e � E

0, e≠E
 . (1)

In formula (1), s represents the feature determination
result of the word, e represents its corresponding description
feature, and E represents a related word. (e closer the
operation result is to 1, the higher the correlation between
the two words, and the stronger the relationship between
words. (en calculate the frequency of the word appearing
in the document or web page to which it belongs. (e
formula is as follows:

P � cini × log
W

ti

. (2)

In formula (2), P represents the frequency of the word
appearing in the document or web page to which it belongs,
cini represents the number of times the word ci appears in
the document or web page ni, W represents the total number
of documents in the knowledge graph database, and ti

represents the occurrence of the word ci in the document.
Related vocabulary tree: According to this formula, the
importance of vocabulary and related documents can be
obtained, and then the relationship between multiple doc-
uments can be obtained.

Based on the feature method, the relationship rec-
ognition and judgment of key words are carried out, and
the obtained feature recognition result is shown in
Figure 2.
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Figure 1: Knowledge graph information business relationship.
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It can be seen from Figure 2 that there is language
processing and relationship recognition between the ac-
quired knowledge entity vocabulary and its related vocab-
ulary and documents. Taking knowledge entity language as
the analysis object, various recognition methods such as
character features, part-of-speech features, and meaning
content are selected according to the description features.
More specifically, the characteristic relationship can be
determined based on the relevant vocabulary classification in
the digital auditing rules, such as person name, place name,
institution name, and professional work vocabulary. (e key
words or languages of the knowledge graph of digital audit
rules mainly include audit targets, problem descriptions,
quick output, audit topics that match the audit targets, and
business control rules.

Based on the descriptive features, analyze the feature
recognition of related words and sentences, infer the nature
of the relationship between the two, give the definition of the
relationship, add the description of the related entry, and the
subordinate documents of both parties participate in the
establishment of the relationship map between the two
words or languages. For the determination of the content
relationship of the document, it is necessary to take the
correlation degree of the two sides of the keyword as the
starting point, integrate the determination results of the
relationship description in other languages and the rela-
tionship judgment results, establish the relationship, and
annotate the relationship description entry.

4.2. Construction of Knowledge Map for Power Marketing
Business Inspection. After the knowledge feature extraction
and relationship identification of the power marketing
business audit rules are completed, the relationship pro-
cessing data resources between them are integrated into the
construction of the knowledge map of digital audit rules.(e
knowledge entity information and related data after analysis
and processing are divided according to a certain rela-
tionship, and imported into the model building system
database in batches. (e system uses Cypher language to
write the framework program of the vocabulary and doc-
ument relationship model. Cypher can perform key de-
scription queries on associated nodes and all relational
features in vocabulary or documents on the system resource
database and the Internet platform, and based on the re-
trieved relational results, further improve the relational
network and relational description between words. (e

layers are progressive, and a network of interconnected
relationships is established. At the same time, Cypher can
also individually judge the degree of association between
them according to the queried relational information, and
construct relational networks with different degrees of
closeness according to the degree of association. (erefore,
after the user uses this knowledge graph, the system will
recommend the information content with a greater degree of
relevance according to the degree of relevance between the
search keywords, while the number of recommendations for
other content will decrease in turn according to the degree of
relevance, and the user can enjoy the relative individuality,
and intelligent retrieval services. In addition, the graph is in a
synchronous connection state in the system database, the
retrieval content will be associated and recorded, the input
information resources will be updated constantly, and the
knowledge graph will be maintained in real time, ensuring
that the business audit rules and related work content of the
enterprise unit are recorded truly and completely.

At the same time, the digital audit based on the
knowledge graph has an inspection function, which can
check and analyze the business content according to its own
search rules. For the problematic parts, it can automatically
point out errors, modify and correct, intelligently analyze the
original information of the audit work order and the de-
scription of the reasons for the audit, and propose the audit.
Verification steps, guidelines for rectification measures and
other feedback information, judging the type of cause of
abnormal situation, labeling the cause of the problem,
assisting business personnel to operate, improving the ef-
ficiency of inspection rules creation and maintenance
management, providing intelligent support for business
management and control, using Python language to train
knowledge graphs module operation. Figure 3 shows the
workflow of digital inspection based on a knowledge graph.

Select the quarterly business work order of the enterprise
as the experimental object to conduct problem inspection to
examine the problem type. (e content of the company’s
business work order and other information resources are
sent to the knowledge graph processing system. (rough
vocabulary extraction, classification, and feature extraction,
the relationship between vocabulary and language based on
their respective characteristics and related descriptions is
described and marked, and then the business rules are tested
through the information dataset. Whether the content of the
information is correct can be used to determine whether
there is a problem with the work order information. (e
knowledge graph system internally judges the content of the
information about the degree of association between dif-
ferent files or words based on its keywords and relationship
descriptions. If there is a problem, mark the cause of the
problem, and finally display it through the user. (e in-
terface outputs the test results.

5. Experimental Study

In order to test the practical application effect of the in-
telligent power marketing inspection model research based
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Figure 2: Feature recognition results.

Scientific Programming 5



on knowledge graph, this paper conducts experimental
research. (is paper uses Python as the programming
language to simulate the running environment of the
method in this paper as the following configuration: (e
system configuration is Windows 11 Home Chinese version,
the processor configuration is 12th Gen Intel (R) Core (TM)
i7-12700H 2.30GHz, 16G RAM.

(e data source selects the abnormal electricity bill label
as the experimental sample, the collected information is
shown in Table 1, and the knowledge map is drawn through
the intelligent electricity marketing inspection model of the
knowledge map.

According to Table 1, the knowledge graph construction
based on tags is shown in the following figure.

From the information in Figure 4, it can be seen that the
intelligent electricity marketing inspection based on the
knowledge graph can construct a knowledge graph
according to the abnormal electricity bill labels, and can

intuitively see the connection between various abnormal
expenses. Mining and integration. It connects structured
and unstructured data and uses it as a whole to mine
previous hidden knowledge and simplify complex business
problems.

Combined with the characteristics of the audit model, it
is fully applied to various channels such as online audit,
special audit, and on-site audit. In the first half of 2021, the
audit model was applied to mine 84 failure points of front-
end risk management and control, and 67,300 cases of
various businesses were corrected, mainly including: 12,400
cases of electricity and electricity billing, 13,700 cases of
reporting and installation management, and 5,200 cases
of electricity bill management. For example, 3,500 cases of
meter reading management, 12,800 cases of electric
energy meter elimination management; 16.32 million yuan
of errors in electricity bills and business expenses were
corrected.
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Figure 3: Digital audit workflow based on knowledge graph.

Table 1: Data information.

Abnormal electricity bill Label

Community supporting charges are not standardized

Inaccurate billing standards
Charges are not timely

Inconsistency in the amount charged
(e supporting fee is not implemented for the newly

built public-transformation station area
Inaccurate billing standards

Abnormal charges for high reliability power supply

Receivable but not received
Excess charge
Wrong fee type

Receivables do not match
Escape fees

Abnormal charges

(ere is a record of overdue payment
Payment takes too long
Late payment of fees

Phased allocation not implemented
(e same account pays more than 3 times in a single day

Advance receipt is not timely

Abnormal refund

Too many cheques returned in the current year
Irregular refund

Cash refund is not standardized
Cancellation prepaid but not refunded
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6. Conclusion and Outlook

(e application of the audit model in power marketing
management gradually builds a closed-loop iterative closed-
loop working method for online auditing of marketing
business errors, including risk mining, model building,
verification evaluation, and classified application. Based on
the visualization value of knowledge graph, this paper
proposes a new idea of applying knowledge graph to
marketing audit work. And by selecting typical application
scenarios in actual work, the practicability and effectiveness
of the proposed model are verified by cases.(e results show
that themodel can gradually restore complex scenes by using
graphs, accurately find abnormal points, and effectively
improve marketing lean, digital management level.

In the follow-up research, big data will become the basic
driving force for power supply companies to mine risks and
improve efficiency. Only by embedding “abstract” data into
the audit model can marketing data reflect its value for me.
In the future business process of big data, through data
mining and knowledge graph to realize the visualization of
audit management, look for business loopholes, innovate
business methods, and constantly improve the defense
system for marketing business errors.
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Based on the internal and external constraints of serious disease insurance and commercial serious disease insurance, the logistic
model of “whether you are willing to connect with commercial serious disease insurance on the basis of serious disease insurance”
and “to understand the objective conditions of the connection between serious disease insurance and commerci”a“ serious disease
insurance” is designed. Based on the empirical research on the micro survey panel data of 6 municipal districts in W City in April
2020, the following research results are obtained: among the many in�uencing factors, “health status,” “per capita family income,”
“gender,” “age,” “education level,” “number of children,” “operating rules,” “public value recognition,” “settlement linkage”
Internal Factors of “Information Mastery” and “Implicit Restrictions.” �erefore, the family should be insured in the optimal
allocation of family members in the order of “family pillar-children-the elderly” and the scienti�c layout of insurance products on
the basis of family per capita income. �e government should promote the institutional integration by strengthening the
mechanism construction, building an information platform, and optimizing the management system, so as to promote the health
big data sharing, and provide a superior environment for the connection between serious disease insurance and commercial
serious disease insurance.

1. Introduction

As the social environment changes, people’s health is
threatened. In particular, serious diseases have a great im-
pact on patients and their families. According to statistics,
about 44 million families worldwide face high medical costs
every year due to serious diseases. Of these, about 25 million
families and more than 100 million families are trapped in
poverty due to spending money for curing serious illness
[1, 2]. However, serious illness insurance can reduce family
medical expenses, improve family labor participation, and
achieve poverty reduction. Due to the rapid rise of “non-
compliance” medical expenses, the unreasonable “thresh-
old” of serious illness insurance, the development trend of
younger diseases, the out-of-pocket expenses, and out-of-
pocket burden cannot be reduced, and the incidence of

catastrophic expenditure is still on the rise. �erefore,
commercial serious illness insurance receives more and
more attention [3–5]. Commercial serious illness insurance
is a kind of supplementary medical insurance set according
to the market demand to make up for the lack of social
medical security [6]. Compared with serious illness insur-
ance, commercial serious illness insurance has more types
and a higher level of security. In the face of serious disease
risk, it is necessary to choose commercial serious disease
insurance [7–9]. On the basis of medical insurance reim-
bursement method and medical insurance payment method
selection, the implementation of one-time payment method
can alleviate the economic problems after the occurrence of
serious diseases. �is is also in line with the requirements
outlined in the 2016 Healthy China 2030 Annual Plan
Outline, such as “a sound multilevel medical security system
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with basic medical security as the main body and various
other forms of supplementary insurance and commercial
medical insurance systems.”

On the basis of commercial serious illness insurance, this
paper deeply analyzes the factors that affect the cohesion of
commercial medical insurance and social medical insurance
from both internal and external aspects, uses questionnaire
data to verify the reliability of the constraints, and ac-
cordingly proposes a linkage mechanism for the insured and
the government to promote the two, so as to further opti-
mize China's medical insurance mechanism..

2. The Choice of Factors

2.1. Intrinsic Constraints

2.1.1. Per Capita Family Income. At present, the purchase
cost of commercial serious illness insurance is generally
higher, and the insurance amount is not too high. If the
amount of insurance increases, the family burden increases.
Family per capita income is high, the economy is relatively
loose, the insurance premium payment ability is higher, and
the willingness to buy commercial serious illness insurance
is higher. For families with relatively high family per capita
income, their daily living expenses are also relatively high,
and the demand for buying commercial serious illness in-
surance is also relatively high.

2.1.2. Number of Children. For the connection between
serious illness insurance and commercial serious illness
insurance, the number of family children can affect com-
mercial serious illness insurance. 'e more children, the
greater the financial pressure, and the lower the family’s
ability to resist risk. To reduce the risk and transfer the risk,
the higher the need to buy commercial critical illness in-
surance. 'e fewer the children, the less the financial
pressure of the family, the higher the family’s ability to resist
risks, which will not attract purchases, and the lower the
desire to buy.

2.1.3. Personal Age. With the growth of age, children's
growth, education, and marriage, the demand for economy
is growing, and the source of economy is getting weaker.
Facing the pressure of work and economy, in order to
prevent health risks, people turn to commercial serious
illness insurance to strengthen the cohesion of purchasing
intentional serious illness insurance and commercial serious
illness insurance.

2.1.4. Health Status. 'eir health status is directly related to
the purchase intention. In the face of some possible hidden
diseases, once it appears, the family cannot bear it.'erefore,
people with poor health will have strong desire to buy
commercial serious illness insurance, affecting the con-
nection between serious disease insurance and commercial
serious illness insurance.

2.1.5. Gender. In terms of the development law of human
function, women and men suffer from serious diseases
differently, and the probability of serious diseases in dif-
ferent diseases is also different. 'erefore, gender affects the
connection between serious disease insurance and com-
mercial serious disease insurance.

2.1.6. Education Level. People with relatively high education
level have a strong sense of insurance awareness, coupled
with the nature of their work, and their willingness to buy
commercial serious illness insurance is stronger than those
with relatively high education level. 'erefore, the level of
education affects the connection between serious disease
insurance and commercial serious disease insurance to a
certain extent.

2.2. External Constraints

2.2.1. Operation Rules. Due to the professional connection
between serious disease insurance and commercial serious
disease insurance, the insured do not understand the op-
eration norms and detailed rules of the connection.
'erefore, we need to be clear in the relevant systems and
policies of serious disease insurance or commercial serious
disease insurance, but at present, we need to be clear in the
deep connection of the two and coordinated development
operation guidance basis. As the insured, only by mastering
these foundations, can we better promote the connection
between the two.

2.2.2. Integration. In recent years, many local governments
have entrusted serious disease insurance to insurance
companies to improve their professionalism. Some local
governments also purchase insurance companies on serious
disease insurance services, which are all operated by in-
surance companies. As an important product project of
insurance companies, commercial serious illness insurance
can strengthen the integration and development of the two
based on the operation mode of serious illness insurance,
and lay a foundation for the connection between serious
illness insurance and commercial serious illness insurance.

2.2.3. Invisible Limit Clause. Serious disease insurance is the
second reimbursement after basic medical treatment in-
surance reimbursement. It strictly follows the condition
requirement of basic medical treatment insurance imple-
mentation, its clause is clear, and limit condition is clear.
However, for commercial serious illness insurance, insur-
ance companies have strict restrictions on serious illness
compensation in order to improve profits. 'ey usually
stipulate in the contract documents that at first glance there
are many clauses, but once the disease occurs, they do not
meet the conditions of the contract. 'ese “invisible re-
strictions” are not conducive to coordination with serious
illness insurance, and it is difficult to provide a higher level of
security, which restricts cohesion.
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2.2.4. Information. In the connection between serious
illness insurance and commercial serious illness insur-
ance, data sharing is the key point. 'e emergence of
information bottlenecks tends to lead to the lack of data in
both serious illness insurance and commercial serious
illness insurance, and the inability to share data related to
disease treatment and inspection. Insurance companies,
in particular, are unable to master basic medical infor-
mation. Information acquisition is lagging behind, and
residents' health is difficult to be accurate. 'is is not
conducive to the price and safety of commercial serious
illness insurance, and the cost performance is low.
'erefore, promoting the data and information sharing of
serious disease insurance and commercial serious disease
insurance is conducive to the connection between the two.

2.2.5. Public Value Recognition. Serious disease insurance is
essentially a national medical insurance, which needs to
cover all the basic medical insurance of the participants.
However, the coverage rate of commercial serious disease
insurance is about 10%. It limits the selectivity of people,
such as limiting age groups and high-risk occupations.
Human identity affects the public value attribute of com-
mercial serious illness insurance to a certain extent.

2.2.6. Settlement Linkage. As the serious illness insurance
and commercial serious illness insurance belongs to dif-
ferent institutions or unit’s, the cohesion will need to op-
timize the cost settlement platform and realize the linkage
development. Under the asymmetric information of the
medical system, how to strengthen the optimization of
settlement, especially the issue of advance funds for serious
illness insurance, and build a cost linkage cooperation
platform between insurance companies and hospitals is
conducive to serious illness insurance and commercial se-
rious illness insurance.

3. Empirical Analysis

3.1. Data and Models

3.1.1. Data Procurement. 'is paper gives questionnaires to
urban and rural residents who buy basic medical insurance
and investigates 600 residents in a city on “whether they are
willing to connect commercial serious illness insurance on
the basis of serious illness insurance” and “whether to un-
derstand the objective conditions for the connection be-
tween serious disease insurance and commercial serious
illness insurance.”

'e questionnaire was jointly carried out both on the
Internet and on the spot.

'e distribution scope of the questionnaire included 6
districts such as WC, HK, HP, DXH, JX, and CD districts. A
total of 600 questionnaires were issued and 562 were re-
covered, including 548 valid questionnaires with an effective
rate of 97.5%.

In view of the internal constraints of the connection
between serious disease insurance and commercial serious

illness insurance, a questionnaire survey was conducted
on the family per capita income, number of children,
personal age, their own health status, gender, education
level of urban and rural residents who have purchased
basic medical insurance, and whether they are willing to
connect with commercial serious illness insurance on the
basis of serious disease insurance. For the external con-
straints on the connection between serious illness in-
surance and commercial serious illness insurance, from
the aspects of operation rules, integration, implicit con-
straints, information, public value recognition, settlement
linkage, product design, etc., questionnaire survey on
whether urban and rural residents who purchase basic
medical insurance understand the objective conditions for
the connection between serious illness insurance and
commercial serious illness insurance. Considering that
some variables are ranging variables, all variables are
assigned to facilitate processing, and the assignment
situation of each variable is shown in Table 1.

In order to test the statistical value of the questionnaire,
the reliability and validity were tested. KMO test coefficient
is 0.874, its value is greater than 0.5, Bartlett spherical test P
value is 0.002, less than 0.001, the questionnaire validity is
statistically significant.pvalue is 0.002, less than 0.001,
questionnaire validity has statistical value. Cronbach α
system value is 0.898, and the questionnaire’s reliability is
good and has statistical value”.

3.1.2. Model Specification. Since the dependent variables of
this paper “whether you are willing to connect with com-
mercial serious disease insurance on the basis of serious
disease insurance” and “whether you understand the ob-
jective conditions of the connection between serious disease
insurance and commercial serious disease insurance” are
both virtual variables, the linear regression model is esti-
mated to make the research results bias for this discontin-
uous variable. In addition, considering that the selected
internal constraints have different attributes in the demo-
graphic category, while the external constraints all belong to
distance variables, the correlation between each independent
variable is low, and the logistic regression model is sensitive
to multiple colinearity of independent variables, the logistic
model is used for analysis. Among them, the following
calculation formula [10–15] for the internal constraints is
studied:

Ln
pi

1 − pi

  � β0 + 
n

1
βi,nXi,n. (1)

In the above formula, pi denotes i respondents are
willing to connect on the basis of serious illness insurance,
1 − pi denotes i respondents are unwilling to connect on the
basis of serious illness insurance, Xi,n denotes gender, age,
education, family per capita income, health, and children,
βi,n denotes gender, age, education, family per capita income,
health, children, and other independent variable regression
coefficient, β0 denotes constant items. As the external
constraints of classification number is greater than 2, here
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the second and third categories are expressed to understand
to study into 0-1 variables. But Xi,n denotes the operating
rules, public value recognition, settlement linkage, infor-
mation grasp, invisible limit terms, fusion, product design,
and other independent variables, βi,n denotes the regression
coefficient of their respective variables.

3.2. Intrinsic Constraints. 'e misjudgment matrix was
constructed to compare the difference size between the
predicted value and the actual value. Secondly, each ex-
planatory variable was introduced into the model one by
one, and the rationality of the logistic regression model was
judged by the significant level of the variables. After the
introduction of a new variable, if the variable-2 log-likeli-
hood value is less than the results in the previous step and the
pAfter introducing a new variable, if the logarithmic like-
lihood value of the variable - 2 is less than the result of the
previous step, and the p value is less than 1%, it indicates that
the explanatory variable has a significant correlation with the
explanatory variable “on the basis that the major disease
insurance is willing to join the commercial major disease
insurance,” and the logistic regression model “on the basis
that the major disease insurance is willing to join the
commercial major disease insurance” is reasonable [16–20].
Table 2 shows the regression results in the final step, and the
odds ratio reflects the explanatory variables screening
process and regression system, the final model includes

“health status,” “sex,” “per capita income,” “gender,” “age,”
“education,” and “number of children.” Logistic regression
model variables in the p value of each explanatory variable
coefficient is less than 0.05 significance level, so on the basis
of serious disease insurance, linear relationship is retained in
the model equation.

Comparing the misjudgment matrix of the initial situ-
ation and the misjudgment matrix after introducing all the
explanatory variables, the following can be found (see Ta-
ble 3): in the process of gradually introducing the explan-
atory variables, the accuracy rate of the model gradually
increases from 54.7% to 89.7%, and the prediction accuracy
is relatively high. To sum up, “on the basis of serious illness
insurance is willing to join commercial serious illness in-
surance,” logistic regression model analysis shows that
“health,” “family per capita income,” “gender,” “age,” “ed-
ucation,” “children,” and so on for residents on the basis of
serious illness insurance cohesion commercial serious illness
insurance will restrict. 'erefore, in the serious illness in-
surance and commercial serious disease insurance, we
should pay attention to combine the above six factors design
of policy-holder, in order to enhance the purchase intention
of the policy holder.

3.3. External Constraints. Similar to the analysis of intrinsic
constraints, a misjudgment matrix was first constructed to
compare the magnitude of the difference between the

Table 1: Variable assignment of both intrinsic and external constraints.

Intrinsic
constraints Variable classification Assignment External constraints Variable classification Assignment

Sex Man 1 Rules of operation fusion
situation invisible restrictions

Has not yet been
introduced 1

Woman 2 Understand a little 2

Age
<30 1 Information mastery public

value recognition settlement
linkage

Be familiar with 3
30–45 2 Insufficient fusion 1
>45 3 Fusion in general 2

Degree of
education

High school and below 1
Products design external

constraints rules of operation

'e fusion is very good 3
Undergraduate degree and

junior college degree 2 Disagree 1

Bachelor degree or above 3 Self-identity 2

Household
incomes per capita

RMB 2,500/month or less 1
Fusion situation invisible
restrictions information

mastery

Strongly agree with 3
RMB 2501–5000 yuan/

month 2 Information sharing has
not yet been implemented 1

More than 5,000 yuan/
month 3 Understand a little 2

Health condition

Preferably 1
Public value recognition

Settlement linkage products
design

Familiar with information 3

Same as 2 Does not match with social
security 1

Range 3 'ere is a certain
commonality 2

Number of
children

Not have 1 External constraints rules of
operation fusion situation

Match with social security 3

1 2 Linkage and cooperation
have not yet been realized 1

≥2 3

Invisible restrictions

Understand a little 2
Understand thoroughly 3

Has not yet been developed 1
Understand a little 2

Understand thoroughly 3
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predicted value and the actual value. Secondly, each ex-
planatory variable was introduced into the model one by
one, and the rationality of the logistic regression model was
judged by the significant level of the variables [21–26]. If the
log-likelihood value of each newly introduced variable is less
than the result in the previous step, and the p value is less
than 1%, it indicates a significant correlation between the
explanatory variable and “understand the objective condi-
tions of the connection between serious disease insurance
and commercial serious disease insurance.”

Table 4 shows the regression results of the final step. 'e
final model includes explanatory variables such as “oper-
ating rules,” “recognition of public value,” “settlement
linkage,” “information mastery,” and “invisible restriction
clause”. Since the p value of each explanatory variable co-
efficient is less than 0.05 significance level, the linear

relationship of serious disease insurance and commercial
serious disease insurance in the logistic regression model is
significant in the model equation.

In the process of gradually screening, the final model
failed to enter the fusion situation and product design of two
explanatory variables. Due to the introduction of the two
explanatory variables after probability p value of 0.099 and
0.140, respectively, more than 0.05 lead to “the serious illness
insurance and commercial serious illness insurance cohe-
sion objective conditions understanding.” Logistic regres-
sion model linear variable linear relationship is not
significant and, therefore, is not retained in the model
equation.

To sum up, “the understanding of the objective con-
ditions for the connection between serious illness in-
surance and commercial serious illness insurance”

Table 3: Results of logistic progressive regression model.

Observed

Predicted
Connect with

commercial serious
illness insurance Percent correction

Yes No

Step 0 Connect with commercial serious
illness insurance total percentage

Yes 0 248 0.0
No 0 300 100.0

— — 54.7

Step 1 Connect with commercial serious
illness insurance total percentage

Yes 130 118 52.4
No 83 217 72.3

— — 63.3

Step 2 Connect with commercial serious
illness insurance total percentage

Yes 181 67 73.0
No 65 235 78.3

— — 76.2

Step 3 Connect with commercial serious
illness insurance total percentage

Yes 189 59 76.2
No 55 245 81.7

— — 79.5

Step 4 Connect with commercial serious
illness insurance total percentage

Yes 195 53 78.6
No 49 251 83.7

— — 81.7

Step 5 Connect with commercial serious
illness insurance total percentage

Yes 206 42 83.1
No 38 262 87.3

— — 85.7

Step 6 Connect with commercial serious
illness insurance total percentage

Yes 218 26 89.3
No 28 272 90.7

— — 89.7

Table 2: 'e logistic regression results of the internal factors connected between commercial critical illness insurance and serious illness
insurance.

Coefficient estimate Free degree 'e odds ratio
Health condition 0.650∗ ∗ ∗ (0.000) 1 1.915
Household incomes per capita 0.695∗ ∗ ∗ (0.000) 1 2.003
Sex 0.643∗ ∗ ∗ (0.001) 1 1.902
Age 0.623∗ ∗ ∗ (0.001) 1 1.864
Degree of education 0.546∗ ∗ ∗ (0.001) 1 1.727
Number of children 0.390∗ ∗ ∗ (0.007) 1 1.476
Constant term −6.629∗ ∗ ∗ (0.000) 1 0.001
Note. p value in parentheses; ∗ ∗ ∗ is significant at 1%.
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Logistic regression model analysis shows that “operating
rules,” “public value recognition,” “settlement linkage”
information, and “hidden restrictions” have an impact on
the objective situation of the connection between serious
illness insurance and commercial serious illness insur-
ance. 'erefore, in the connection between serious illness
insurance and commercial serious illness insurance, at-
tention should be paid to combining the applicant's de-
mand for mastering the above five factors, strengthen
design and optimization.

3.4. Internal-External Constraints. 'e internal and external
constraints are introduced into themodel, and themodel is used
to be tested again, in order to screen the constraints more ac-
curately. 'e model regression results are presented in Table 6.

First, the p value of the parameter likelihood ratio test of
the logistic regression model was less than 0.05, indicating a

statistical significant OR value for at least one of the 13
variables, so the fitted model was statistically significant.
Second, the p value (0.409) of the Hosmer and Lemeshow
tests is greater than 0.05, indicating that the information in
the current data has been fully extracted, and the model has a
better goodness of fit. Finally, the results of the logistic
regression for each intrinsic and extrinsic factor indicate that
the six intrinsic factors and the five extrinsic factors de-
scribed above are plausible, and that there is no multi-
collinearity between the internal and extrinsic factors.

'erefore, in the process of connecting commercial
serious illness insurance and serious illness insurance, we
pay attention to the design of the “health status,” “family per
capita income,” “gender,” “age,” “level,” “education,”
“number,” and other children, to enhance the purchase
intention of the insured. In addition, we should fully obtain
the understanding of the “operation rules,” “public value
recognition,” the “settlement linkage,” “information

Table 4: Logistic regression results of external factors linking between commercial critical illness insurance and serious disease insurance.

Coefficient estimate df 'e odds ratio
Rules of operation 0.578∗ ∗ ∗ (0.000) 1 1.783
Settlement linkage 0.476∗ ∗ ∗ (0.000) 1 1.609
Information mastery −0.534∗ ∗ ∗ (0.000) 1 0.586
Public value recognition −0.503∗ ∗ ∗ (0.000) 1 0.605
Invisible restrictions 0.549∗ ∗ ∗ (0.002) 1 1.731
Constant term −1.061 (0.071) 1 0.346
Fusion situation 2.723 (0.099) 1 —
Products design 2.181 (0.140) 1 —
Note. p value in parentheses; ∗ ∗ ∗ is significant at 1%.

Table 5: Results of the progressive regression model.

Observed

Predicted
Understand the objective conditions of
connecting commercial serious disease

insurance
Percent

correction
Yes No

Step 0
Understand the objective conditions of connecting commercial

serious disease insurance
Yes 0 246 0.0
No 0 302 100.0

Total percentage — — 55.1

Step 1
Understand the objective conditions of connecting commercial

serious disease insurance
Yes 90 156 36.6
No 82 220 72.8

Total percentage — — 56.6

Step 2
Understand the objective conditions of connecting commercial

serious disease insurance
Yes 114 132 46.3
No 87 215 71.2

Total percentage — — 60.3

Step 3
Understand the objective conditions of connecting commercial

serious disease insurance
Yes 154 92 62.6
No 84 218 72.2

Total percentage — — 68.1

Step 4
Understand the objective conditions of connecting commercial

serious disease insurance
Yes 187 59 76.0
No 71 231 76.5

Total percentage — — 76.6

Step 5
Understand the objective conditions of connecting commercial

serious disease insurance
Yes 201 45 81.7
No 54 248 82.1

Total percentage — — 82.2
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mastery,” and “invisible restrictions” and strengthen the
design and optimization of insurance products.

4. Linkage Mechanism between Commercial
Serious Disease Insurance and Serious
Disease Insurance

4.1. Promote the Connection between Serious Disease
Insurance and Commercial Serious Disease Insurance
Based on Internal Factors

4.1.1. Optimize the Insurance Order and Insurance Items of
Family Members Based on :eir Age and Health Status.
When purchasing health insurance, families first consider
children, but from a professional perspective, adhere to
the configuration order of family pillars, children, the
elderly, and optimize the insurance order of family
members. Not only that, as far as insurance projects are
concerned, family support is the safety foundation of
families. We need to adhere to the insurance principle of
“income pillar should be given priority,” strengthen the
purchase of commercial critical illness insurance to
supplement basic medical insurance and serious illness
insurance, and ensure that family pillars will not cause
family difficulties when they are ill; For children, its
premium is relatively low. Adhere to the principle that
“child protection should be comprehensive.” It can be
comprehensive and long-term. Try to buy an insurance
with comprehensive protection function. If the insurance
amount of commercial serious disease insurance can be
increased, promote its protection from the perspective of
physical protection. In terms of product selection, you can
choose partial payment products. For the elderly, espe-
cially family members over 50 years old, the insurance
premium is high and the protection is not strong.
'erefore, we can purchase products from accident in-
surance and cancer prevention insurance by adhering to
the principle that accidental cancer prevention is neces-
sary for the elderly.

4.1.2. Scientific Layout of Insurance Product Allocation Se-
quence Based on Family per Capita Income. First, the pri-
ority guarantee type to buy financial management type. On
the basis of the basic “security” insurance allocation, the per
capita family income is surplus, we can consider financial
insurance products, and even some wealthy families can use
commercial serious disease insurance to do a good job in
asset inheritance. Second, choose commercial serious illness
insurance according to the per capita family income. 'e
family per capita income is low and can buy consumer
commercial serious disease insurance. 'is kind of insur-
ance is usually paid every year. 'is kind of premium takes
into account the risks of different ages, and also from the
gender perspective. Different people, different genders,
different ages, different premiums, small amount of insur-
ance benefits, and high leverage ratio.

4.2. Link Serious Disease Insurance with Commercial Serious
Disease Insurance Based on External Conditions

4.2.1. System Integration. First, strengthen the construc-
tion of market mechanism. Serious disease insurance
should not only rely solely on the government but also
give full play to the market mechanism. Let alone exclude
the market allocation of insurance resources. We should
leave enough market space for commercial serious disease
insurance, so as to ensure the scientific use of insurance
resources. 'e common development of the two mech-
anisms of serious disease insurance and commercial se-
rious disease insurance needs to start with the top-level
design and constantly optimize the service supply con-
necting the serious disease insurance and commercial
serious disease insurance. Second, strengthen the con-
struction of a multiagent coordination mechanism. Rel-
evant government departments shall take the lead in
establishing the coordination structure of medical in-
surance, to give full play to the leading role of the gov-
ernment, promote strengthened cooperation among
relevant subjects, and jointly discuss and formulate

Table 6: Logistic regression results of intrinsic-extrinsic factors between commercial critical illness insurance and serious disease insurance.

Coefficient estimate df 'e odds ratio
Age 0.643∗ ∗ ∗ (0.003) 1 1.902
Degree of education 0.539∗ ∗ ∗ (0.002) 1 1.714
Invisible restrictions 0.564∗ ∗ ∗ (0.008) 1 1.757
Rules of operation 0.209∗ ∗ (0.038) 1 1.233
Household incomes per capita 0.575∗ ∗ ∗ (0.002) 1 1.776
Public value recognition −0.779∗ ∗ ∗ (0.000) 1 0.459
Fusion situation 0.391∗ ∗ (0.013) 1 1.478
Settlement linkage 0.275∗ ∗ (0.046) 1 1.317
Information mastery −0.600∗ ∗ ∗ (0.000) 1 0.549
Products design −0.548∗ ∗ ∗ (0.001) 1 0.578
Number of children 0.409∗ ∗ (0.013) 1 1.505
Health condition 0.760∗ ∗ ∗ (0.000) 1 2.139
Sex 0.752∗ ∗ ∗ (0.001) 1 2.121
Constant −5.814∗ ∗ ∗ (0.000) 1 0.003
Likelihood ratio test 195.739∗ ∗ ∗ (0.000) 13 —
'e Hosmer and Lemeshow tests were performed 13.071 (0.409) 8 —
Note. p value in parentheses; ∗ ∗ ∗ and ∗ ∗ ∗ are significant at 1% and 5% levels, respectively.
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specific methods and detailed rules for the connection
between serious disease insurance and commercial serious
disease insurance. To increase the government’s support
for commercial critical illness insurance, the relevant
government functional departments and medical insti-
tutions can establish a cooperative promotion mechanism
with insurance companies to interpret the public value,
supporting policies and insurance conditions of com-
mercial critical illness insurance to the public, so as to
stimulate the public’s demand for medical treatment and
health security.

4.2.2. Build a Cohesion Platform. First, establish a health
big data information platform. From the perspective of
collaborative public management, build health big data
information platform, realize the information data
sharing between the related subject, help to reduce ad-
verse selection risk and moral hazard, effectively improve
the efficiency of medical insurance costs, is also conducive
to the insurance institutions using health data informa-
tion platform accurate positioning, according to different
groups design, develop personalized commercial health
insurance, such as health insurance products. Second,
promote the integration construction of commercial
health insurance, hospital, and medical insurance fee
settlement platforms. Commercial insurance institutions
shall be encouraged and guided to participate in the
development, construction, and maintenance of unified
settlement platforms for commercial health insurance
compensation expenses, such as medical expenses and
commercial serious disease insurance, so as to provide
convenient direct compensation and claim settlement
services for the insured.

4.2.3. Optimize the Management System. First, strengthen
operational risk management to provide a superior envi-
ronment for the connection between serious disease in-
surance and commercial serious disease insurance. Develop
an innovative new model of medical insurance cooperation.
Commercial health insurance institutions should establish a
service framework combining insurance provision and
health management, try to get involved in medical insti-
tutions through investment and establishment, merger and
acquisition, and strategic cooperation, and increase the
complementary advantages and win-win development of
insurance industry and medical and health service industry.
Second, we will strengthen the reform of the medical system
to build a benign space for the connection between serious
disease insurance and commercial serious disease insurance.
We will strengthen the construction of the government’s
supervision capacity for the health industry, and at the same
time, improve the patient reporting channels, establish a
sound and effective supervision network, and strictly in-
vestigate and punish any violations found in time. We will
resolutely crack down on illegal and unreasonable acts such
as arbitrary fees and excessive medical treatment and ensure

that medical institutions return to formality and public
welfare. We will improve the environment for the orderly
development of social security, constantly promote the
sustainable development of social security programs, and
serve the well-being of the people.

5. Conclusion

'is paper is based on the basis and feasibility of connecting
commercial serious illness insurance and serious disease
insurance, centering on the internal constraints and external
constraints of the participants of serious disease insurance
and commercial serious disease insurance, respectively. 'e
logistic model of “whether you are willing to connect with
commercial serious disease insurance on the basis of serious
disease insurance” and “to understand the objective con-
ditions of the connection between serious disease insurance
and commercial serious disease insurance” is designed.
Based on the microsurvey panel data of the six municipal
districts of W city in April 2020, the model was estimated
using the maximum likelihood estimation method. 'e
study found that, among many influencing factors, “family
members,” “health status,” “family per capita income,”
“gender,” “age,” “education level,” “number of children,”
internal factors as well as external factors such as “operation
rules,” “public value recognition,” “settlement linkage,”
“information mastery,” and “hidden restriction clauses”
“have a significant constraint on residents” willingness to
connect commercial serious disease insurance on the basis of
serious disease insurance. “Fusion situation” and “product
design” and other factors have no obvious impact on it.
Accordingly, the family should adhere to when being in-
sured “family pillar-child-old man,” and the order optimizes
the insurance order of configuration family members, with
“income pillar wants priority,” “children safeguard should be
comprehensive,” “old man accident prevents cancer pre-
vention is very necessary.”'e principle chooses appropriate
insurance project. At the same time, insurance products
should be scientifically distributed based on the per capita
family income of families and give priority to the basic
“guarantee” insurance allocation of commercial serious
disease insurance + serious disease insurance. On the basis of
the surplus of the per capita family income of families, fi-
nancial management insurance products should be con-
sidered. In view of the external constraints, the problems
existing in the connection process between commercial
serious disease insurance and serious disease insurance are
imperfect, the connection information sharing and infor-
mation platform construction need to be promoted, and the
connection management system still needs to be strength-
ened. System integration should be promoted by building
market mechanism, improving the coordination mecha-
nism, improving commercial insurance legal system, pro-
moting the interconnection and information sharing of
health big data and integrated settlement platform of
commercial health insurance, hospital and medical insur-
ance expenses, and competition mechanism.
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With the development of the times, building a learning community in ideological and political teaching has become an urgent
need for teaching reform. In ideological and political teaching, the common vision of teachers and students is to carry out
cooperative exploration and ultimately realize the progress and growth of common teachers and students, and implement the core
of political science. Learning community in ideological and political teaching has the characteristics of group symbiosis, common
value, cooperation and sharing, and democratic openness. (erefore, building a learning community in ideological and political
teaching is conducive to the formation of a new teaching model of cooperative inquiry and the establishment of equality and
democracy. (e new teacher-student relationship can cultivate students’ higher-order thinking and promote more meaningful
learning. It has been proved by practice that it is valuable to construct a learning community in the ideological and political
teaching of universities. Teachers and students should change the traditional teaching concept. University political teachers should
carefully prepare lessons, set up teaching design, be considerate to students, be close to reality, be close to knowledge itself,
enhance the communication and interaction between teachers and students, and students and students, and actively build a
learning community in the process of ideological and political teaching. To enable students to get new knowledge, solve
challenging problems, and finally achieve progress and growth.

1. Introduction

At present, core literacy has become a topic that the country
and even the world focus on. Countries try to use “core
literacy” as a guide for curriculum reform; explore curric-
ulum standards, teaching reforms, and teaching practices
that match the cultivation of students’ core literacy; and
make it gradually become a practical concept of interna-
tional education. Our country also conforms to the devel-
opment trend of international education reform and pays
attention to the core literacy of students, and the ideological
and political course, as a subject with the fundamental task
of morality and cultivating people, has naturally become an
important position for cultivating students’ core literacy.
(e cultivation of subject core literacy is very important.
However, in the current ideological and political teaching,
there are still various shallow teaching problems such as

aiming at “exam-oriented education,” overemphasizing the
authority of textbook knowledge, formalizing the teaching
process, paying attention to the performance of open classes,
and flashy teaching results. (is is not conducive to the
cultivation of students’ core literacy and will limit their all-
round development. In-depth teaching is a reform of shallow
and formalized teaching. (e purpose of studying in-depth
teaching is to propose effective solutions to the problems
existing in current teaching. (e teaching of ideological and
political courses from the perspective of core literacy is to
pay attention to the dialogue between students and
knowledge, especially the value and meaning behind
knowledge, in an open form so that students can gradually
cultivate their knowledge in the process of mining the value
and meaning behind knowledge. (e core qualities of po-
litical identity, scientific spirit, awareness of the rule of law,
and public participation are all innovations that promote
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teaching activities. It has the functions of being conducive to
the independent construction of students’ knowledge, the
development of scientific thinking, and the implementation
of emotional education. However, there are still some
problems in the practice of in-depth teaching of ideological
and political courses that need to be improved and perfected.
In the current teaching of ideological and political courses,
due to the limitations of teachers’ unclear grasp of the
concept of in-depth teaching, the deep-rooted thinking of
teachers in exam-oriented education, and the attitude of
teachers who have no intention of in-depth teaching, the
problem design ability of teachers’ core literacy of ideo-
logical and political courses and the core literacy of ideo-
logical and political courses are not enough. (e ability of
teaching implementation and the teaching reflection ability
of the core literacy of ideological and political courses need
to be improved. Students are accustomed to passively
accepting knowledge, graffiti-style learning, “picture read-
ing,” and other learning methods. (eir learning methods
are lagging and cannot adapt to in-depth teaching, and the
evaluation system is not perfect. Teachers’ enthusiasm and
other reasons have hindered the practice of in-depth
teaching, which is not conducive to the cultivation of stu-
dents’ core literacy. With the research on in-depth teaching,
the theoretical and practical system of in-depth teaching is
gradually being established and improved, which has ref-
erence significance for the teaching practice of ideological
and political courses in the future. [1–5].

2. Related Works

(e research on deep learning can be traced back to the mid-
1950s. Some scholars start from the learning process of
students and use shallow learning and deep learning as the
reading methods of academic papers for college students so
as to adjust the teaching methods according to these two
states. American scholars Ference Marton and Roger Saljo
were the first to make this point. (ey believe that shallow
learning is passive and mechanical, students’ inquiry process
lacks self-awareness and the ability to think independently,
the content of learning is boring and far from students’ life,
and students lack emotional experience and thinking skills
during learning. On the contrary, deep learning emphasizes
the initiative and comprehension of students’ learning,
emphasizes that students should use critical thinking to
understand knowledge; attaches importance to new and old
knowledge, knowledge of various disciplines, and the con-
nection between theory and practice; and improves students’
transference. Since then, many scholars have conducted
comparative studies on the two, put forward the value of
deep learning, and explored strategies to promote deep
learning for students. For example, “problem-based learning
(PBL)” originated from medical education uses “problems”
as clues to students’ learning and activities, prompting
students to change their previous learning methods and
change from passive acceptance to active inquiry. Another
scholar proposed “self-directed learning.” A typical example
is an American scholar Tough, A who proposed in 1971 that
“students should learn to plan, monitor, and reflect on their

own.” Students establish learning goals in autonomous
learning. (rough the learning process, they can have a deep
understanding of the content, form a summary, and reflect
in the learning process. Another scholar proposed the deep
learning route (DELC), the deeper learning cycle. For ex-
ample, Eric Jensen and LeAnn Nickelsen proposed in “7
Powerful Strategies for Deep Learning” to carry out in-depth
learning from seven perspectives: “design standards and
courses, pre-assessment, building a learning culture, pre-
viewing prophets, acquiring new knowledge, deep pro-
cessing of knowledge, and learning evaluation,” which
enriches the practical strategies of deep learning. In recent
years, the research of some scholars has gone beyond the
previous research vision, not only based on the aspects of
educational technology such as instructional design and
learning technology but also based on the new concept of
learning and knowledge, research, and new interpretations.
(e most representative of them is the research carried out
by the “Learning in Depth” (LID) project team led by
Professor Egan of Fraser University in Canada, which im-
plements deep learning based on experiments. (e path and
the basic principles of its implementation are discussed, and
the role of deep learning on student learning, teacher
professional growth, and school reform is analyzed. (e
research focuses on classroom learning and teacher teaching,
and even research on deep learning focuses on teachers’
guidance on how students learn and how they learn. Aigen’s
deep learning research has made it clear that teachers also
attach importance to the guidance of teachers in the process
of deep learning, guide students to focus on the in-depth
understanding of knowledge, and promote students to
deepen their understanding of knowledge in the process of
gradual in-depth learning. Eigen’s research on deep learning
pays attention to the importance of teachers to students’
deep learning, and the connection between deep teaching
and deep learning, so the focus of the research gradually
shifts from a single learning technology to a two-way activity
that combines teacher teaching and student learning. (e
research on deep learning also shows the characteristics of
the combination of deep learning and deep teaching. [6–12].

3. Related Theories and Research Methods

3.1. Community. A community is a tightly connected whole.
From the perspective of the etymology, “common” means
“everyone does it together; what belongs to everyone is
public”; “body” means “group, collective,”; and the com-
munity is that everyone does things together, belongs to
everyone’s collective, mutual help, and no one can do
without another, mainly emphasizing that there is a deep
emotional foundation between members and a collective or
collective organization that depends on each other.(eword
community comes from the German “Gemeinschaft” and is
translated as Community in English; the most common
meaning is “society,” with derived meanings of “residents”
and “regions.”

(e earliest description of the community was by the
German classical sociologist Tennis. He divided the com-
munity into several aspects: the community linked by blood,
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the community linked by emotional needs, and the com-
munity linked by region. (ey are all interdependent, share
weal and woe, recognize and tolerate each other, and have a
strong sense of collective belonging. (e concept of
“community” originated in the field of sociology, has
gradually been widely studied in other fields such as edu-
cation and politics, and has enriched the connotation and
extension of the community from different angles, such as
the political community in the field of politics, the scientific
community in the field of natural and human sciences, etc.
With the rise of research on the community, community not
only emphasizes the close relationship between members
because of blood relationship and geographical location but
also emphasizes the organization of collective members
relying on common goals. In pedagogy, the commonly
mentioned community refers to the learning community,
such as Palmer’s theory of debate; he believes that “the real
community is recognized through debate,” and the com-
position of community members is not limited by blood
regions, etc. More emphasis is placed on organisms that
identify with each other by arguing with each other. At the
same time, the debate process is not closed, but open and
shared. (e format of the debate is not monotonous for the
sake of debate, but to encourage members to fully express
and listen to their views, learn together, and achieve com-
mon goals. Such communities are more focused on em-
phasizing the learning process. Although the community in
pedagogy and the community in sociology have similarities,
they both emphasize mutual recognition and sharing, but
there are great differences between the two. Community in
pedagogy emphasizes that learners cooperate with each
other and grow together in the learning process, while the
community in sociology is based on relevant research based
on factors such as region, blood relationship, and spiritu-
ality. Even so, the concept of community in the field of
sociology can also serve as a reference for the concept of
community in pedagogy. (e concept of community in
pedagogy relies on the concept in the field of sociology, but it
is not equivalent to its connotation in sociology. (e vast
groups with different identities in different regions can be
summarized as a collective with common goals, mutual
cooperation and sharing, mutual recognition, and close
connection. [13].

3.2. LearningCommunity. (e learning community idea can
be traced back to Dewey’s empirical education theory.
Dewey believes that the essence of education is: “education is
life, school is society, education is growth, education is the
reorganization and transformation of experience.” In fact,
what is emphasized is that schools are not only places to
learn knowledge and skills but they also advocate various
social activities, emphasize exchanges and cooperation be-
tween people, and promote the all-round development and
personality development of each student. (e concept of the
learning community is derived from the learning organi-
zation theory. In 1990, the scholar Peter Senge put forward
the famous learning organization theory, which refers to the
collective that each subject can release their sense of

collective identity, cultivate their personality, expand their
abilities, and continue to learn together. [14] (e learning
organization mainly includes five elements: common vision,
system thinking, common learning, self-realization, and
mental model. Although he did not directly point out the
concept of the learning community, he accelerated the
process of the concept of the learning community becoming
known to the world. In 1995, Boyer put forward the concept
of the learning community for the first time. He believed that
a learning community is an organization where members
share common goals and communicate and cooperate with
each other. After 2000, Sato, known as the first person in
Japanese educational theory, further developed the learning
community theory according to the problems of lonely
learning in Japan at that time and regarded the learning
community as a new teaching model and a new type of
learning community. Learning the organizational form, he
believes that the main purpose of the learning community is
to accept all differences, that is, to respect and accommodate
the differences of each member. And in the description of
the global picture of the “classroom revolution” in the 21st
century, the school reform philosophy based on the
“learning community” is expounded.

3.3. ,e Elements of the Learning Community in Ideological
and Political Teaching in Colleges and Universities.
Scholars have different generalizations of what constitutes a
learning community. Some scholars believe that it includes
five elements: learners, facilitators, learning tools, resources,
and learning contexts; some scholars divide it into seven
elements: learning subjects, resources, learning methods,
curriculum knowledge, shared vision, learning context, and
target effects. According to the analysis of the concept and
constituent elements of the learning community and the
characteristics of the ideological and political teaching of
college students, this study believes that the constituent
elements of the learning community in the ideological and
political teaching of college students mainly include learners,
common vision, interactive means, learning situations, and
learning resources—5 aspects. All elements influence and
depend on each other and jointly promote the sustainable
development of the learning community in the ideological
and political teaching of college students. [15].

3.3.1. Learners. College students and ideological and po-
litical teachers are the main learners of the learning com-
munity in the ideological and political teaching of college
students. (rough certain teaching activities, teachers and
students can communicate and interact. Teachers and stu-
dents are learners with equal status. Teachers and students
have their own advantages and personalities. In the ideo-
logical and political teaching of college students, ideological
and political teachers and students help each other, share
knowledge, and jointly solve challenging problems. Special
attention should be paid here. Teachers do not blindly instill
knowledge but guide and help students in the teaching
process. Ideological and political teachers are not managers,
but more of a service provider for students’ learning. At the

Scientific Programming 3



RE
TR
AC
TE
D

same time, they are also learners. Lifelong learning, or more
reflective dialogue with students, can better promote the
effective and sustainable development of the learning
community in the ideological and political teaching of
college students. [16].

3.3.2. Common Vision. (e common vision and the com-
mon goal are closely related, but in addition to the common
goal itself, the common vision also emphasizes that members
take the initiative to achieve the learning goal based on the
common emotional needs, that is, the common goal of the
community. (e “Ideological and Political Curriculum
Standards” proposes that “the fundamental task of college
students’ ideological and political teaching is to build mo-
rality and cultivate people, further strengthen the education
of socialist core values, and emphasize the construction of an
active subject curriculum dominated by cultivating the core
literacy of ideological and political subjects.” (erefore,
college students’ thinking of the common vision of the
learning community in political teaching should not be
limited to the achievement of knowledge and skills but
should focus more on building morality and cultivating
people, implementing the core literacy of disciplines, and
promoting the all-round development of each student.

3.3.3. Interaction. Internet + tradition is an interactive
means of the learning community in the ideological and
political teaching of college students. For students in the
traditional ideological and political teaching of college
students, generally a class is a group. Although everyone
knows each other, the communication and interaction with
each other is not enough, and it is only limited to the in-
teraction in the school classroom. (erefore, from the
perspective of the composition of the learning community in
the ideological and political teaching of college students, it is
very important that the interaction means among the
members of the learning community. In today’s information
age, knowledge is updated rapidly, and traditional means of
interaction are no longer the main way. More members will
use some popular communication tools, such as e-mail,
Weibo, QQ group, WeChat group chat, etc. (e real-time
synchronous and non-real-time asynchronous communi-
cation of network media tools promotes the exchange and
feedback of information among the participants of the
learning community in the ideological and political teaching
of college students.

3.3.4. Learning Situation. Carrying out the activity-based
curriculum oriented to implement the core literacy of the
discipline is the main learning situation of the learning
community in the ideological and political teaching of
college students. (e learning situation is also an important
factor in the teaching process of ideological and political
courses. It is the so-called “flesh worms, fish withered
worms.” It emphasizes the importance of internal envi-
ronmental changes to the development of things, and the
reference to teaching also reflects the learning situation.

Wang Fuzhi, a Confucian scholar in the late Ming and early
Qing dynasties, believed that people’s ideology and behavior
are closely related to the environment in real life, and the
natural learning situation is closely related to people’s
thinking and behavior. (e environment of ideological and
political teaching has the characteristics of being extensive,
dynamic, specific, and creative. (erefore, it is necessary to
pay attention to the creation of the learning environment of
the learning community in the ideological and political
teaching of college students, not only to consider the en-
vironment and characteristics of ideological and political
teaching but also to consider the personality and charac-
teristics of the students. Appropriate learning situations can
promote ideological and political teaching to achieve a
multiplier effect. [17].

3.3.5. Learning Resources. Explicit knowledge+ invisible
knowledge is the learning resource of the learning community
in the ideological and political teaching of college students.
Learning resources are an indispensable element and the
learning information of the learning community in the
ideological and political teaching of college students and
generally exist relying on certain carriers, such as books,
courseware, exercises, cooperation, and dialogues. (erefore,
learning resources include both explicit knowledge and im-
plicit knowledge. Traditional teaching tends to ignore the
learning resources in cooperation and exchange, and the
learning community attaches great importance to the learning
resources obtained in the process of communication, coop-
eration, and reflective dialogue between teachers and students
and between students and students.(is is also in line with the
activity-based curriculum emphasized by the ideological and
political curriculum standards for college students, which
promotes the activity of the curriculum content and the
curriculum of the activity content and realizes the common
progress of teachers and students in the blending of explicit
knowledge and invisible knowledge. [18].

4. Construction of College Students’ Ideological
and Political Teaching Community Based on
the Learning Community

4.1. Teaching Design Based on the Concept of the Learning
Community. According to the connotation of the learning
community, the value of the learning community should be
recognized. First of all, it is necessary to form a correct
cognition of the learning community, instead of putting wrong
labels such as time-consuming and formalism. According to
the connotation of the learning community, it can be un-
derstood that the learning community is an organic organi-
zation for teachers and students, students and students to learn
from each other, help each other, achieve common goals, and
cultivate socialist core values. Based on this, building a learning
community in the ideological and political teaching of colleges
is conducive to forming a new teaching model of cooperative
inquiry, establishing a new teacher-student relationship of
equality and democracy, and, at the same time, cultivating
students’ higher-order thinking and promoting more
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meaningful learning.(e content of this lesson is selected from
“Truth is Concrete and Conditional” in “Life and Philosophy.”
(e whole teaching design is shown in Table 1.

4.2. Teaching Implementation Based on the Concept of the
Learning Community

4.2.1. Correct Concept. Form a correct cognition of the
learning community. According to the connotation of the
learning community, the value of the learning community
should be recognized. First of all, it is necessary to form a
correct cognition of the learning community, instead of
putting wrong labels such as time-consuming and formalism.
According to the connotation of the learning community, it
can be understood that the learning community is an organic
organization for teachers and students, students and students
to learn from each other, help each other, achieve common
goals, and cultivate socialist core values. Based on this, building
a learning community in the ideological and political teaching
of colleges is conducive to forming a new teaching model of
cooperative inquiry, establishing a new teacher-student rela-
tionship of equality and democracy, and, at the same time,
cultivating students’ higher-order thinking and promoting
more meaningful learning. [19].

4.2.2. Clear Goals. Play the leading role of the common
vision in the ideological and political teaching of the uni-
versity. Because the learning community has the charac-
teristics of political identity and cooperation and openness, it
should play the leading role of the common vision in the
learning community. A shared vision is a common goal that
members of a learning community have and are willing to
work towards. In other words, a shared vision includes both
common goals and emotional appeals that members are
willing to work towards. A shared vision is not simply
equivalent to the improvement of academic performance, it
is more focused on exploring and solving problems in co-
operation and communication and ultimately enables stu-
dents to actively build new knowledge and promote the
achievement of key abilities and necessary characteristics.

4.2.3. Positioning Practice. We should fully respect the
dominant position of students, carry out interactive teaching
that stimulates students’ interest in learning, and promote
students to actively build new knowledge in the process of
teacher-student and student-student cooperation and inter-
action. Interactive teaching emphasizes two-way interaction,
which is different from teacher-led and invalid interaction or
blind interaction of students. It is necessary to change the
traditional single self-directed and self-acted teaching but to
develop a dialogue and communication method that includes
multiple factors such as cognition, behavior, and emotion.
Interactive teaching is based on an equal and harmonious
modern teacher-student relationship. Students and students,
teachers and students understand each other, respect each
other, and achieve common progress and common devel-
opment in the process of cooperative exploration. In the

current ideological and political teaching in universities, there
is more interaction on the surface, the form is lively, and there
is no real knowledge. For example, in the class “Entering the
International Society,” a teacher guided students to hold a
debate on whether China and the United States are rivals or
partners.(is does not conform to the cognitive characteristics
and processes of students. In the information age, many
students understand that China and the United States are both
rivals, but also partners.(erefore, such debates can easily lead
to ineffective interactions. (e dialectical thinking that China
and the United States are both opponents and partners is not
easy to form in this debate. Interaction exists all the time, but
effective interaction is rare. How to really achieve effective
“interaction?” First, the interaction method must be properly
combined with subject knowledge. (at is to say, the selection
of interactive materials or methods should not be separated
from the corresponding subject knowledge. To truly realize the
curriculum of the activity content and the activity of the course
content, the two should not be separated from each other, but
must be closely integrated. Change the traditional curriculum
content curriculum, but also avoid the ineffective interaction
of the activity content. Second, the interactive way should be
promoted to stimulate students’ interest in learning. (e
material selected or the situation created should be based on
the psychological characteristics of students, which can
stimulate students to learn actively. Failure to unilaterally
understand interaction is commonly used in front and back
discussions between four people. (e selected discussion
topics are not close to students, close to life, and close to reality.
Effective interaction will definitely not be possible, and stu-
dents will feel tired of learning. [20].

(ird, the layout of traditional learning spaces should be
changed. Do a good job in the spatial setting of the learning
community and the spatial distance of students’ seats is
closely related to the psychological distance between
teachers and students, and students and students. (e
narrowing of the space distance can shorten the psycho-
logical distance between teachers and students, which makes
it easier to listen, communicate and cooperate, and achieve
effective interaction. Japanese scholar Sato Xue believes that
the physical space environment of learning can be changed
to promote the effective interaction between teachers and
students, and students and students. (e traditional seed-
ling-style desks and chairs cannot carry out more nonverbal
communication, which is not conducive to attentive lis-
tening between teachers and students, and students and
students, and is not conducive to mutual in-depth exchanges
and cooperation. (e sitting situation in the classroom is to
form a classroom that listens attentively to each other and
build the physical foundation of a learning community.
Generally, there are the following requirements: as shown in
the figure below, the group members should sit face-to-face
and look at each other; appropriate distance will neither
affect the communication between group members nor the
connection between groups; the arrangement of the class-
room should be as flexible as possible to facilitate students to
change the group form; as far as possible, all students should
always be with their own group companions together, as
shown in Figures 1–3.
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4.2.4. Specific Implementation. First, the spatial arrange-
ment should be completed. In the classroom teaching of
“Truth is Concrete and Conditional,” it is necessary to build

a learning community. First, a classroom atmosphere cen-
tered on listening must be created. To cultivate the rela-
tionship of mutual trust and mutual respect between

Table 1: Learning community concept instructional design sheet.

Textbook analysis

(e content of this lesson is selected from “Truth is Concrete and Conditional” in “Life and Philosophy.” (is article
mainly explains the conditionality and specificity of truth and the relationship between true questions and falsehoods
and then understands that the process of pursuing truth is never-ending and not smooth, so we begin the process of

pursuing truth.

Study situation
analysis

Students have acquired certain philosophical thinking ability in the study of relevant philosophical knowledge points.
However, their understanding is relatively scattered, simple, and one-sided, so teachers need to teach systematically to
help students comprehensively master knowledge, broaden their understanding, and improve their rational thinking
ability. In view of the situation of this course, students have already mastered the relevant knowledge of “truth” and

they need to further study the characteristics of truth and the relationship between truth and falsehood.

Teaching
objectives

1. Master the conditionality and specificity of truth and understand the relationship between truth and error.
2. Cultivate students to identify with the philosophical method of dialectical materialism, enhance the ability to
actively participate in life and know how to use dialectical thinking to deal with real-life problems, and at the same
time improve students’ practical ability.
3. Cultivate students’ scientific spirit of rational analysis of truth, encourage students to take on the important
responsibilities of the times, and strive to pursue the truth.

Teaching focus

Truth is conditional

Set by

1) First of all, students have learned the relevant knowledge of truth, but they do not have a special
understanding of the relationship between truth and falsehood, and the applicable conditions of

truth.
2) Second, combined with the requirements of core literacy and the new curriculum concept, it is
necessary to cultivate students to establish a scientific spirit and the ability to guide life using the

method of dialectical materialism—this is the focus of teaching.

How to stand out

1) Carry out activity-based courses, teachers and students interact and communicate, analyze and
demonstrate knowledge points in turn, and help students fully understand that truth is a

conditional philosophical principle. Under the guidance of teachers, students can intuitively
experience the changing process of the two experiments of “black wolfberry soaking in water,”
actively build new knowledge, and understand that truth has its own applicable conditions and

scope.
2) Make the content of the course active and the content of the activities into a curriculum,
through the interaction between teachers and students, strengthen the guidance of students’

values, and cultivate students’ scientific spirit.

Teaching
difficulties

Truth is concrete

Set by
1) Concrete is a word that is often used in daily life, but for students, the specific understanding of
truth is not deep enough, and it is easy to ignore the two dimensions of time and space contained

in it, and then they cannot better grasp the truth and falsehood.
How to break

through
1) Use case analysis to analyze from the two dimensions of space and time so that students can

understand that the truth must conform to the actual situation of the local and the time.
Teaching method Pedagogy is based on the concept of the learning community

Figure 1: Sitting in a row in the classroom of the learning com-
munity: sitting in groups around the front and back.

Figure 2: Sitting in a row in the classroom of the learning com-
munity: sitting in groups around the left and right sides.
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teachers and students, and students and students, it is
necessary to change the traditional classroom space layout,
create a space layout that facilitates face-to-face commu-
nication and cooperation between peers, remove the po-
dium, and reduce the spatial distance between teachers and
students. Teachers should take turns walking around dif-
ferent groups, as shown in Figure 4 below.

Figure 5 shows the classroom space layout of the learning
community.

Second, assigning team members. (e team members
should be matched according to the actual situation. Since
the selected experimental class has 48 people, it is deter-
mined in advance that every four people will form a group.
First of all, let the students apply for registration indepen-
dently, which students are willing to form a group with, and
explain the reasons for the application. (en, according to
the teacher’s daily observation and understanding and the
students’ evaluation of others and other factors, the group
members are preliminarily determined. Finally, the list of
groupmembers is announced to the students, and those who
are dissatisfied can make corrections according to the actual
situation. After the four members of the group are deter-
mined, based on self-recommendation, democratic recom-
mendation, and teacher evaluation, a leader, a timekeeper, a
main speaker, and a recorder are determined for each group.
During the actual operation, their identity can also be ad-
justed appropriately. It is convenient for everyone to
communicate and cooperate in depth in the three cooper-
ative exploration activities in the class “Truth is Concrete
and Conditional,” and complete the active construction of
knowledge. [21–23].

(ird, establishing a common vision. Before the class,
the teacher guides everyone to understand that the goal we
need to accomplish together in this class is to cooperate in
depth based on mutual trust with peers and teachers, to
master the conditional and specificity of truth, and to un-
derstand the relationship between truth and falsehood; and
the ability to actively participate in life and know how to use
dialectical thinking to deal with real-life problems, to de-
velop the scientific spirit of rational analysis of truth, to be

brave to take on the important tasks of the times, and to
strive for truth.

Fourth, solving challenging problems. (e goal of
building a learning community is that students can solve
problems and consider the unity of learning and use.
Teachers organize students to review textbooks in advance to
understand the connotation of truth, so that students can
solve problems independently in the teaching process, un-
derstand that truth is conditional and specific, and at the
same time understand the reasons. (is also requires
teachers to focus on giving guidance in the teaching process,
rather than directly giving answers or results, so that stu-
dents can explore independently; actively build knowledge;
solve challenging problems; and implement the core literacy
of disciplines, scientific spirit, and political identity.

platform

Figure 4: Traditional classroom space layout.

Figure 3: Sitting in a row in the classroom of the learning com-
munity: U-shaped sitting in groups.

Figure 5: Classroom space layout based on the learning
community.
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Fifth, evaluating group cooperation. After class, the
evaluation is made based on the teacher’s observation and
the record of each group’s recorder. (e method of evalu-
ation can be either self-evaluation or other evaluation, and
the content of evaluation is also diverse. It can be the
evaluation of students’ completion of teaching tasks, the
effect of group cooperation and exploration, and the
teaching design of teachers. According to the evaluation
results of teachers and students, it is necessary to analyze
which aspects can be done better, which aspects have what
kind of achievements and experience, etc.

4.3. Evaluation of the Effect of Teaching ImplementationBased
on the Concept of the Learning Community. On the whole,
the effect of classroom teaching based on the learning
community is obviously better than that of traditional
classroom teaching. According to the evaluations of
teachers, students, and teachers listening to the lectures, it is
found that in the classroom teaching based on the learning
community, students actively participate in the teaching
process, actively explore new knowledge, actively commu-
nicate and interact with group members, and can solve
challenging problems. (e degree, learning purpose,
learning process, and learning results are superior to tra-
ditional classroom teaching in many aspects as shown in
Table 2.

From the perspective of solving challenging problems,
building a learning community in the ideological and po-
litical teaching of colleges is an efficient teaching method.
(rough experiments, it is found that building a learning
community in the ideological and political teaching of
colleges seems to be time-consuming, but in fact it is highly
efficient. Taking “truth is specific and conditional” as an
example, the spatial layout was changed, the division of labor
among group members was determined, and interactive
teaching was carried out under the guidance of a common
vision, in a democratic and equal teaching atmosphere, and
students not only master the truth, but also transfer
knowledge, solve the problems of low classroom partici-
pation, difficult to understand course knowledge, andmostly
mechanical memory methods under the traditional teaching
mode. Practice has proved that building a learning com-
munity in the ideological and political teaching of

universities can save time and achieve efficient learning. (e
traditional misunderstanding that it is a waste of time to
build a learning community is not valid in the teaching
process of teachers and the learning process of students.
Although the time spent by ideological and political teachers
in preparing lessons will increase, it is not a waste of time,
but a responsibility that should not be shied away.

5. Conclusion

High school ideological and political teaching based on the
learning community is a teaching model that emphasizes the
coexistence of cognition and emotion and combines respect
for individuality and all-round development under the
background of the new curriculum reform. In this kind of
course teaching, teachers and students, students and students
cooperate with each other, have dialogue and reflection, and
achieve common growth and progress, which is also the re-
quirement of ideological and political courses in the new era.
In the process of frontline ideological teaching, there are still
problems in the teacher-student relationship, classroom in-
teraction, evaluation system, etc., which seriously hinder the
effective implementation of the learning community. Entering
the new era, higher requirements have been placed on high
school political teachers in terms of comprehensively advo-
cating and implementing the core values of socialism, pro-
moting the all-round development of students, and cultivating
students’ key abilities and necessary characters. Building a
learning community in ideological and political teaching aims
to break through the traditional political indoctrination ed-
ucation, change the discordant and unequal teacher-student
relationship, and reshape the curriculum of the activity
content and the political classroom of the activity of the
curriculum content. Based on the zone of proximal devel-
opment theory and the principle of teaching and learning,
students are promoted to actively build knowledge and
complete challenging problems, change their prejudice against
political classrooms, enhance their sense of political learning,
and make them love and enjoy political classrooms again.

Data Availability

(e dataset can be obtained from the corresponding author
upon request.

Table 2: Comparison of the effect of classroom teaching based on the learning community and the effect of traditional classroom teaching.

Compare items Traditional classroom teaching Classroom teaching based on the learning community
Degree of
organization Emphasize pre-class presupposition Emphasize classroom generative

Learning purpose Utilitarian (emphasizes the difficulty of the exam) Nonutilitarian, self-fulfillment

Learning process Passive participation in the classroom; the classroom
atmosphere is dull

Actively participate in the classroom; the classroom
atmosphere is active

Learning outcomes Mechanical memory knowledge, unable to complete
challenging problems Deep learning, capable of solving challenging problems

Evaluation method Based on external evaluation Based on self-evaluation

Learning value Simply acquire knowledge While mastering knowledge, also acquired the ability of
unity and cooperation

Study time Long time, low efficiency Short time, high efficiency
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With the rapid development of deep learning, its application in the eld of education has gradually attracted attention. �is study
introduces a deep learning-based moral education evaluation system for college students. �e evaluation of the ideological and
political education of college students is an important driving force to strengthen and improve the ideological and political
education of college students, and its connotation is very rich. However, at present, there are many di�culties in the evaluation of
ideological and political education in colleges and universities, such as narrow evaluation objectives, monotonous evaluation
structures, lack of pertinence in the evaluation process, and subjective evaluation standards. �e internal mechanism and external
mechanism of the evaluation mechanism, the qualitative analysis and quantitative analysis of the evaluation method, the ab-
soluteness and relativity of the evaluation standard, the dynamic and static evaluation process, and the systematic and specialized
evaluation are combined to ensure the college students’ thinking the objectivity and e�ectiveness of political education evaluation.

1. Introduction

As the evaluation of the ideological and political education
of college students is an important evaluation [1] and
feedback on the development of ideological and political
education, it is e�ective for discovering, analyzing, and
correcting the dilemma of ideological and political education
and constructing [2, 3]. Carrying out ideological and po-
litical education is an important task in colleges and uni-
versities, and the sustainable development of ideological and
political education is an important subject entrusted by the
times. Under the new historical conditions, facing the
complicated new situation at home and abroad, the ideo-
logical and political education of college students can only be
strengthened and not weakened. It has become an urgent
task of higher education to realize the sustainable devel-
opment of ideological and political education for college
students. A sustainable ideological and political education
system for college students plays an important role in im-
proving the overall e�ect of ideological and political edu-
cation and promoting its in-depth development. �e

evaluation system of college students’ ideological and po-
litical education is a systematic project, and its connotation
is also rich [4–6]. Bloom regards evaluation as the most
fundamental factor in a hierarchical model of human
thinking and cognitive processes. According to his model,
evaluation and thinking are the two most complex cognitive
activities in the model of human cognitive processing. He
believes that evaluation is the process of making value
judgments on certain ideas, methods, and materials [7]. It is
the process of using criteria to evaluate the accuracy, ef-
fectiveness, economy, and satisfaction of things. Taking
various factors into consideration, evaluation refers to the
process of quantitative and nonquantitative measurement of
all aspects of the evaluation object by the evaluator according
to the evaluation criteria and nally drawing a reliable and
logical conclusion [8]. Among them, the so-called evaluator,
who is also called an evaluator, is mainly a subjective agent
who evaluates a certain object. �e second is the system,
which generally refers to the whole of a certain range or the
same kind of things combined according to a certain order
and internal connection, which is a system composed of
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different systems. 'e content in the system should involve
subjects, objects, laws, principles, standards, etc. 'e last is
the ideological and political education of college students,
which defines the scope and content; that is, the process of
evaluation, analysis, and construction of the system should
be carried out around the ideological and political education
of college students [9]. When defining the evaluation system
of ideological and political education for college students, it
is necessary to base it on these keywords, and the key points
should be considered from the following aspects.

First, there must be a definite subject in evaluating the
ideological and political education of college students. To
study the promoting effect of ideological and political ed-
ucation on the economy, we must first recognize the essence
of ideological and political education and then explore at
what level it can have a functional connection with the
economy. It will clarify the nature of ideological and political
education and study its effects on the economy from the
macro- and microlevels. 'is subject should include both
macro- and microaspects. Judging from the current do-
mestic specific participation in the evaluation, the subjects
are mainly the relevant national education administrative
departments, education supervisory and scientific research
institutions, and ideological and political educators in col-
leges and universities [10].

Second, the ideological and political education of college
students must have a definite object. 'e object of ideo-
logical and political education evaluation of college students
is throughout the whole process of ideological and political
education [11, 12]. 'ere is content at the top of the
ideological and political education system, such as educa-
tional policies, educational principles, and educational goals,
as well as ideological and political education.'emiddle end
is the content of the process, such as educational content,
educational methods, forms, and means of education, and
the content of the lower end of ideological and political
education, such as the evaluation of ideological and political
educators, and the evaluation of college students receiving
ideological and political education [13].

'e third is the method of ideological and political
education for college students [14]. 'e methods and means
of ideological and political education for college students
should be diverse, which is a combination of qualitative and
quantitative analysis. Especially with the upgrading of
modern statistics and analysis methods, the means and
methods of evaluation should also keep pace with the times,
using advanced measurement methods. Statistical technol-
ogy uses the latest theoretical and practical achievements in
natural science and social science to scientifically analyze the
collected data. 'e current ideological and political educa-
tion evaluation system lacks a clear line in the operation
process, and there is no unified standard.'e ideological and
political education evaluation system that has been recog-
nized in practice has not yet been established. Educational
measurement believes that the essence of educational
evaluation lies in value judgment, and the object threshold
lies in the development and change of the educated and
various factors that constitute the change [15]. 'e evalu-
ation process of ideological and political education of college

students reflects the process and nodes of evaluating the
implementation of ideological and political education of
college students. Whether the evaluation process is smooth,
orderly, and scientific directly determines the final evalua-
tion result. At present, the evaluation process of the ideo-
logical and political education of college students in my
country involves a wide range of aspects, and the system is
too large. Especially, in the connection between evaluation
and the definition of responsibilities, there is a disordered
state to a certain extent, which leads to rupture and blurred
boundaries in the evaluation process. At the same time, the
evaluation relies too much on quantitative methods, em-
phasizes too much on the application of scientific methods
and technical methods of evaluation, and integrates some
comprehensive educational issues and in-depth activities of
ideological and political education that cannot be quantified
and activities that reflect changes in college students’
ideological and political education. 'e final purpose of the
evaluation is to formulate corresponding policies and sys-
tems based on this [16].

2. Related Works

Most of the existing intelligent teaching systems use tech-
nologies such as image recognition, AR/VR, and speech
recognition and rarely use deep learning.

'e design of deep learning evaluation is a process of
reasonably selecting evaluation methods and organizing
evaluation content according to learning objectives. Bloom’s
educational goal classification theory, which is the most
influential and widely used in the world today, divides
educational goals into three areas: cognition, motor skills,
and emotion. 'e specific classification rules commonly
used in the corresponding fields are Bloom’s cognitive goals.
'e taxonomies used are Simpson’s Motor Skill Target
Taxonomy, and Kraswall’s Affective Target Taxonomy.'ese
three classification methods are also the theoretical basis for
the design of deep learning evaluation, according to which a
deep learning evaluation system of cognition, motor skills,
and emotion can be constructed, and the goal level to be
achieved by deep learners can be comprehensively clarified.

Although Bloom has made a detailed division and
elaboration of cognitive goals, there are still some limita-
tions: the change in learner behavior is the evaluation goal,
but the description of behavior goals is not clear enough,
especially when the target is relatively high. When thinking
activities of higher order, take the linear accumulation of
thinking complexity as the classification clue, simply use the
transfer to explain the transformation from low-level target
learning to high-level target learning, and artificially dis-
tinguish the knowledge content from the process, ignoring
the high-level target learning, a way to evaluate thinking
ability. Famous educational psychologists Biggs and Chris
put forward the SOLO taxonomy, aiming at the complexity
of thinking structure in their reflection on Bloom’s taxon-
omy, in order to make up for the deficiency of Bloom’s
taxonomy in the evaluation of higher-order thinking ability.
'e development of higher-order thinking is closely related
to the realization of deep learning. Deep learning is to learn
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the inherent laws and representation levels of sample data,
and the information obtained during these learning pro-
cesses is of great help to the interpretation of data such as
text, images, and sounds. Its ultimate goal is to enable
machines to have the ability to analyze and learn like
humans and to recognize data such as words, images, and
sounds. Deep learning is a complex machine learning al-
gorithm that has achieved results in speech and image
recognition far exceeding previous related technologies.
Deep learning is higher-order learning with higher-order
thinking as its core feature. 'erefore, in the evaluation of
deep learning, the evaluation of learners’ thinking quality,
especially the level of higher-order thinking ability, is par-
ticularly important.

To sum up, since deep learning has the commonality of
general learning forms, the evaluation of deep learning can
be based on the three perspectives of traditional cognition,
motor skills, and emotion.'e theoretical basis of the motor
skills target classification and Kraswall’s affective target
classification, and the achievement of expected goals such as
unstructured deep knowledge, higher-order cognitive skills,
and high-level motor skills is the realistic standard. How-
ever, considering the particularity of deep learning, with
higher-order thinking as the core feature, it is obvious that
the evaluation of deep learning should pay more attention to
the development of learners’ higher-order thinking, that is,
based on Biggs’ SOLO classification method, to evaluate the
level of the learner’s thinking structure, which then deter-
mines the level of cognitive development. 'erefore, in the
traditional three-dimensional learning evaluation system of
cognition, motor skills, and emotion, the SOLO taxonomy,
which pays more attention to the development of higher-
order thinking, should be incorporated to construct a the-
oretical system of deep learning evaluation, as shown in
Figure 1. 'e learning objectives of these four dimensions of
cognition, thinking structure, motor skills, and emotion are
not isolated and mechanically segmented individuals, but an
interconnected organic whole, which together provides
theoretical guidance for comprehensive evaluation of the
effect of deep learning. However, in practice, free combi-
nation, organic integration, and flexible application should
be carried out according to the nature and objectives of the
curriculum.

Bloom’s classification of educational goals and educa-
tional evaluation theory has had a huge impact on the field of
education since they were put forward, and his classification
of cognitive goals is still widely used today. According to the
level of thinking and the cognitive level attained by the
learner, he divides cognitive goals into six levels from low to
high: knowing, comprehending, applying, analyzing, syn-
thesizing, and evaluating. 'is taxonomy defines knowledge
and cognitive skills at the operational level, which can better
guide the measurement and evaluation of learning out-
comes, but does not clarify how to convert knowledge into
skills. To address the relationship between knowledge and
cognitive skills, Anderson et al. revised the taxonomy,
classifying learning outcomes in the cognitive domain into
factual knowledge, conceptual knowledge, procedural
knowledge, and metacognitive knowledge. 'ere are four

types of knowledge, and the cognitive process of acquiring
this knowledge is divided into six levels from low to high:
memory, understanding, application, analysis, evaluation,
and creation.

According to the understanding of deep learning and
shallow learning, shallow learning focuses on scattered,
isolated, and currently learned knowledge and is all struc-
tured shallow knowledge such as specific facts, information,
details, and concepts; deep learning requires learners to
establish connections between old and new knowledge in
order to master unstructured knowledge such as tacit
knowledge, complex concepts, and deep knowledge.
'erefore, shallow learning is a simple description, memory,
or copy of shallow knowledge, and its cognitive level stays at
the lower level of “memory and understanding,” which
involves low-level mechanical memory, simple retrieval, and
shallow understanding. On the contrary, deep learning is a
deep understanding and transfer application of knowledge,
and its cognitive level is at a higher level of “application,
analysis, evaluation, and creation,” and most of the activities
involved are ill-structured problem-solving metacognition,
creative thinking, and other higher-order thinking activities,
which require the acquisition of higher-order cognitive
skills.

3. The Design of the Student Moral Education
Evaluation System

3.1. Research on the Classification of Students’ Moral Edu-
cation Based on the CHAID Decision Tree. CHAID analysis,
chi-square automatic interactive detection, is a classification
method that uses chi-square statistics to determine the best
segmentation and build decision trees. CHAID is a com-
monly used decision tree, which can automatically search for
multiple independent variables, generate the scheme of the
maximum difference variable, and finally, output an intui-
tive tree structure graph. 'is topic is to find multiple
variables (disciplinary items) in the moral education data of
students and use chi-square statistics to find the best

Bloom's 
classification 
of cognitive 

goals

Classification 
of XinPuLin 
motor skills
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classification 
of affective 

goals

Biggs SOLO 
classification

Figure 1: Deep learning evaluation of the multidimensional the-
oretical system.
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segmentation and subcase to build a tree in several moral
education periods (normal period, education period, dan-
gerous period, and semester processing period), a frame-
work for reshaping the structure. 'rough the results of the
decision tree, we find out the factors that affect the variables
(disciplinary items), finally classify the moral education
period (normal period, education period, dangerous period,
and semester processing period), and finally get the corre-
sponding rules for each semester through the CHAID de-
cision tree.

3.2. System Architecture Design. Today, the mainstream
system architectures are C/S and B/S[17]. 'ese two
structural technologies are very mature and have their own
characteristics. 'e B/S system is the abbreviation of
Browser/Server. Customers only need to install a browser
(Browser) on their personal computer, and the server-side
(Server) installs the database. 'e B/S architecture is a
network-based architecture. A C/S distributed mode is a
computer term. C refers to Client, S refers to Server, and C/S
mode refers to client/server mode. It is a mode in which
computer software works together, usually with a two-layer
structure. 'e server is responsible for data management,
and the client is responsible for completing the task of
interacting with the user. 'e server side is maintained by
professional managers, and the client side is the browser on
the client. All operations of the user are sent by the client’s
browser and then sent to the server through the network.
'e server processes the client’s request accordingly and
then returns the request to the client.'e structure of the B/S
mode is shown in Figure 2.

'e advantages of the B/S architecture are that the server
side is managed and maintained by professionals, the client
side only needs a browser to complete the corresponding
request operation, and the technical difficulty is low. Based
on the B/S architecture, schools do not need to purchase new
equipment, and the moral education system is applied to the
local area network, so the ease of use and security are
improved.

3.2.1. +eoretical Knowledge of Frame Design.

(1) Performance prediction based on the BP neural
network model: the BP neural network algorithm is a
supervised classification method. 'e main idea of
the performance prediction model is to input
learning samples and use the backpropagation al-
gorithm to determine the weights and biases of the
network. Repeated adjustments and training are
performed to make the output vector as close to the
expected vector as possible. When the sum of
squared errors of the output layer of the network is
less than the specified error, the training is com-
pleted, the weights and deviations of the network are
saved, and the classification model is trained. 'e BP
neural network can be used to predict the corre-
sponding offline learning performance by analyzing
the characteristics of online learning behavior. A

fully connected network is a feedforward network
consisting of an input layer, an output layer, and
several hidden layers. As shown in the figure below,
the input layer is composed of ddd neurons, which
are used to input each feature value of the sample; the
network can have several hidden layers, and the
number of neurons in each hidden layer is also
uncertain. Compared with the current fully con-
nected networks of deep learning, the simple BP
neural network can maintain a lower computational
complexity under the condition of achieving the
same effect.

(2) Online learning behavior regularity is analysed by
analyzing the user’s online learning behavior defi-
nition and calculating the corresponding actual
entropy value to evaluate the individual’s learning
behavior regularity and analyze the relationship
between the regularity and the user’s performance.
'eoretically, by calculating the number of days
between each time a student logs in, plus the number
of logins in an experimental period, the online
learning time distribution can be accurately depic-
ted. 'e user’s learning time characteristics are
mapped to a two-dimensional coordinate system for
visualization, and a user’s learning time scatter di-
agram is made. 'e maximum, minimum, and av-
erage time intervals of each user’s login time interval
and the truncated average value of the maximum and
minimum values are separately counted, and the
relationship between them and the performance is
analyzed. 'e most relevant ones are selected and
added to the model to enhance the prediction ac-
curacy of the model.

(3) Student sentiment analysis based on micro-
expression recognition and clustering of the article
recognizes the facial microexpressions of users
during online learning, including 6 categories of
anger, doubt, happiness, fear, dullness, and sadness,
to clarify the students’ learning emotions and net-
work links between online learning behaviors. Users
with different emotions and learning habits are
classified by the clustering algorithm. 'is study
proposes an offline classroom quality two-way
evaluation system based on classroom information,
which has good interactivity and practicability and
can provide teaching feedback, classroom discipline
supervision, intelligent attendance, and other
functions.

3.2.2. System Architecture. 'e schematic diagram of the
structure of the offline classroom quality two-way evaluation
system designed in this study is shown in Figure 3, including
student terminals, classroom terminals, educational affairs
terminals, and cloud servers, in which each terminal and
cloud server are connected through mobile network
communication.

'e industry name for cloud servers is actually called
computing units. 'e so-called computing unit means that
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this server can only be regarded as a person’s brain, which is
equivalent to the CPU of an ordinary computer, and the
resources inside are limited. If you want to get better per-
formance, one solution is to upgrade the cloud server, and
the other is to deploy other software that consumes com-
puting unit resources on the corresponding cloud service.
For example, the database has a dedicated cloud database
service, and static web pages and pictures have a dedicated
file storage service. In this study, through the development of
the front-end client of the mobile intelligent terminal and
the classroom terminal, combined with the construction of
the cloud server and the establishment of the background
database, a two-way evaluation system is formed. 'e use of
the client and the data collection of the classroom terminal
are based on image processing technology, and classroom
data are collected by using a camera and through frame
processing. At the same time, a cloud server is built based on
deep learning technology, and the collected classroom in-
formation is identified and analyzed through the image
target detection model, face segmentation, and face detec-
tion models, so as to improve and update the stored in-
formation and feedback information. In addition, the cloud
server is also used for data transmission between clients,

classroom terminals, and databases, forming a two-way
evaluation system.

'e classroom terminal is setup in the classroom; as
shown in Figure 4, it consists of a network communication
unit, a data acquisition unit, a terminal control unit, and a
frame processing unit. 'e network communication unit
communicates with the cloud server and receives the control
signal sent by the cloud server. 'e terminal control unit
controls the data acquisition unit to collect classroom data
according to the control signal received by the network
communication unit, and the classroom data include images
and videos. 'e frame processing unit cuts the collected
video into frame images in chronological order and judges
the current frame image. If the similarity between the
current frame image and the previous frame image is greater
than the set similarity threshold, the current frame image is
deleted. Implement frame acceleration and processing of
video streams. 'e network communication unit sends the
video frames processed by the frame processing unit and the
collected images and videos to the cloud server for storage
and processing.

As mobile clients, the teacher terminal, educational af-
fairs terminal, and student terminal mainly have the

Browser

DatabaseBrowser

Browser

The server 
queries the data

Browser Server Database

Figure 2: B/S mode.

Classroom terminal Classroom terminal Classroom terminal Classroom terminal

Send the 
unit

Storage 
unit

Management 
unit

Processing 
unit

Receiving 
unitCloud server

Figure 3: Structure diagram of the two-way assessment system for classroom quality.
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functions of sending, receiving, and displaying, that is,
sending image and text information to the cloud server and
receiving and displaying the data returned by the cloud
server. 'e cloud server is mainly used to perform atten-
dance analysis, class attendance analysis, classroom behavior
analysis, classroom expression analysis, classroom seat
analysis, etc., on the received data, and feedback the analysis
results to the mobile client terminal. Among them, the
subunit composition of the processing unit is shown in
Figure 5, including the attendance analysis and feedback
subunit, class attendance analysis and feedback subunit,
classroom behavior analysis and feedback subunit, class-
room expression analysis and feedback subunit, and class-
room seat analysis and feedback subunit. 'ese five subunits
all use deep learning models to analyze and provide feedback
on classroom data.

3.2.3. System Modules. Fast R-CNN takes the entire image
and a series of candidate boxes generated on the image as
input and calculates the feature map through the con-
volutional layer and the pooling layer. For each candidate
box, a fixed-length feature vector is extracted from the
feature map region corresponding to each candidate box
using the ROI pooling layer described below. After the fixed-
length feature vector is calculated by several fully connected
layers, it is divided into two branches. One branch uses the
SoftMax method to classify the images in the candidate
frame, and the other branch returns the offset and scaling of
the target frame relative to the candidate frame.

(1) Target detection module based on FastR-CNN: the
main function of the target detection module in the
offline system is to detect and identify students’
classroom behavior and students facial expressions
in classroom video frame images. 'e steps of using
the FastR-CNN network to identify objects include

(1) Extract features using the CNN model [18, 19].
(2) Selection and mapping of candidate regions.
(3) Target classification and boundary regression.

'e schematic diagram of the structure of FastR-
CNN used in this study is shown in Figure 6.

'e image is input into the CNN network, and the
feature map is obtained through a series of convo-
lution and pooling operations [17, 20–22]. 'en, the
selection and mapping of candidate regions are
carried out. 'e selection of candidate regions refers
to prefinding the position of possible targets from the

original image, that is, the region of interest (RoI).
FastR-CNN uses the selective searchmethod to select
about 2000 candidate regions. 'is method com-
bines exhaustive search and segmentation methods,
which greatly reduces the search time of candidate
regions and improves selection accuracy. 'e
mapping of the candidate region refers to mapping
the position of the candidate region in the original
image to the feature map. FastR-CNN achieves a
reduction in computational complexity by adding an
RoI pooling layer after the convolutional layer to
map each candidate region into a single fixed-scale
feature vector.
Finally, target classification and boundary regression
are performed. FastR-CNN uses SVD decomposition
to calculate the feature vectors obtained in the
previous step through their respective fully con-
nected layers to obtain two output vectors for
classification and regression. [23].

(2) Face detection module based on FaceNet.
'e main functions of the face detection module in
the offline system are the detection and recognition
of students’ faces in-classroom images. Based on the
high cohesion of the same face photos and low
coupling of different face photos, FaceNet uses the
CNN network model and the TripleLoss function
for face detection [24]. Firstly, CNN feature ex-
traction is performed, the face image is input into
the CNN network, the feature vector is obtained
after convolution and pooling operations, and the
mapping of the face to the Euclidean space is re-
alized. 'e network is trained on the condition that
the distance between the face and the object is al-
ways smaller than the distance between different
individual faces.
'e goal of the TripleLoss function is to map the face
features of the same individual to the same area of
space so that the distance between the faces of the
same individual is smaller than the distance between
different individuals; that is, the intraclass distance is
smaller than the interclass distance. Specifically, the
triplet consists of Anchor, Positive, and Negative.
Anchor represents a random sample in the dataset,
Positive represents a sample belonging to the same
class as the Anchor, and Negative represents a
sample belonging to a different class from the An-
chor. In the training process, the ternary loss
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unit
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unit

Terminal 
control unit

Frame 
processing 

unit

Figure 4: Schematic diagram of the composition of the teacher’s terminal.
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function makes the distance between Anchor and
Positive as small as possible and the distance between
Anchor andNegative as large as possible andmakes a
gap between intraclass and interclass distances [25].

(3) Face segmentation module:'e main function of the
face segmentation module in the offline system is to
detect the number of faces in the classroom images
and combine them with the face detection module
for data analysis. 'e specific process of the face
segmentation model to achieve face segmentation is
to input the original image, create an image pyramid
based on a certain scaling factor, and obtain scaled
images of different scales and resolutions. 'e
Resnet-101 network is used for feature extraction
and candidate frame boundary regression for all
zoomed images, and the frame that best matches the
face position is obtained.

'en, the nonmaximum suppression method (NMS) is
used to fuse the bounding boxes corresponding to all the
zoomed images to obtain the final detection result, that is,
the coordinate value of the face. And according to the
returned coordinate values, the cv2 module in OpenCV is
used to crop, segment, and temporarily store the face.

For group photos of a class, too many people will lead to
smaller faces or too little information. In order to minimize
the impact of these situations on the results, the surrounding
information (such as shoulders and hair) is positioned for
auxiliary positioning and returns the position coordinates of
each face.

3.3. Experimental Results and Analysis.

(1) Analysis of online learning regularity: after
obtaining the maximum, minimum, and average
values of each user’s online learning time interval
and the truncated average value after removing the
extreme values at both ends, each experimental
object is divided into 4 values. 'e rank-ordering.
At the same time, the user’s real evaluation results
are sorted.
Calculate the user’s actual entropy function, give the
corresponding ranking, and then draw the Spearman
correlation scatter diagram between the actual en-
tropy and the score ranking according to the user’s
actual score, as shown in Figure 7.
It can be calculated that the Spearman correlation
has obvious positive correlation characteristics. In-
tuitively, users with more regular learning time
periods are more self-disciplined. In learning, users
periodically review the knowledge they have learned,
and their performance in performance evaluation is
better. Combining the abovementioned rank cor-
relation of time difference and the rank correlation of
actual entropy function, the study adds the score of
actual entropy function as the dimension of time
regularity into the model, conducts relevant training
on the BP neural network, and finally makes the test

set’s score. 'e accuracy rate rose to 74.7900%,
achieving the purpose of enhancing the prediction
accuracy of the model by fully mining the learning
log records of online users.

(2) Sentiment analysis based on microexpression rec-
ognition and clustering: according to the micro-
expression analysis of users during online learning,
the number and proportion of various expressions
were counted, and the emotional scores of 101 users
in four dimensions were obtained in the experiment.
'e k-means clustering algorithm is an iterative
clustering analysis algorithm. 'e steps are as fol-
lows: predivide the data into K groups, randomly
select K objects as the initial clustering centers, and
then calculate the clustering of each object and each
seed. Cluster centers and the objects assigned to
them represent a cluster. Each time a sample is
assigned, the cluster center of the cluster is recal-
culated based on the existing objects in the cluster.
'is process will repeat until a certain termination
condition is met. Termination conditions can be that
number (or a minimum number) of objects is
reassigned to different clusters, number (or a min-
imum number) of cluster centers changes again, and
the sum of squared errors is locally minimized. 'e
emotional dimension data obtained by processing
are subjected to K-means clustering analysis to ob-
tain the emotional classification results. 'e
K-means clustering results show that when K= 3, the
clustering results are the best, that is, the measure-
ment function values of the distances between each
point and various centroids. Minimum: according to
the emotional data, the emotional attributes of 101
users are divided into three categories. 'rough the
processing of the similarity matrix, the users are
exchanged for the rows and columns of the matrix,
and the users who are in the same category are
exchanged together. In this way, users of the three
categories are all concentrated together, and in the
visualization of the heat map, you will see that there
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are three diagonal blocks on the diagonal, which
indicates that the clustering effect is obvious. 'e
similarity matrix heat map after clustering is shown
in Figure 8.

In these three categories, students with higher academic
performance are obtained; that is, students whose perfor-
mance category is marked as level 1, and the union of their
common online learning characteristics is extracted.

'e classroom behavior analysis and feedback subunit
retrieves and uses the trained image target detection model
to detect classroom behaviors (such as students raising their
hands, standing, sleeping, and teacher interaction) in the
video frame images in the data storage module and uses face
segmentation'e detection model recognizes the location of
students and counts the types and times of classroom be-
haviors, updates the student identity to the classroom be-
havior data and student feedback information; and updates
the location of students with classroom behaviors and be-
havior types and times to the classroom behavior data.
According to the classroom behavior, the total number of
behaviors in the data calculates the interaction rate (the ratio
of the number of interactions to the total number of people),
evaluates the teaching quality of teachers, and updates the
interaction rate and evaluation results to the classroom
behavior data and teacher feedback information. Expression
Analysis and Feedback Subunit uses the face segmentation
and face detectionmodels to identify the student’s face in the
video frame image in the data storage module and uses the
image target detection model to identify and classify the
student’s expression, including angry, doubtful, happy,
afraid, plain, and sad6. Class: Classify and count the rec-
ognition results of students’ expressions, and calculate the
proportion of each expression and further evaluate the
teacher’s teaching method according to the expression data
so that the teacher can make corresponding adjustments to

the teachingmethod according to the results. Students with a
large number of times generate corresponding reminder
suggestions for course preview, update the expression ratio
results to the classroom student data and teacher feedback
information, and update the reminder suggestions to the
student feedback information.

4. Conclusion

“'e assessment and evaluation system of the teaching of
ideological and political theory courses in colleges and
universities should focus on the unity of the internalization
and externalization of the course content and the unity of
knowledge and action.” It is worth thinking about and
exploring to solve the difficult problems in the construction
of ideological and political education in colleges and
universities. 'e innovation of the evaluation mechanism
of the ideological and political theory course requires not
only the research and development of technical personnel
but also the cooperation of the ideological and political
theory course educators and educated. However, no matter
what kind of innovation, the focus is still “people-ori-
ented.” 'e most important thing about technological
innovation is to help people’s practice. Using deep learning
technology to innovate the evaluation mechanism of
ideological and political theory courses in colleges and
universities will help educators fully understand the dy-
namic absorption of educated and educational content and
will play an important role in improving the effectiveness of
ideological and political theory courses in colleges and
universities.

Data Availability

'e dataset can be accessed upon request.
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Classroom teaching activities have always been the focus of research in the field of pedagogy.(emain body of classroom teaching
activities is students, and students’ classroom behavior status can reflect classroom efficiency to a certain extent, making it an
important reference index for classroom quality assessment. With the rapid development of artificial intelligence, school ed-
ucation is gradually becoming more intelligent. At present, most of the classrooms are equipped with video equipment. (ese
videos record the real behavior status of the students in the classroom. For example, by analyzing the data, combining artificial
intelligence, deep learning, and other related technologies with education to develop behavioral intelligence, the analysis system
has a certain positive effect on helping the reform of classroom education. (is study proposes an improved SSD behavior
recognition model. (e network model is optimized and the model convergence speed is accelerated based on the RMSProp
optimization algorithm(rough a database of 2,500 images of five behaviors, including raising hands, sitting up, writing, sleeping,
and playing with mobile phones, and using them as object detection datasets, we use the OpenCV library to extract frames from
classroom screen recording videos as image data sources for student behavior recognition and face recognition. Finally, an
improvedmethod is proposed to change the virtual network toMobileNet and complete the fusion function.(e results show that
compared with the traditional SSD method, the improved model has a significantly improved effect in recognizing small objects
and the recognition speed is not significantly reduced.

1. Introduction

Nowadays, legal education is mainly based on teaching in
class. In the traditional teaching model, the students are
passive and have scattered knowledge. (e cultivation of
character, emotion, ability, and other aspects has not
achieved the best effect. (e various disadvantages appear
gradually and cannot adapt to the requirements of modern
society [1]. (e legal teaching in the class includes civil law,
criminal law, labor law, and other law departments. (e
knowledge is scattered and complex, lacking the complete
knowledge structure system that cannot be systematically in-
depth learning, resulting in the teaching in class being still at
the surface level of understanding. (e learning effect has
not been substantially changed [2]. With the acceleration of
the popularization of higher education in China, knowing

how to guarantee and improve the quality of teaching and
ensure the quality and scale of coordinated development is
one of the main problems faced by Chinese colleges and
universities.

Under this profound background, it is an effective way to
comprehensively deepen the curriculum reform to carry out
the construction of a classroommode of promoting in-depth
learning, researchmethods and strategies based on questions
and tasks and summarize the application rules of in-depth
knowledge [3]. (e shallow monologue and infusing filler in
class are gradually replaced by new paradigms such as co-
operative inquiry and in-depth dialogue and communica-
tion.(e new paradigms with exchange and communication
as the central theme make classroom teaching achieve a
qualitative leap. Deep learning emphasizes the deep digging
of knowledge and the inquiry into the nature of things for
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students, which requires the students to master the con-
nection between knowledge generation and the knowledge
system. It focuses on cultivating critical thinking and
problem-solving skills for the students, which are necessary
to adapt to society and still have learning abilities after
entering the organization [4, 5].

As the main body of classroom teaching, their classroom
behavior reflects their acceptance of knowledge and directly
affects the teaching quality of teachers. (e traditional ed-
ucation in the classroom and the status of the students can
only be understood through the teacher’s observation in the
class, the workload is enormous, and the results are relatively
one-sided. (e target detection method is used to identify
student behavior that can count the number of each behavior
quickly in class, which is convenient and has high accuracy
compared with the manual method. (erefore, the deep
learning that is used to analyze classroom status and the
development of artificial intelligence to improve teaching
quality is the critical direction of educational research in the
future, which has significant research value.

2. Related Work

(e theoretical research of deep learning and classroom
practice analysis is carried out almost simultaneously in
foreign countries. (e academic study of deep learning
provides a strong foundation for classroom teaching re-
search. Meanwhile, classroom practice research also directly
enriches the theoretical investigation of deep understanding.

Rushton [6] investigated the influence of assessment
methods on deep learning and highlighted the vital role of
formative assessment in promoting deep understanding.(e
use of formative assessment for teachers to encourage stu-
dents’ deep learning was advocated. Hornby et al. [7]
experimented on the first-year students for three cycles, and
the design philosophy of Meyers and Nulty was adopted.
(rough the comparison between the experimental group
and the control group many times, improvement and ad-
justment updates proved that deep learning could improve
students’ learning effects. Khosa et al. [8] conducted,
through experimental research, pre-test and post-test that
were arranged in the form of questionnaires, the promotion
effect of collaborative learning on deep learning was dis-
cussed, and students were advocated to achieve the goal of
deep learning through collaborative learning. Aubre and
Raath [9] clarified the learning degree through case studies
that deep learning and shallow learning under problem
learning mode could promote geography standard univer-
sity students to achieve the goal of deep understanding. Nina
[10] guided critical thinking by enhancing the interaction
between teachers and students in the network environment.
(e research focuses on deep learning practice in the
classroom. James and Richard [11] designed a compre-
hensive evaluation method based on constructivism to guide
and promote deep learning.

Above all, deep learning mainly focuses on classroom
teaching in the practical application and technical support of
deep learning research in foreign research.(e experimental
application research had an extended period. (ough the

repeated verification experiment to reach appropriate
strategy and methods can promote deep learning and
provide a reference for the development of classroom
teaching, the support of technology for deep understanding
was mainly reflected in deep knowledge in the information
environment, which responded to the requirements of
learning levels in the information age and promoted the
effective development of deep learning for higher education
learners.

Unlike foreign studies, the research of deep learning in
China only stayed at the stage of logical thinking in phi-
losophy. Deep knowledge was combined with practical
teaching only in recent years.

Xu [12] combined textbook drama with deep learning. It
expounds on the primary connotation of deep learning and
puts forward effective strategies to promote deep learning.
Wu [13] took political teaching as an example, which
pointed out that teachers play an essential role in promoting
deep learning and putting forward a teaching model and
teaching strategy based on deep learning. Zhang et al. [14]
compared deep learning with shallow learning and con-
cluded with the critical understanding that deep learning
advocated active learning, lifelong learning, and emphasis on
knowledge. Zeng and Dong [15] found that deep learning
was mainly “deep” in three aspects:

(e achievement of training objectives and results
(e level of thinking processing
(e level of multidimensional input

Guo [16] carried out a series of research on depth
teaching and proposed that depth learning cannot be sep-
arated from the guidance and help of teachers and stressed
that learners should carry out depth learning under the
direction of teachers.

(rough the research on the teaching practice in the
classroom of deep learning in China, although existing
studies have noticed the critical role of the school in pro-
moting deep understanding, most of the research remained
at the descriptive level, lacking the support of theories and
experiments. Based on MobileNet’s deep separable convo-
lution structure and feature fusion theory, this paper pro-
posed an improved SSD algorithm, constructed behavioral
data sets, and trained the improved SSD network model.(e
SSD and enhanced models were used to identify the five
behaviors of sitting in class, raising hands, writing, sleeping,
and playing with mobile phones, and the recognition results
were compared. (e research aimed to respond to the re-
quirements of learning levels in the information age and
promote the effective development of deep learning for
higher education learners.

3. The Theory and Technology of Classroom
State Analysis

3.1. &e Deep Learning &eory

3.1.1. Activation Function. Neural networks are commonly
used in deep learning networks, the smallest of which are
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neurons, in which two functions are linear and nonlinear,
respectively. (e former output has no relationship with the
number of layers and is always linear, so the use field is
limited[17]. However, in reality, neural networks are re-
quired to deal with various nonlinear problems, so a
function is used to activate the results, and the web, after
processing, can solve nonlinear problems. (e calculation
process of the activation function is shown in Figure 1, the
input is put into the neuron, and the neuron performs the
linear calculation on it and outputs it into the activation
function; thus, a nonlinear result can be obtained [18]. (e
neural network with an activation function is more
powerful.

(1) Sigmoid Function.(e sigmoid function originated in
the biological field, and another name for it is the logistic
function. (e output is controlled between 0 and 1, so it is
used to activate the output results of the network layer [19].
(e formula is as follows:(e sigmoid function is often used
in dichotomous problems, and the results are better in some
aspects, but the derivation calculation is cumbersome, and
the phenomenon of disappearing gradient exists.

f(z) �
1

1 + e
− z , (1)

where f(z) is the loss function and z represents the input
value.

(2) ReLu Function. (e linear rectifying function is
widely used in image recognition and computer vision. (e
output is the maximum value of input X and 0. (e formula
is as follows. Compared with the Sigmoid function, this
method has complex power operation and fast calculation
speed. In the calculation process, some neurons will be set to
0 to make the network become sparse and effectively reduce
the overfitting phenomenon[20].

f(x) � max (x, 0), (2)

where f(x) is the loss function and x represents the input
value.

(3) SoftMax Function. (is function, also known as the
normalized exponential function, computes the output
between 0 and 1, and the sum of the probabilities of all the
outputs is 1.(e formula is as follows:(e SoftMax function
works well for multicategory tasks but not well for keeping
the same categories close together and separating different
categories.

f(x)j �
e

xj


k
k�1e

xk
(j � 1, 2, · · · , k), (3)

where f(x)j is the loss function, xjis the JTH value of the
input, and k is the number of input values.

3.1.2. Convolutional Neural Network. Convolutional neural
networks, also known as convnets, are the foundation of
deep learning, and their design is based on biological ideas.
(ey refer to areas of interest in an image. (e primary
network structure is divided into three layers: input data,
output data, and the middle layer. (e input layer can

process multidimensional data before data are input to the
network, which should be unified in the channel, time, and
frequency. (e output layer outputs corresponding results
for different problems, and the middle layer is divided into
the convolution layer, pooling layer, and whole connection
layer.

(e main mechanism of convolutional neural networks
is that when the network is connected to a network, two
neurons are related, but convolutional neural networks are
only partially protected. I have an N− 1 layer of neurons
connected to N layers of neurons [21–25]. As shown in
Figure 2, the special part connects layer N− 1 and layer N.
(e left is the fully connected mode and the right is the
partially connected mode. (e parameter on the right is
much smaller than the parameter on the left.

3.2. Face Recognition Method. MTCN face detection algo-
rithm, affine transform face alignment, and NSightface face
comparison algorithm.(e face data set is first prepared, and
the MTCNN algorithm and affine transformation complete
face detection and alignment. Finally, the aligned faces were
put into InsightFace for face comparison, and the results
were obtained.

(e face recognition algorithm refers to the recognition
of video images in the face recognition model extracted by
artificial features and the model selected in this paper. (e
comparison result of the artificial feature extraction method
is 0.9, and the comparison result of MTCNN-InsightFace is
0.95. (e accuracy of the MTNC-InsightFace face recog-
nition model is 4% higher than that of the manual feature
method, and the speed is much faster, which fully meets the
needs of the actual attendance function.

3.3. Image Preprocessing Method. (e influence of image
noise will affect the information effect, so to ensure the
required quality of the image used for operation, it is
necessary to deal with it before using it. (e commonly used
methods include denoising, histogram equalization, nor-
malization, and grayscale image generation.

3.3.1. Grayscale Method. (e RGB model color images can
get more than 16 million values for one pixel, which will
increase the workload of image recognition processing.

x1

x2

1

∑ f(x) y

input

weight

sum term activation function output

W1

W2

b

Figure 1: (e calculation process for the activating function.
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Graying is R�G�B, ranging from 0 to 255 for a single pixel.
(ere are many kinds of grayscale methods, mainly by
seeking the average value of each pixel to grayscale, seeking
the maximum value of pixels to grayscale, and seeking the
weighted mean value of pixels to grayscale, the corre-
sponding function in OpenCV tools is often used.

3.3.2. Denoising Method. (e standard denoising methods
include mean filter, median filter, Gaussian filter, and bi-
lateral filter. Mean filtering belongs to linear filtering. (e
average of each pixel value and the surrounding pixel value is
taken as the pixel value of the point. Mean filtering will
destroy image details in denoising and is suitable for
Gaussian noise. Median filtering is to sort the values of a
pixel point and the surrounding pixels and find the inter-
mediate value as the final pixel value, which is suitable for
denoising impulse noise. (e goal of Gaussian filtering is to
take the mean of each pixel and the surrounding pixels after
weighting and replacing the original pixel. (e weight of the
center point of Gaussian filtering is more significant than
that of the periphery, highlighting the key points more than
that of the mean filtering. However, only the spatial distance
of pixel value is considered without considering the simi-
larity, which is sufficient to cause image blur. Bilateral fil-
tering takes spatial distance and similarity as indexes and can
protect edge characteristics while removing noise.

4. Improvement of the SSD Behavior
Recognition Algorithm

(e behavior in class helped analyze the quality of listening
and teaching effects. Five common postures, including sit-
ting in class, raising hands, writing, sleeping, and playing
with mobile phones, were selected for identification and
research. (e shortcomings of the target detection SSD al-
gorithm were obtained by analyzing the characteristics of
students’ behavior, and an improved SSD algorithm was
proposed. Meanwhile, the implementation process of the
classroom behavior recognition model was introduced in
detail.

4.1. &e Construction Process of the Recognition Model for
Behaviors in Class. (e model construction mainly includes
determining network structure, preparing training data,

model training, and testing, etc. (e behavior recognition
model design process was obtained as shown in Figure 3.
[2, 22, 26].

(e first step was to prepare student behavior images. Two
thousand five hundred images were collected, including
raising hands, sitting, writing, sleeping, and playing with
mobile phones, with 500 pictures for each behavior. (en,
they built a behavior recognition database. (e collected 2500
images were preprocessed and labeled, and the photos were
divided into three parts: a training set, a test set, and a
verification set according to proportion. Finally, the model
was trained and tested. (e initial model was obtained by
putting the training set into the behavior recognition network
model for training. (e validation set was used to verify the
model, and the network model parameters were adjusted
according to the verification results. We put the test data into
the model to get the results, analyze the results, and determine
any differences from expectations. We decide whether to
continue the training model according to the comparison
results and saved the behavior recognitionmodel with a better
effect for subsequent class behavior recognition.

4.2. Improved SSD Algorithm. (e improvement strategies
were proposed for the primary network and small target
detection of the traditional SSD algorithm. Instead of
VGG16, a lightweight network was used to reduce the
number of parameters to improve the detection speed. (e
high-level semantics were fused to the low level to enhance
the small target detection effect. (e improvement principle
and process will be introduced in detail as follows:

4.2.1. Improvements to the Underlying Network. (e goal of
improving the primary network was to replace the original
backbone network, VGG16, with a lightweight network. (e

(a) (b)

Figure 2: Comparison of full connection (a) and local connection (b).

 

Behavior dataset
annotationstart Collect behavioral 

data
image

preprocessing

Training and testing of 
behavior recognition models

Save the behavior
recognition modelend

Figure 3: Identification process of behavior in class.
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nary convolution to reduce the number of parameters.
MobileNet had only 4.2 million parameters compared with
133 million parameters in VGG16. By analyzing the test
results of both in the ImageNet data set, as shown in Table 1,
the speed of MobileNet was greatly improved. At the same
time, the accuracy was only 0.9 percentage points lower than
that of VGG16. (erefore, based on the original MobileNet,
this paper was used as SSD’s primary network after some
modifications.

(1) Improvement of MobileNet. MobileNet was faster and
less computational than VGG16 because it had two dif-
ferences. First, depth separable convolution was used for
network composition. On the other hand, the width co-
efficient and resolution coefficient were also used. When
the image was input into the network, a set of graphs
containing feature information should be obtained through
deep convolution operations, respectively, and some other
feature graph information should be received by point
convolution operations after the BN and ReLu operation of
the feature graph, and then, the results should be obtained
through BN and ReLu operations again. We change the
MobileNet input size from 224 × 224 to 300 × 300. In order
to increase the information capacity of the feature map and
improve detection accuracy, increasing the input size can
make essential preparation for the combination of the two
networks.

(2) Replacement of SSD Primary Network. (e first 14 im-
proved deeply separable convolutional layers were selected
from the improvedMobileNet(300× 300) network to replace
VGG16 as the backbone network of the enhanced algorithm.
In order to increase the feature extraction capability of the
model, eight ordinary convolutional layers of decreasing size
were connected behind the replaced primary network in
order to further obtain deeper information about the image.
(e size of the eight convolutional layers is shown in Table 2.

Finally, a classification layer for judging categories and a
nonmaximum suppression layer for screening regression
boxes were connected to the end of the network to complete
the replacement of the primary network. (e basic network
structure after the replacement is shown in Table 3. Deep
convolution and subsequent 1× 1 point convolution were
regarded as one layer, and there were 14 layers, respectively,
denoted as Conv0 to Conv13, where s1 represents step size 1,
s2 represents step size 2, and Conv DW represents deep
convolution and then convolved with a 1× 1 point to process
the channel.

(e same as with the original SSD, 6 feature layers were
selected to complete feature extraction and target detection.
(e depth of layers was considered in the selection, as it was

too shallow to extract enough image information. (e 6
characteristic layers selected in this paper were Conv11,
Conv13, Conv14_2, Conv15_2, Conv16_2, and Conv17_2,
which decrease in size from front to back to achieve multi-
scale prediction.

4.2.2. Feature Fusion of the Network Model. (e replace-
ment of a primary network improved the detection speed
but did not improve the accuracy of small target detection.
Improving model performance by integrating features of
different scales was the common improvement strategy
[9, 27].

Combined with the structure of the network model and
the characteristics of each feature fusion method, the ADD
feature fusion method was selected by the researchers for the
network fusion operation. During the fusion, the fusion
layer was selected first. Conv17_2 and Conv16_2 were too
small to have much information. Only Conv11, Conv13,
Conv14_2, and Conv15_2 were chosen for the fusion op-
eration. (e specific fusion steps were as follows.:

In the first step, the size of Conv15-2 changed from 3× 3
to 5× 5 after up-sampling, and then, it was fused with
Conv4-2 by the add method. Finally, the fusion results were
normalized to obtain the characteristic layer.

(e second step: an upsampling operation was carried
out on conv14_2_r with the size of 5× 5 to make it the same
size as Conv13 with the size of 10×10. (e two were fused
and normalized by the ADD method to obtain the new
feature layer CONV13_r.

(e third step: the feature layer conv13-R obtained in the
previous step was up-sampled to receive the exact size of
19×19 as Conv11. (e add feature fusion method was also
used for fusion, and finally, normalized.

4.2.3. Model Optimization Algorithm. Model training re-
quires continuous attention to the change of loss function.
(e constant decrease in loss function value indicates that
the result of model training was closer to the natural con-
sequence. In order to accelerate the decline speed, optimi-
zation algorithms were usually used, such as Momentum,
RMSprop, and Adam.(is paper adopts the RMSProp (Root
Mean Square Prop) optimization algorithm proposed by
Geoffrey E. Hinton. In this algorithm, the historical gradient
of each dimension was squared and superimposed. (e
decay rate was introduced simultaneously to obtain the sum
of the historical rise. (e learning rate was divided by the
result obtained above when the parameters were updated.
After using the algorithm, the gradient direction changes in a
small range, which speeds up the convergence of the net-
work. (e specific calculation formula was shown as follows:

Table 1: Comparison of VGG16 and MobileNet in the imagenet dataset.

Model ImageNet accuracy (%) Million mult-adds Million parameters
MobileNet 70.6 569 4.2
VGG16 71.5 15300 138
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SdR � βSdR +(1 − β)(dR)
2
,

R � R − ρ
dR

������
SdR + a

 ,

(4)

where, β is the rate of decay, SdR is Cumulative gradient
variable, ρ is learning rate, a is the constant that is not zero,
and R is the parameter.

4.3. Behavioral Database Building Methods. (e good clas-
sification effect of the deep learning network model should
be based on a large number of data, which constitute an
image database. At present, there was no database specially
used for classroom behavior recognition.

4.3.1. Data Set Acquisition and Enhancement. (e data set
came from classroom surveillance videos and network
pictures. In order to ensure the recognition effect, the video
images need to be processed before being used as the data
set, from which video segments including raising hands,
sitting up, sleeping, and writing were selected. OpenCV was
used for frame sampling of the selected video, and the

pictures containing the above five actions were selected for
saving. 1000 image data were collected in this experiment,
and some graphic data are shown in Figure 4.

(e precision of model training needed a large amount
of data as support, so data enhancement was used to increase
the amount of data, which included flipping the image
horizontally, left-right, and randomly, translating the image
horizontally and vertically, and randomly changing the color
of the image. After data enhancement, the dataset for this
paper contains 2500 images.

4.3.2. Data Set Preprocessing. (e collected color image
would increase the model trained workload, and the image
was prone to contain noise due to the influence of the ex-
ternal environment, so the data set needs to be processed by
grayscale and denoising methods, and sharpened by the
object enhancement method.

(1) Grayscale processing. (e mean value of each pixel point
was calculated to realize grayscale processing. (e calcu-
lation formula was as follows. (e comparison before and
after gray processing used the formula as shown in
Figure 5.

Table 2: Size of eight convolution layers.

Name of the layer Conv Conv Conv Conv Conv Conv Conv Conv
14-1 14-2 15 15-2 16-1 16-2 16-1 17-2

Layer size 10×10 5× 5 5× 5 3× 3 3× 3 2× 2 2× 2 1× 1

Table 3: Basic network structure after replacement.

Convolutional layer name Convolution method/step length Convolution kernel shape Input size
Conv0 Conv/s2 3× 3× 3× 32 300× 300× 3

Conv1 Conv dw/s1 3× 3× 32dw 150×150× 32
Conv/s1 1× 1× 32× 64 150×150× 32

Conv2 Conv dw/s2 3× 3× 64dw 150×150× 64
Conv/s1 1× 1× 64×128 75× 75× 64

Conv3 Conv dw/s1 3× 3×128dw 75× 75×128
Conv/s1 1× 1× 128×128 75× 75×128

Conv4 Conv dw/s2 3× 3×128dw 75× 75×128
Conv/s1 1× 1× 128× 256 38× 38×128

Conv5 Conv dw/s1 3× 3× 256dw 38× 38× 256
Conv/s1 1× 1× 256×256 38× 38× 256

Conv6 Conv dw/s2 3× 3× 256dw 38× 38× 256
Conv/s1 1× 1× 256× 512 19×19× 256

Conv7 Conv dw/s1 3× 3× 512dw 19×19× 512
Conv/s1 1× 1× 512× 512 19×19× 512

Conv8 Conv dw/s2 3× 3× 512dw 19×19× 512
Conv/s1 1× 1× 512× 512 19×19× 512

Conv9 Conv dw/s1 3× 3× 512dw 19×19× 512
Conv/s1 1× 1× 512× 512 19×19× 512

Conv10 Conv dw/s2 3× 3× 512dw 19×19× 512
Conv/s1 1× 1× 512× 512 19×19× 512

Conv11 Conv dw/s1 3× 3× 512dw 19×19× 512
Conv/s1 1× 1× 512× 512 19×19× 512

Conv12 Conv dw/s2 3× 3× 512dw 19×19× 512
Conv/s1 1× 1× 512×1024 10×10× 512

Conv13 Conv dw/s1 3× 3×1024dw 10×10×1024
Conv/s1 1× 1× 1024×1024 10×10×1024
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R � G � B �
(R + B + G)

3
, (5)

where, R, G, and B are three color channels.

(2) Bilateral filtering denoising technology. (e bilateral fil-
tering denoising technology was adopted. In an operation
similar to Gaussian filtering, each pixel of the image was
scanned once, and the weighted sum of the pixel values and
corresponding position weights was added on the basis of
the operation of obtaining the weighted sum of each pixel
value in the field and corresponding position weights. In the
calculation, the closer the center was, the greater the weight
was, and the closer the pixel value was, the greater the weight
was. (e specific formula was as follows.

Gs � exp −
p −q‖

2����

2σ2s
 ,

Gr � exp −
Ip −Iq

�����
2������

2σ2r
⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠,

(6)

whereGS is the spatial distance weight,Gr is the Pixel weight,
q is the central store ofWindow, p is any point, Iq is the input
image, and Ip is the filtered image.

Wq � 
p∈S

Gs(p) Gr(p)

� 
p∈s

exp −
p −q‖

2����

2σ2s
  exp −

Ip −Iq

�����
2������

2σ2r
⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠,

(7)

where Wq is the sum of the weights of each pixel value.
Gaussian filtering mainly played the role of image

smoothing. In the critical part of the image, there would be
obvious color or light and shade transformation, which was
reflected at the pixel level, that was, the pixel values on both
sides differed greatly, and the difference gradually increased
with the distance. In this case, theGr value was close to 0, and
the whole filter result was also 0. (e two images that were,
respectively, processed by the method used in this paper
(left) and Gaussian filtering (right) are shown in Figure 6.

(3) Objective to enhance. Unsharpen Mask (USM) was used
to enhance the target. (e input image was processed with a
low-pass filter to obtain the low-pass component, and the
difference between the original image and the component
was calculated to obtain the high-pass component, and the
sharpened image was obtained by superposition the high-
pass component on the basis of the original image. (e
Gaussian fuzzy method was usually used to obtain low-pass
components. (e calculation formula was as follows.

y �
(x − w × z)

(1 − w)
, (8)

where y is the output image, x is Gaussian Blur, ranging from
0.1 to 0.9, usually 0.6, z is the weight value.

We input each pixel in the image for USM operation and
obtain the pixel value after sharpening each pixel, thus
forming the whole sharpened image to complete the target
enhancement. (e classroom behavior imaged after target
enhancement is shown in Figure 7.

4.3.3. Data Set Annotation. Annotation tool uses the
LabelImg image annotation tool. (e software processes the
image according to the format of the Pascal VOC data set.
Before labeling, the preprocessed image needed to be saved
in Pascal VOC format. After labeling, some basic infor-
mation about the image, including storage location, size, and
category name, was automatically saved in XML files.

Figure 4: Comparison of NMS effects on graphic data (hand up, mobile phone, sleep, lecture, writing).

Figure 5: Image grayscale noise comparison.

Figure 6: Image denoising.
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5. Experimental Study on the Improved
SSD Algorithm

(e traditional SSD algorithm, the unimproved MobileNet-
SSD algorithm, and the improvedMobileNet-SSD algorithm
were compared and analyzed from three aspects of training
difficulty, detection accuracy, and detection speed.

5.1. Experimental Environment and Parameter Setting.
(e 500 images were selected for each action in the test
training set and 2500 images were selected for each action in

the test set. During the training, batch size was set to 4, 625
batches were needed for 2500 training sets, and the epoch
was set to 100, that was, 62500 iterations in total. Among
them, the learning rate of the first 5000 times was 10−4 and
the learning rate of the latter was 10−5. (e test environment
is shown in Table 4.

5.2. Model Evaluation Criteria. In this paper, the model was
evaluated by single frame image detection time and Mean
Average Precision (mAP) of image detection, which was the
mean value of all AP values. AP was the area below the curve

Figure 7: Image sharpening.

Table 4: Experimental environment.

Operating system Windows
Hardware environment Intel core i5; NVIDIA GeForce GTX1080
Programming environment Python3.5
Software engineering Keras deep learning framework, anaconda carrying platform; OpenCV computer vision library

Table 5: Comparison of recognition effects of different models.

Monitoring framework Based on the network Whether feature fusion Average accuracy (mAP) (%) Detection speed (fps)
SSD VGG16 No 84.00 22.0
MobileNet-SSD MobileNet No 76.14 27.1
Feature fusion of MobileNet-SSD MobileNet Yes 83.08 24.6
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Figure 8: Loss variation.

Table 6: Comparison of the accuracy of five classroom behavior tests.

Model checking Listen to lecture (%) Play phone (%) Raise hand (%) Writing (%) Sleep (%)
SSD 89.53 79.74 86.27 77.09 87.66
Improved model 89.31 80.15 87.76 82.12 86.04
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composed of precision and recall. (e formula for accuracy
was as follows:

Precision �
TP

TP + FP
, (9)

where TP is the classifier that divides the target into positive
samples and the number of samples that are actually positive
samples and FP is the number of samples that the classifier
considers positive but is actually negative.

(e whole formula represents the proportion of positive
samples considered by the classifier to positive samples
recognized by the whole classifier, reflecting the model’s
precision function.

(e recall rate formula was as follows:

Recall �
TP

TP + FN
, (10)

where TN is the number of samples that the classifier treats
as negative samples but is actually positive samples.

(ewhole formula represents the proportion of the samples
considered positive and confirmed positive by the classifier to all
positive classes, reflecting the model’s recall function.

5.3. Model Experiment Process

5.3.1. Preparation of Documents Required for the Test.
Before model training, the train. txt file was generated by
running the code, which was used to store the training set
information.
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Figure 9: Identify accuracy.
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5.3.2. &e Model Training. (e training started with an
image file load call annotation_path� “train.txt” to refer-
ence the resulting train. (en, we identify the category
setting. (e test needed to identify five behaviors and
backgrounds, a total of six categories, namely,
NUM_CLASSES� 6. Finally, the network structure was
loaded and trained, (e model � r_mSSD300() method was
used to load the improved model and then accorded to the
parameter settings for training. Repetitive training can
obtain a better model and save as the behavior recognition
model in this paper.

5.4. &e Analysis of Model Experiment Results. (e tradi-
tional SSD algorithm, MobileNet-SSD, and mobile net-SSD
with feature fusion were trained in the same experimental
environment and parameters, and the three algorithms
were compared through the test set. (e data used in the
test were self-made data sets. (e average accuracy and
detection speed (detection time per frame) of classroom
behavior detection obtained by different models are shown
in Table 5.

As seen from Table 4, classroom behavior recognition
experiment, compared with the traditional SSD algorithm,
the feature fusion MobileNet-SSD improved the detection
speed by 2 frames per second, and the average detection
accuracy reached 83.08%. Compared with a mobile net-
SSD model without feature fusion, the speed was reduced
by 2.5% and the accuracy was improved by 6.94% due to the
increase in network parameters by fusion.(e analysis
results showed that the detection speed and recognition
accuracy of the proposed algorithm was improved
obviously.

(e difficulty of model training can be judged by
comparing the curve of the loss function during training.
With the same parameters, the loss function curve of mobile
net-SSD and SSDmodels with feature fusion was taken when
the epoch was 100 iterations for 50000 times, as shown in
Figure 8. (e loss values of both models continued to de-
crease, proving that both models were reasonable. During
the training, it took 6 days for the loss of the model used in
this paper to drop below 0.5, while the original SSD model
took 8 days. In addition, the loss value of the model in this
paper decreased rapidly, so the training difficulty of the
model in this paper was less than that of the traditional SSD
model.

(e mobile Net-SSD model with SSD and feature fusion
was used to test the five actions of students in the test set:
listening in class, raising hands, writing, sleeping, and
playing mobile phones. (e detection accuracy (AP) of each
action is shown in Table 6.

It can be seen from Table 6 that compared with the
original SSD algorithm, the mobile net-SSD algorithm based
on feature fusion in this paper had improved the detection
effect of small targets in the five actions, among which the
writing improvement reached the highest level of 3.03%,
indicating that the model in this paper had improved in
small target recognition. Observing the mobile net-SSD
recognition result of feature fusion, among the five

movements, listening accuracy was the highest, followed by
raising hands, and writing and playing on mobile phones
were the lowest. (rough analysis, the reasons for this result
were as follows: compared with other movements, the two
activities were more prone to occlusion, especially in the
recognition process. It was easy to be confused with other
hand movements, so the correction effect was not as good as
the other three movements. To more intuitively display the
recognition accuracy rate of the model in this paper on the
five actions, the line graph is shown in Figure 9, where the
shaded area was the accuracy rate.

6. Conclusion

Because of the subjective one-sidedness of traditional legal
classes in which students’ state was observed artificially,
intelligent analysis was introduced into the category, and the
deep learning method was proposed to identify students’
classroom behavior. (e model algorithm was integrated
into the system to expand it, and the legal class state analysis
system was designed and implemented. (e following
conclusions were drawn:[28].

(1) (e design process of the class behavior recognition
model was analyzed, and the images of listening in
class, raising hands, writing, sleeping, and playing
with mobile phones were selected as the student
behavior database after grayscale, noise reduction,
and image enhancement practice improved behavior
recognition models.

(2) Based on the principle of deeply separable convo-
lution, the improved SSD method was used to an-
alyze student states. Changing the original SSD base
network from VGG16 to the improved MobileNet
network, using add feature fusion method to replace
the network, reducing the basic network parameters,
and integrating in-depth information into the
shallow layer, the detection effect and speed of small
targets were improved.

(3) (e improved model was trained and used for
student behavior recognition. We identify the pop-
ulation distribution of five behaviors in a class,
obtain the population’s proportion in the set severe,
good, average, poor, and other five states, and
complete the analysis test of student status.

(4) (e university class state analysis system based on deep
learning helps users intuitively analyze the state infor-
mation of students in a single or multiple classes which
is convenient for understanding the class situation of law
students and provides a reference for course adjustment.

Data Availability

(e dataset can be accessed upon request to the corre-
sponding author.
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With the rapid development of agricultural economy, people are paying more and more attention to how to apply high-e�ciency
technologies that save resources to improve agricultural production e�ciency, so water-saving irrigation technology has gradually
developed. China’s agricultural irrigation technology is relatively backward. In addition to the inappropriate irrigation methods
and irrigation systems, problems such as siltation, seepage, and frost heave damage in irrigation canals have seriously a�ected the
durability and service life of the canals. �e backward irrigation technology seriously restricts the development of agricultural
water-saving irrigation. Compared with large irrigation channels, the fabricated reinforced concrete small irrigation channels
studied in this paper are less prone to frost heave damage and in�ltration problems, and have the advantages of standardized
production, simple transportation and installation, and convenient maintenance. In order to study the durability issues such as the
basic characteristics, frost heave damage, and service life of fabricated irrigation channels, this paper takes the channel concrete
and the formed channel as the research objects, and discusses the research on the properties of the channel concrete through
theoretical research, numerical analysis, experiments, and other methods. Strength properties, water penetration resistance,
cyanide ion penetration resistance and frost resistance; simulate the seasonal frost heave failure process of the channel; �nally, on
the basis of the test data, the service life aims to explore the safety and applicability of the fabricated reinforced concrete irrigation
channel during the design use period.

1. Introduction

With population growth and social development, water
shortage has become a prominent problem faced by our
country. Coupled with serious water pollution and uneven
distribution of water resources, the contradiction between
water supply and demand has become prominent and
worsened, which has seriously a�ected people’s quality of life
and restricted the social progress and economic develop-
ment. For a large agricultural irrigation country like China,
the country’s largest water consumption is agricultural
water. According to the 2014 China Water Resources Bul-
letin, China’s total water resources are about 2.73 trillion m3,
a decrease of 1.6% compared to previous years. Water

consumption accounts for 22.3% of it, of which agricultural
water consumption is about 386.9 billion m3, accounting for
2/3 of the total water consumption, and the water used for
the development of irrigation has reached 90%∼95% of
agricultural water consumption. �erefore, the channel Low
water delivery e�ciency directly a�ects the bene�ts of ag-
ricultural production in irrigated areas. According to cal-
culation and analysis, the national average irrigation water
utilization coe�cient is 0.502, which is far lower than 70% to
80% of the irrigation water utilization rate in developed
countries. �e waste of water resources will also cause the
groundwater depth to rise in some areas, leading to soil
salinization, reducing the area of arable land required for
agriculture and increasing investment costs. Channels are
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still the main water delivery facilities in China’s irrigation
areas. )e annual water loss of canal system engineering is
about 1730×108m3. Channel engineering using antiseepage
technology can reduce water loss by 70% to 90%. Water
agriculture and alleviating the contradiction between supply
and demand of water resources, it is necessary to establish a
set of safe and reliable transmission and distribution canal
system to improve the effective utilization of agricultural
irrigation water. With the wide application of channel
antiseepage technology in water-saving irrigation, the area of
water-saving irrigation projects in China reached 407 mil-
lion mu by the end of 2013, of which the channel antiseepage
irrigation area accounted for about 27% of the total area.
According to the plan of the Ministry of Water Resources,
before 2020, the area of irrigation projects in the country
should be increased to more than 60% of the effective ir-
rigation area, the efficient irrigation area should be increased
to more than 30% of the effective irrigation area and, the
effective utilization coefficient of agricultural irrigation
water should be raised to more than 0.55. It can be seen that
the construction of channel lining and antiseepage projects
directly affects agricultural production and plays a vital role
in improving agricultural water use efficiency and the de-
velopment of water-saving agriculture [1–7].

)rough statistical research, there are relatively serious
frost heave damage problems in canal buildings in many
irrigation areas across the country. According to the frost
heave disaster investigation of canal engineering, water
transmission channels without antifreeze heave measures
generally have frost damage problems, and frost heave
produces many cracks. Under the action of water flow, the
canal base stop will gradually get swept away, and then
slumps will occur, causing channel damage and affecting the
normal use of the channel. )erefore, the prevention of frost
heave damage in the irrigation channel is also one of the key
research issues of channel antiseepage technology. )e small
prefabricated buildings of the irrigation canal system have
many advantages and are also widely used in farmland water
conservancy and land improvement projects. However,
there is a lack of systematic theoretical and experimental
research on the durability performance of small pre-
fabricated buildings in irrigation canal systems. )is paper
intends to simulate the durability of small prefabricated
buildings in irrigation canal systems through laboratory
tests, theoretical analysis, and numerical simulation.

2. Related Work

In the study of the most complex structural buildings in
hydraulic engineering, the many advantages of prefabricated
buildings have been favored by designers. In 1932, the
structure of the powerhouse and the lock equipment of the
Swell Hydropower Station used prefabricated concrete
structures. )e Sydney built in 1985. )e Mo Hydropower
Station became the largest prefabricated hydropower station
in the world at that time. )e research and application of
prefabricated water conservancy projects was carried out. In
1955, in order to improve the engineering quality of power

plants, speed up the construction progress, and reduce the
labor force, the Soviet Union proposed the industrialization
of construction, the development of prefabricated infra-
structure, and the maximum mechanization of
manufacturing and installation. In the 1970s, the United
States became popular with prefabricated products, and
successively issued a series of strict standards of industry
behavior, which have been used to this day. Ballar and
Harper optimized the installation scheme of prefabricated
walls, columns, beams, and slabs using genetic algorithms
from the perspectives of efficiency and construction tech-
nology. And its research results show that in the case of
reasonable design and organizational design, the pre-
fabricated technology is superior to the traditional con-
struction method in terms of technology and efficiency. )e
connection method of prefabricated buildings is the tech-
nical difficulty of prefabricated building technology, and it is
also the key point in the development process of pre-
fabricated buildings. A reasonable connection method not
only improves the quality of prefabricated buildings, but also
facilitates construction and reduces prefabrication time.
Piltant expounds the prefabrication principle and method of
using bolts to connect statically indeterminate prestressed
members. It is also pointed out that due to the statically
indeterminate characteristics of concrete structures, their
manufacture is standardized, the assembly work is reduced
to a minimum, and its standardization can greatly reduce the
weight of concrete structures. )e craftsmanship of pre-
fabricated buildings is different from that of traditional
buildings, and the proportion of concrete materials used will
also change accordingly. Optimal design requires continu-
ous development to obtain an ideal mix of precast concrete
with high early strength, good workability, and economical
utility. Jinglin chooses low alkalinity sulfate cement to mix
with ordinary Portland cement and adds polycarboxylate
superplasticizer and sodium sulfate. )e ideal prefabricated
concrete mix ratio with higher early strength was selected
through orthogonal tests. )e research on prefabricated
buildings for water conservancy projects in my country
began in the 1950s and 1960s. In 1955, at the National Water
Conservancy Construction Conference held by the Ministry
of Water Resources, Heilongjiang Province introduced the
construction experience of prefabricated aqueducts. Since
then, this advanced design and construction method has
begun to attract attention from all over the world. In 1956,
80% of the hydraulic structures in Zhanjiang were pre-
fabricated, and more than 40,000 structures were built
successively, with more than 20 types of structures. In the
initial stage of promotion, it was mainly in the form of
“building blocks,” and light-weight structures were gradually
applied, and then steel mesh cement and prestressed con-
crete components were used. )e prefabricated building
mold developed by Gaoyou City has gone through the
development process from wood mold to steel-wood
combination to mechanized assembly line production. At
present, three series of irrigation, drainage, and trans-
portation have been formed, with 10 varieties and 38models,
which can be used for clay and sandy areas in hilly, polder,
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and plain areas.)is achievement has passed the ministerial-
level appraisal in November 1992. With the development of
information technology, the combination of prefabricated
building components and digital technology is the research
direction of more and more researchers. )e organization
and management of information technology can add icing
on the cake to the development of prefabricated buildings
and promote the development of prefabricated buildings in
the direction of modernization. Among them, Mei Yue finds
the way of thinking of digital architecture and its corre-
sponding assembly construction and general construction
process method and applies it to small design practice ac-
tivities. With the country’s increasing investment in water
conservancy project construction year by year, prefabricated
slab bridges are also widely used in various water conser-
vancy projects, but as the connection method of pre-
fabricated slab bridges, hinge joints are one of the most
prone to disease. [8–14].

3. Durability Parameter Test of Small
Prefabricated Buildings in Irrigation
Canal System

)e object of this test study, the prefabricated concrete
U-shaped channel, is mainly used as a water conveyance and
diversion channel. In practical engineering applications, the
main technical indicators are strength, antiseepage, anti-
freeze, antichloride ion penetration, and so on. In order to
more clearly understand the durability of prefabricated
concrete U-channel, it is necessary to test the above indi-
cators of concrete. In this research, by designing different
concrete compounding, the concrete test specimens were
prepared in the laboratory. )e strength characteristics,
impermeability, frost resistance, chloride ion permeability
resistance of concrete, etc., select the concrete mix ratio
suitable for different conditions to meet the working con-
ditions of the corresponding project. )e durability can
provide the necessary quantitative parameters. In this
concrete durability test, the concrete design strength of the
fabricated U-shaped channel is C 3 0, and the design slump is
160–180mm, which is fluid concrete.

3.1. Test Raw Materials. All know, the quality of the raw
materials used for mixing concrete may lead to great dif-
ferences in the performance of concrete. )erefore, the
selection of concrete rawmaterials is crucial to the durability
of concrete in the concrete-reduction test. )e raw materials
required for this experimental study are as follows: cement,
coarse and fine aggregates, tap water, mineral powder, fly
ash, mineral powder, and water-reducing agent [15].

3.1.1. Cement. In engineering production, cement is an
extremely important building material and engineering
material, and together with steel and wood, it is called the
three major materials of capital construction. )is test uses
P0.42.5 cement, the chemical composition of cement is
shown in Table 1, and its main mechanical properties are
shown in Table 2. )e properties of various materials are

introduced below. Selecting reasonable materials in engi-
neering construction is the key to engineering quality [16].

3.1.2. Coarse Aggregates. )e aggregate in concrete accounts
for about 3/4 of its total volume. Rock particles with a
particle size of less than 5.00mm are called fine aggregates,
while those larger than 5.00mm are called coarse aggregates.
Commonly used coarse aggregates include pebbles and
gravel. )is concrete test uses 5–25 crushed stone on the
market. After indoor measurement, the physical index of
coarse aggregate is shown in Table 3 and its gradation is
shown in Table 4.

3.1.3. Fine Aggregate. Divided into natural sand and arti-
ficial sand according to their different production processes
and methods. Natural sand can be divided into river sand,
sea sand, and mountain sand according to their different
sources. Artificial sand can be divided into coarse sand,
medium sand, fine sand, and extrafine sand according to the
size of the fineness modulus. )is test uses medium and fine
sand in the building materials market. )e fineness modulus
of the sand is Mx� 2.6, the physical index is shown in
Table 5, and the sand particle gradation is shown in Table 6.

3.1.4. Fly Ash. Fly ash is a pozzolanic material with a certain
activity. When fly ash is probed into concrete, it can improve
the workability of concrete, reduce water consumption,
reduce water-cement ratio, and increase the strength of
concrete. In this test, the fly ash used is F-class TI grade fly
ash with a fineness of 11% and a water demand ratio of 97%.

3.1.5. Mineral Powder. Mineral powder is a concrete ad-
mixture obtained by grinding granulated blast furnace slag.
It is a powder material that reaches the specified activity
index after drying and grinding of granulated blast furnace
slag. When grinding slag, a small amount of grinding aid is
allowed. )e input should be below 144. Mineral powder
has potential hydraulic properties, and the main mecha-
nism of action in cement concrete is the cementation effect
and the microaggregate effect. )e mineral powder that has
been separately ground has a surface roughness smaller
than that of cement particles, so it also has a certain
morphological effect, which can reduce water and increase
the fluidity of concrete. In this test, S95 grade granulated
blast furnace slag powder was selected, and its surface area
was 428 F/kg. )e main chemical components are shown in
Table 7 [17].

3.1.6. Water Reducer. Adding water reducer to concrete can
change the rheological properties of cement paste, thereby
changing the internal structure of concrete, thereby

Table 1: Chemical composition of cement.

Chemical cost of cement (%)
Sio2 Al2O3 Fe2O3 Cao Mg0 So3
22.03 8.52 3.76 6 1.37 2.23 2.01

Scientific Programming 3



improving other properties such as concrete mechanics. In
this concrete test, polycarboxylate water-reducing agent was
selected as the water-reducing agent.

3.2. Test Mix Ratio. When mixing concrete in engineering
construction, the durability of concrete will be completely
different when different proportions of materials are
adopted. )erefore, in order to obtain concrete that meets
the requirements of design quality, it is necessary to calculate
the proportion of various materials in the concrete, and
through experimental comparison, the concrete mix ratio
that meets the durability requirements under the corre-
sponding construction conditions and operating environ-
ment is obtained.

In order to study the strength characteristics and du-
rability of the concrete of the prefabricated irrigation canal
under different working conditions, three kinds of concrete
mix ratios are listed in this experimental study, including the
original mix ratio (the mix ratio adopted by the manufac-
turer) (I), the Add fly ash (II) on the original basis, and then

add water-reducing agent (III). )e purpose of designing
three different concretes is to compare various performance
parameters of concrete with different mix ratios, study the
applicable environment of concrete with various mix ratios,
and meet the safe and applicable durability performance of
the channel. See Table 8 for the description of the pro-
portions of three different concretes. [18].

In calculating fly ash in the mixing ratio of (mineral
powder) concrete, fly ash (mineral powder) is usually added
in two different ways, namely, the method of replacing
cement with an equal amount and the method of replacing
cement with an excess amount [19].

(1) Equal replacement of cement method, refers to the
replacement of cement by the probing fly ash (mineral
powder) in equal amount, which can reduce the calorific
value of concrete, and can significantly improve the
workability and impermeability of concrete, and is often
used in mass concrete. )e sand replacement method keeps
the amount of cement in the concrete unchanged, and hangs
fly ash (mineral powder) to reduce the fine aggregate. )is
kind of concrete has excellent cohesion, water retention

Table 2: )e main mechanical properties of cement.

Fineness (80 μm) Initial setting time (min) Final setting time (min)
Compressive strength

(MPa)
Flexural strength

(MPa)
3 d 7 d 28 d 3 d 7 d 28 d

4.5% 80 215 28.6 40.3 50.8 5.10 6.45 7.96

Table 3: Physical index of stone.

Specification (mm) Bulk density (kg/m3) Apparent density (kg/m3) Mud content (%) Content of needlelike flakes (%)
5–30 1490 2763 0.8 6.0

Table 4: Grading table of stones.

Specifications (mm) >25 >20 >16 >10 >5 >2.5
)e proportion 8 — 54 — 93 99

Table 5: Physical properties of sand.

Name Fineness modulus Apparent density (kg/m3) Bulk density (kg/m3) Mud content (%) Mud content (%)
River sand 2.6 2680 1456 2.0 0.6

Table 6: Grain gradation of sand.

Screen size (mm) >10 >5 >2.5 >1.25 >0.63 >0.315 0.16
Cumulative screening (%) 0 3 10 43 65 91 98

Table 7: Chemical composition of mineral powder (%).

Sio2 Al2O3 Fe2O3 Cao Mg0 So3 Burn vector
35.23 12.31 3.48 40.38 7.6 — 0.95
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workability, and impermeability. (2) Oversubstituting ce-
ment method, that is, based on the reference concrete mix
ratio, according to the principle of equal strength, using the
oversubstituting method to adjust the proportion of cement.
When calculating the mix ratio in this concrete test study,
according to the actual situation of the project, it is planned
to use the excess substitution method to design the concrete
mix ratio. )e use of the excess substitution method to
design the mix ratio can determine an economical concrete
mix ratio. )e design method is completed through testing
and trial matching.

3.3. Fabrication and Maintenance of Concrete Specimens.
)is concrete test plans to complete the concrete strength
(tensile, compressive) test, penetration test, freeze-thaw test,
and chloride ion resistance penetration test. After statistics,
the test pieces to be produced for each group of mix ratios
are shown in Table 9. In order to prevent the loss of
specimens during the test, there should be excess concrete
specimens in each group of mix ratios.

According to the “Standard,” the concrete specimens
that are formed and demolded should be sent to a standard
curing room with a temperature of 20± 2°C and a relative
humidity of more than 95% in time for curing. And the
concrete sample should not be washed with water directly.
)e standard curing age is 28 d, and the test specimens for 7-
day compressive strength test shall be taken out for testing at
7 d, and other specimens shall be treated at the corre-
sponding time according to the specifications.

3.4. Experimental Study on the Properties of Concrete
Mixtures. )e concrete mixture is made by mixing the
constituent materials in a certain proportion, and its
workability is the most important property of fresh con-
crete. )e workability of the mixture refers to the per-
formance of the mixture that can meet the requirements of
the concrete construction process (mixing, transportation,
pouring, and vibrating) under the premise of no segre-
gation and bleeding.

)e workability of concrete mixture includes fluidity,
cohesion, and water retention. Because of its complex
connotation, “slump” is used to measure the fluidity, co-
hesion, and water retention of concrete mixture, so as to
evaluate concrete workability of the mixture. During the
process of obtaining the mixture in this test, the slump of the
mixture was measured, and the statistics are shown in Ta-
ble 10 [20–22].

4. Durability Analysis and Prediction of Small
Prefabricated Buildings in Irrigation
Canal System

For any building structure, when designing and con-
structing, the designer will consider the probability that the
building will be used in the expected life time in the future,
which is an important basis for judging the “cost-effec-
tiveness” of the building structure. )e basic purpose of
hydraulic structure design is to make the structure meet
various functional requirements predetermined by the de-
sign within the predetermined service period, so as to be safe,
reliable, economical, and reasonable. )e functional re-
quirements of general engineering structures mainly include
three aspects.

Safety, serviceability, and durability are commonly
referred to as structural reliability. In the design process, in
order to obtain the structural reliability that meets the
requirements, it is necessary to properly handle the rela-
tionship between the two opposites in the structure. On the
one hand, the load effect caused by the action (load) applied
to the structure, time external force on the structure (such
as self-weight, live load, wind load, and water pressure),
and other loads (such as humidity deformation, foundation
settlement, and earthquake action) cause deformation of
the structure. )e structural resistance (R3) composed of
the section size, the number of reinforcements, and the
strength of the material is mainly related to the degree of
agreement between the structural size of the structural
member, the number of reinforcements, the material
properties, and the calculation mode of the resistance to the
actual situation.

)e above load effects and structural resistance R are
functions of random variables, so the design of building
components is mainly to study the structural resistance 091
used when these two random functions satisfy a certain
probability.

4.1. Structural Limit States and Failure Probability.
Reinforced concrete structures are widely used in engi-
neering. In the process of design and construction, with the
accumulation of experience, the design theory also develops
continuously. )e process can be divided into three stages:
the design method according to the allowable stress, the
design method according to the failure stage. )e lifetime
and prediction in this paper are based on the limit state
design concept.

In the engineering field, the limit state of a building
structure is generally divided into “bearing capacity limit
state” and “normal service limit state” value, mainly con-
sidering the applicability and durability of the structural
reliability, while the ultimate bearing capacity state refers to
the structure or component reaching the maximum bearing
capacity or reaching the deformation that is not suitable for
continuous bearing. )e main consideration is the safety of
the structure. )e limit state of the structure can be rep-
resented by the limit state function Z. In general, many

Table 8: Test concrete mix description.

Group Describe Water-cement
ratio

Sand
rate

I Original mix 0.50 0.41
II Add fly ash 0.45 0.41
III Add fly ash, water reducer 0.45 0.41
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factors that affect the limit state are represented by two
variables: load effect and structural resistance R, then,

Z � g(R, S)

� RS
. (1)

Obvious from the above equation that, when Z> 0 (i.e.,
R> S), the structure is safe and reliable; when Z< 0 (i.e.,
R< S), the structure fails; and when Z= 0 (i.e., R= S), it
means that the structure is positive In the limit state, so when
Z= 0 is called the limit state equation of the structure. Since,
both R and S are random variables, function B is a random
function whose value is not a fixed value and should be
described by means of probability theory. In probability
theory, failure probability P is generally used to represent the
reliability of the structure.

Assuming that F(Z) is the probability density distribu-
tion function of the functional function Z, then when Z< 0,
the formula (2) of the failure probability represents the area
of the shaded part of the probability distribution curve in
Figure 1.

pf � p(Z< 0)

� 
0

−∞
f(Z)dz

. (2)

If it is assumed that the two random variables, the
structural resistance R and the load effect S, obey the
normal distribution, and their mean and standard devi-
ation are μR, μS, σR, and σs, respectively, it can be known
from probability theory that the functional function B
obeys a positive distribution, with the mean and standard
deviation of Z being μz and σz, respectively. )en, the
probability density function of the Z normal distribution
is as follows:

f(z) �
1

����
2πσz

 exp −
z − μz( 

2σ2z
 . (3)

Putting equation (3) into equation (2), we can get the
following equation:

pf � 
0

−∞

1
����
2πσz

 exp −
z − μz( 

2σ2z
 dz. (4)

In the actual engineering design, it is more complicated
to use formula (4) to calculate the failure probabilityP, so the
reliability index is generally used to measure the reliability of
the structure.

When the building structure resistance R and load effect
S obey the overall distribution, the corresponding rela-
tionship between the failure probability pf and the reliability
index β is listed in Table 11. In the design process, when the
structural reliability index is determined, the structural
failure probability can be obtained, and then the limit state
method is adopted to design the structure.

In the design of concrete structures, the probabilistic
limit state design concept is mainly used for structural
design, so the basic theory adopted in the life prediction of
fabricated reinforced concrete irrigation canals is the limit
state design theory. )e following is the prediction of the
service life of the prefabricated irrigation canal under the
carbonization condition and the chloride ion environment
based on the probability reliability theory, and a certain
reference is given for the durability evaluation of the canal
concrete.

0
Z=R-S

Curve2

Curve1

μ
Pi

F (Z)
β.σ=

Figure 1: )e probability density distribution curve of Z, β, and pf

relationship.

Table 9: Statistical table of concrete specimens (single group mix ratio).

Type of test Test specifications Number of test pieces Remark

Cube compression 150mm× 150mm× 150mm 6/group 7 days,
28 days old

Split tensile 150mm× 150mm× 150mm 3/group 28 days old
Impermeability test D1� 175mm D2�185mm H� 150mm 4/group 28 days old
Freeze-thaw test 100mm× 100mm× 400mm 5/group 28 days old
Antichloride test R� 100mm H� 50mm 3/group 28 days old

Table 10: Measured slump of mixtures.

Group
I II III

Measurements Average value Measurements Average value Measurements Average value

Slump (mm)
175.0

1 68.3
165.0

168.7
175.0

169168.0 172.0 164.0
162.0 169.0 168.0
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4.2. Life Prediction of Fabricated Irrigation Channels under
Carbonation Conditions. )e life of the fabricated rein-
forced concrete irrigation channel under carbonationmainly
includes two stages: (1) the time from the concrete surface to
penetrate the steel surface; (2) the steel bar begins to corrode
until the structural failure occurs. For the corrosion of steel
bars, the participation of water and chloride ions is required,
so the life prediction part is placed in the later stage of chloride
ion steel corrosion. )is section only analyzes the time re-
quired for the carbonization of the concrete cover.

For the prediction of the concrete carbonation life of the
fabricated reinforced concrete irrigation channel, we should
first measure the thickness of the steel protective layer, and
obtain the average value, mean square error and variation
coefficient of the concrete protective layer thickness.

According to the empirical formula, the carbonization
rate coefficient of the channel concrete is obtained, the mean
square error and variation coefficient of the concrete car-
bonization coefficient are obtained, and the carbonization
life of the concrete is obtained according to formula (4).
After measuring the thickness of the protective layer of the
irrigation channel in the manufacturing factory, the sample
data obtained are shown in Table 12.

According to the knowledge of statistical theory, the
average thickness of concrete protective layer can be ob-
tained as μc,

μc �
1
N



N

i�1
xc �

1
40



40

i�1
xc � 24.9mm . (5)

Its mean square error σc is,

σc �

�������������

1
N



N

i�1
xc − μc( 

2




�

�������������

1
40



40

i�1
xc − μc( 

2




� 3.12mm

. (6)

According to the above equation, the carbonization
coefficient (in years) is calculated by formula (5), as follows:

K � c1c2c3 12.1
W

C
− 3.2 . (7)

In formula 5: the main reference values are c1, c2, and c3.
For the concrete of the prefabricated irrigation channel

of the research object, in formula (7), since slag cement is
used, the c1 value is 1.0; the content of fly ash is 14%, the c2
value is 1.1; the channel is mainly used in the northern
region, and c3 the value is 1.1. Value 1.1: Calculated
according to the mix ratio, the water-cement ratio is 0.45,
and the above parameter values are taken with AR.

K � 1.0 × 1.1 × 1.1 ×(12.1 × 0.45 − 3.2) � 2.72. (8)

According to the research, the K value obeys the normal
distribution. According to the experience, the mean value μk
is taken as 2.58 and the standard deviation σk is obtained
according to the error function. In this study, the value is
0.65.

Substituting μc � 24.9mm, σc� 3J2mm, μk � 2.58, and
σk � 0.65 into formula (7), and then according to the cor-
responding values of failure probability Pf and reliability in
Table 11, it can obtained carbonation life of fabricated
reinforced concrete irrigation channels. According to the
calculation, when the failure probability P is 2.28×102, its
reliability β is 2.0, and the life period t� 394.4 years is
obtained. )e probability of layer carbonization is
Pf � 2.28×102.

After calculation, it is obtained that the service life of the
prefabricated reinforced concrete irrigation canal under the
carbonation condition is very long. But only under ideal
carbonization conditions, there are not many factors con-
sidered in the analysis of the carbonization rate coefficient,
so this does not represent the service life of the actual
channel. )e corrosion time of steel bars is solved in the next
section.

4.3. Prediction of Channel Life under Chloride Erosion. To
analyze the life of concrete in the chloride ion environment,
that is to analyze the time T1, T2, and T3 of the three stages of
steel corrosion, and finally unify the three times, that is, the
concrete is caused by chloride ions. )e time of destruction
is analyzed from three aspects.

4.3.1. T1. )e time T1 is the time for chloride ions to reach
the steel bar from the concrete surface. It can be considered
here that in the original concrete, the nitrogen ions on the
steel bar surface are very small, which is not enough to
cause the steel bar to corrode. )e time T1 is when the
concrete is exposed to the chloride ion environment until
the surface of the steel bar begins to accumulate chloride
ions.

)is time, the approximate probability design method is
mainly used to analyze the time T1. Considering the partial
coefficients in the analysis, the endurance limit state
equation of the concrete structure corroded by chloride ions
can be expressed as follows:

Table 11: Correspondence between pf and β.

Beta pf

1.0 1.59×10−1

1.5 6.68×10−2

2.0 2.28×10−2

2.5 6.21× 10−3

2.7 3.47×10−3

3.0 1.35×10−3

3.2 6.87×10−4

3.5 2.33×10−4

3.7 1.08×10−4

4.0 3.17×10−5

4.2 1.33×10−5

4.5 3.40×10−6
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� 0,

(9)

where cd
cr is the design value of critical chloride ion con-

centration for steel corrosion, cd
s,cl is the set value of chloride

ion concentration on the concrete surface, xd is the statistical
value of the thickness of concrete protective layer survey,
Dd

cl(tSL) is the test value of nitrogen ion diffusion coefficient
of concrete, and tSL is the exposure time of concrete
elements.

It can be seen from the above formula that the life
estimation model that determines the resistance of
concrete to chloride ion damage mainly depends on four
parameters: the thickness of the concrete protective
layer, the chloride ion concentration on the concrete
surface, the critical chloride ion concentration, and the
nitrogen ion diffusion coefficient. Given these four pa-
rameters, the service life and durability design diagram
of the channel concrete can be estimated. )is paper only
needs to predict the service life, and it can be solved
directly by the endurance limit state equation. DuraCrete
gives the endurance limit state equation for calculating
the durable service life of concrete structures.

g � c
d
cr − c

d
(x, t)

� c
d
cr − c

d
s,cl 1 − erf

x
d

�������

t/Rd
cl(t)

2
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

� 0

, (10)

When predicting the service life of concrete, considering that
the repair cost is lower than the cost required to reduce the
risk, the time B when the steel bar begins to corrode can be
passed. )e following expression can be obtained:

t
d
i �

2
xc − ∆x

.ref− 1 1 −
cc

cr

cccl

.
1

Ac
C,cl

  .
− 2 Rc

0,cl

Kc
c,cl.K

c
c,cl.t

nc
cl

0 .cRcl

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦

1/1− nc
cl

. (11)

Small prefabricated building irrigation canal system,
which is the research object of this paper, is similar to the
external channel environment, the example in DuraCrete is
referred to when determining the parameters and partial
coefficients.

)e model analyzed in this section is a fabricated
concrete irrigation channel. )e average thickness of the
protective layer is xc = 24.9mm, its safety margin is
∆x = 5mm, and its antichloride ion permeability coefficient
is DRCM,0 = 9.41× 10−12m2/s (using the value of the third
group mix ratio), correspondingly
R0
0,cl � 3.3698 × 10− 3year/mm2, the environmental param-

eter is 0.92, and the curing condition parameter value is
0.79, the test period is 28 days, the attenuation coefficient is
0.37, and the corresponding subitem coefficient is 3.25.
Substitute the above values into equation (9) we get the
following equation:

t
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cc

cr

cccl

.
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0,cl
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0 .cRcl

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦

1/1− nc
cl

�
2

25 − 5
.ref− 1 1 −

0.8
1.2

.
1

7.76 × 0.45 × 1.2
  .

− 2 3.3698 × 10− 3

0.92 × 0.79 × 0.07670.37 × 3.27
 

1/1− 0.37

.

(12)

Table 13: Parameter value table.

Parameter category k h0 θ λ
Value 12.5 a/mm 0.15mm 0.01mm 6.0

Table 12: )e measured value of the thickness of the protective layer of the irrigation channel (mm).

22.8 27.4 22.6 22.3 31.8 21.5 28.1 22.6 20.6 23.1
22.6 26.0 26.0 27.7 26.3 27.8 21.3 25.7 22.5 24.3
22.6 25.6 23.9 21.6 22.5 22.4 23.3 25.1 27.4 22.7
35.8 23.2 27.3 23.2 30.4 25.2 23.1 26.4 28.6 23.7
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Solution: T1 � 6.9 years.

4.3.2. T2. In actual engineering, the natural environment in
which the concrete building structure is located is quite
complex. In the process of research and analysis, it is difficult
to determine the depassivation time of concrete. Usually, we
think this time period is a random variable. Many research
results show that when the concrete structure is in an en-
vironment with a relatively stable chloride ion source, the
depassivation time of the steel bars in the concrete is shorter
because the speed of cyanide ions intrusion into the concrete
is much faster than the carbonization speed. In the corrosion
life, the depassivation time is often considered to be zero,
that is, the steel bar is always in an activated state.

4.3.3. T3. Time B is the development stage of steel bar
corrosion, and the steel bar begins to undergo pitting
corrosion, which then develops into pit corrosion, and
finally produces rust, causing rust expansion and cracking.
)e corrosion pit at this stage reaches a certain depth,
which is usually called the critical depth. In the limit state
design method based on probability theory, we regard the
depth of the steel corrosion pit reaching a critical depth as
the limit state of the durability life of the reinforced
concrete. After research, it is considered that the pit cor-
rosion depth on the steel bar obeys the Poisson distribu-
tion, and the time length of the steel corrosion development
stage based on the failure probability is proposed, and the
expression is as follows:

T3 � kθ ln
ln 1 − FT(t)  1 − exp h0/θ( ( 

λ
+ 1 . (13)

In the above formula, k is proportionality constant, also
known as reinforcement corrosion rate, h0 is the depth of the
pit at the limit state, θ is the average depth of the initial pits,
and λ is Poisson flow strength in a Poisson distribution.

For steel bars in fabricated concrete irrigation, by
comparing the statistical analysis data of steel bar corrosion
in other chloride ion environments, the parameters in
formula (13) can be determined as shown in Table 13.

Substitute the parameters in the table into formula (9),
and taking the failure probability as 5%, we get the following
equation:

T3 � kθ ln
ln 1 − FT(t)  1 − exp h0/θ( ( 

λ
+ 1 

� 12.5 × 0.01 × ln
ln [1 − 5%](1 − exp (0.15/0.01))

6.0
+ 1 

.

(14)

It can be seen by calculation: T3 = 12.8 years, which means
that the probability of corrosion damage to the steel bars of
the prefabricated irrigation canal concrete after being exposed
to the nitrogen ion environment for 12.8 years is 5%.

To sum up, the time required for the corrosion damage
of the steel reinforcement of the fabricated concrete

irrigation channel in the chloride ion environment is
T1 +T2 +T3 == 6.9 + 0 + 12.8 = 19.7 years. )e service life in
the chloride ion environment is 20 years, which meets the
life cycle of the general channel.

5. Conclusion

Water-saving irrigation technology refers to the general
term for irrigation methods, measures, and systems that
significantly save water than traditional irrigation technol-
ogies. )ere is a lack of systematic research on the strength,
penetration, freeze-thaw, and other durability of fabricated
reinforced concrete irrigation channels. Some durability
problems arising from the production and operation of
fabricated irrigation channels are analyzed for research.

)is study firstly introduced the carbonization mecha-
nism, carbonization rate, and influencing factors of the
concrete protective layer, gave the concrete soil carbon-
ization model and life criterion, and predicted the life of
concrete under carbonation conditions according to the
probability limit state method. )en, the corrosion mech-
anism of reinforced concrete in nitrogen ion environment
and the model and random model of chloride ion intrusion
into concrete are introduced, the life criterion of concrete in
chloride ion environment is given, and the use of concrete in
chloride ion environment according to the probability limit
state method is analyzed.

By comparing and analyzing the carbonization life of
concrete and the service life in the chloride ion environment,
we get that the concrete life in the chloride ion environment
is much smaller than the carbonization life. Of course, in the
actual engineering structure environment, it is not possible
to only carbonize the concrete, but there is often the cor-
rosion of the steel bar by nitrogen ions and the electro-
chemical reaction. )erefore, in the follow-up research, the
service life and durability evaluation of channel concrete
should be predicted in the case of concrete carbonation and
other coupling conditions.

Data Availability

)e dataset can be accessed upon request.

Conflicts of Interest

)e authors declare that they have no conflicts of interest.

Acknowledgments

)is paper is the research result of the special project of basic
scientific research business expenses of the Yellow River
Water Conservancy Research Institute, “optimal design and
demonstration of small prefabricated buildings in irrigation
canal system” (Project No.: hky-jbyw-2021-08).

References

[1] J. A. Lozano-Galant and I. Paya- Zaforteza, “Analysis of
Eduardo Torroja’s Tempul Aqueduct an important precursor
of modern cable-stayed bridges, extradosed bridges and

Scientific Programming 9



prestressed concrete,” Engineering Structures, vol. 150,
pp. 955–968, 2017.

[2] D. Keenan-Jones, D. Motta, M. H. Garcia, and B. W. Fouke,
“Travertine-based estimates of the amount of water supplied
by ancient Rome’s Anio Novus aqueduct,” Journal of Ar-
chaeological Science Reports, vol. 3, pp. 1–10, 2015.

[3] Y. Benjelloun, J. D. Sigoyer, J. Carlut et al., “Characterization
of building materials from the aqueduct of Antioch-on-the-
Orontes (Turkey)-ScienceDirect,” Journal of Field Robotics,
vol. 33, no. 5, pp. 561–590, 2016.

[4] S. Subathra, A. Sekar, S. Fazeela Mahaboob Begum, and
M. Balamurugan, “Analysis & design of an aqueduct,” Ma-
terials Today Proceedings, 2021.

[5] D. Qiuhua, Y. Lufeng, and L. Menglin, “Study on the effects of
the bent-height on the seismic performance of the aqueduct-
water coupling structure,” in Proceedings of the Second In-
ternational Conference on Mechanic Automation & Control
Engineering, pp. 7758–7761, Inner Mongolia, China, July
2011.

[6] P. Buitelaar, “Ultra-high performance concrete: developments
and applications during 25 years,” in Proceedings of the In-
ternational Symposium on Ultra-High Performance Concrete,
pp. 25–35, Kassel, Germany, September 2004.

[7] P. Richard and M. Cheyrezy, “Composition of reactive
powder concretes,” Cement and Concrete Research, vol. 25,
no. 7, pp. 1501–1511, 1995.

[8] W. Kay, A. E. Naanman, and G. J. Parra-Montesinos, “Ultra
high performance concrete with compressive strength ex-
ceeding 150MPa,” ACI Materials Journal, vol. 108, no. 6,
pp. 46–54, 2011.

[9] P. Richard and M. Cheyrezy, “Reactive powder concretes with
high ductility and 200-800 MPa compressive strength,” Aci
Special Publication, vol. 114, pp. 507–518, 1994.

[10] M. M. Reda, N. G. Shrive, and J. E. Gillott, “Microstructural
investigation of innovative UHPC,” Cement and Concrete
Research, vol. 29, no. 3, pp. 323–329, 1999.

[11] C. Porteneuve, H. Zanni, J. P. Korb, and D. Petit, “Water
leaching of high and ultra high performance concrete: a
nuclear magnetic resonance study,” Comptes Rendus de
l’Academie des Sciences - Series IIC: Chemistry, vol. 4, no. 11,
pp. 809–814, 2001.

[12] C. Porteneuve, H. Zanni, C. Vernet, K. O. Kjellsen, J. P. Korb,
and D. Petit, “Nuclear magnetic resonance characterization of
high-and ultrahigh-performance concrete: application to the
study of water leaching,” Cement and Concrete Research,
vol. 31, no. 12, pp. 1887–1893, 2001.

[13] C. Alonso, M. Castellote, I. Llorente, and C. Andrade,
“Ground water leaching resistance of high and ultra high
performance concretes in relation to the testing convection
regime,” Cement and Concrete Research, vol. 36, no. 9,
pp. 1583–1594, 2006.

[14] K. Habel, M. Viviani, E. Denarié, and E. Bruhwiler, “De-
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Based on the design structure matrix, the changing dependency analysis method is used to study the law of change propagation
between parts in the process of product change, in view of the complexity of the product structure and the strong correlation
between parts. First, the product components are divided into di�erent modules according to di�erent requirements, and a design
structure matrix with weights is established according to the change dependencies between the components within the modules;
then, a part changes propagation network is established to analyze the change dependency degree between parts and the in�uence
of the part propagation mode on change propagation and to analyze the possible change propagation impact of part changes. �e
feasibility and rationality of the method are veri�ed using the framemodule as an example.�e experimental results show that the
method is e�ective in predicting the changing risk of a part and analyzing the change propagation impact arising from a
part change.

1. Introduction

In the context of economic and trade globalization,
manufacturing companies face the challenge of changing
market rules, the emergence of relevant new technologies,
and the rise of individual customer needs. In order to
maintain their competitiveness in the market and to meet
the diverse needs of their products, companies inevitably
have to make engineering changes to their products. In the
engineering change process, module change propagation
means that: a change in one component causes a change in
other components within the same module, which may also
have a change impact on other modules and thus on the
whole product [1]. �e study of change propagation is a
major element in engineering change, and the direction of
change propagation a�ects the outcome of engineering
change.

When changes are made to modules, further research is
required into the impact of module change propagation,
where the prediction of module change outcomes is central
to change propagation. In terms of the risk of change

communication, Eckert et al. [2] studied the basic causes of
product changes and the risks arising from the changes,
providing an in-depth analysis of the problems arising from
the product change process. Loch et al. [3] used �ve
strategies to reduce the processing time of engineering
change orders: capacity �exibility, load balancing, com-
bining tasks, sharing resources, and batch size reduction,
with special attention to the impact of engineering changes;
Rui et al. [4] predicted the impact of change propagation by
clustering and grading parts through a graph-theoretic
approach based on a design structure matrix, speci�cally
analyzing the characteristics of three types of change
propagation: water-wave propagation, bloom propagation,
and avalanche propagation; Xiang et al. [5] constructed a
risk analysis model for engineering changes in complex
products from two perspectives: direct and indirect impacts
between Hub nodes in a complex product design network.
Yupeng et al. [6] applied complex network theory to model
the structure of complex products by considering three
factors, namely, function, structure, and change risk, in the
modular division of complex products and established a

Hindawi
Scientific Programming
Volume 2022, Article ID 1994257, 10 pages
https://doi.org/10.1155/2022/1994257

mailto:yingcara@hotmail.com
https://orcid.org/0000-0003-1427-4814
https://orcid.org/0000-0002-7167-5836
https://orcid.org/0000-0002-9661-073X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1994257


network model of complex product parts with parts as
nodes and the association relationship of parts as edges.
Liang et al. [7] analyzed the propagation of engineering
changes in complex products by combining the design
structure matrix, defined the risk of engineering changes in
two dimensions of direct and indirect influence, and
constructed a risk analysis model of propagation of engi-
neering changes in complex products of the perspective of
comprehensive risk. Fan et al. [8] studied change propa-
gation from the aspect of feature association, classified the
types of feature association units in product design, and
analyzed the change propagation characteristics, change
propagation mode, and change propagation process of
association units; Zhongwei et al. [9] analyzed the causes
and characteristics of avalanche propagation with respect
to the constraint conflicts and the number of affected parts
and predicted the avalanche propagation by using the
directed graph method and knowledge related to complex
networks.

In the context of changing communication research
methods, Cohen et al. [10] proposed a C-FAR method to
evaluate and predict the results of engineering changes,
modeling the product information about the EXPRESS
language, demonstrating the propagation process of engi-
neering changes, and qualitatively evaluating the results of
engineering changes. Congdon et al. [11] applied multiple
network theory about complex product modeling to analyze
the influence mechanism of different association relation-
ships of the propagation of engineering changes, in view of
the fact that the joint effect of multiple association rela-
tionships between parts and components was not considered
comprehensively in the traditional complex product engi-
neering change propagation impact assessment process.
Yongze et al. [12] developed software for engineering change
analysis based on the directed graph method of engineering
change propagation analysis, which can analyze the prop-
agation, coordination, absorption, and control of part
changes in engineering changes and can improve the ac-
curacy and efficiency of engineering change analysis and
evaluation. Qin et al. [13] tracked and collaboratively sensed
change propagation and predicted the impact range of
change propagation through engineering change manage-
ment. Mengze et al. [14] established a complex product part
network model by taking the part connection relationship as
the edge and defining the change propagation intensity as
the edge weight while considering the change propagation
intensity. Xianfu et al. [15] represented the association re-
lationship between product parts based on the design
structure matrix, analyzed the association propagation path
of master parts, calculated the module association depen-
dency, and determined the priority order of modules.
According to the change propagation characteristics of
components, Jianfen et al. [16] constructed a multi-objective
optimization model and used a nondominated ranking
genetic algorithm to solve the model and obtain the Pareto
optimal solution set, which can provide an important basis
for designers to select the optimal design change solution.
All of the above are studies of change propagation for
components or basic elements of a product, whereas in

practice, there are numerous components in a product, and
it would be a large and difficult task to conduct a change
study for each component.

On the basis of the above research, this paper establishes
a change propagation model within a complex product
module by dividing the complex product into modules and
dividing it into a number of basic module units, taking the
module as the basic elements of change propagation re-
search, as shown in Figure 1, to research the change
propagation impact of the module Firstly, we analyze the
change propagation impact on parts and components within
the module where the changed parts are located and find out
the change impact produced by the changes of the parts in
the module.

1.1. Type of Propagation of Component Changes within a
Module. &ere is a strong correlation between the com-
ponents in any given module. &e parts are related to each
other in a network, which is complex and uncertain. In the
network, when a change occurs to a component, the change
will propagate along different paths according to the rela-
tionship between the components and will have a change
propagation effect on the associated components. How to
determine the scope of change that the change may cause is
key. Change propagation between components and parts
can be divided into six forms: direct propagation, bi-di-
rectional propagation, indirect propagation, circular prop-
agation, diffusion propagation, and clustering propagation.

(1) Direct propagation: the effect of a change in part A is
propagated in one direction to part B causing a
change in part B. &is change propagation rela-
tionship can be observed directly.

(2) Two-way propagation: the effect of a change in part
A is propagated to part B, and the change in part B in
turn affects part A. &e two affect each other.

(3) Indirect propagation:&e effect of a change to part A
is propagated to part B and then indirectly to part
C. &ere is no direct link between part A and part C
and this change propagation is not easily observed
directly.

(4) Circular propagation: &e influence of changes in
part A is propagated to part B and then indirectly to
part C. Changes in part C in turn acts on part A,
causing the part itself to change repeatedly and it-
eratively, but this does not mean that the cycle is
dead, and can be stopped by the coordination of
changes in part or the absorption of changes by parts.

(5) Diffusion propagation: &e effect of a change to part
A is simultaneously propagated to parts B and C at
the next A level, and change propagation occurs.
During the change propagation process, diffusion
increases the number of parts involved in and af-
fected by the change propagation, which may
eventually lead to an avalanche of propagation,
making the change propagation impact
uncontrollable.
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(6) Clustered propagation: &e change impact on part A
and part B is propagated to part C at the same time,
and the change propagation is clustered so that part
C has to meet the change design requirements of
both part A and part B. In the change propagation
process, clustering reduces the number of parts in-
volved in the change propagation and the number of
parts affected by the change, reducing the area af-
fected by the change propagation.

&e six types of change propagation are represented in a
table, as shown in Table 1.

2. Establishing a Parts Change
Communication Network

&e Design Structure Matrix (DSM) is the primary method
for studying the propagation of changes in product design.
&e link between the elements of the matrix rows expresses
the change dependencies that exist on parts. In the binary
Boolean DSM, a “0″ means that no change dependency
exists on two parts and a “1” means that a changing de-
pendency exists on two parts. In actual manufacturing, the
degree of change dependency on parts varies, with some
parts having a strong change dependency and others having
a weak dependency. It is not possible to classify the de-
pendencies on parts into just two types: those with change
dependencies and those without. &is is defined by the five-

Module M
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Complex products

Initial change of parts

Change propagation of
parts within a module 
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e2 e1
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Figure 1: Change propagation model within a complex product module.

Table 1: Types of inter-part change propagation.

Number Illustration Type

1 A B Direct transmission

2 A B Two-way transmission

3
A

B

C
Indirect transmission

4
A

B

C
Ring transmission

5 A

B

C

Spread transmission

6 A

B

C

Gather transmission
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point weighting method [17] using a number between 0 and
1, depending on the strength of the changing dependency on
two parts. &e number 1 indicates that there is a strong
change dependency on two parts, and a change in one part
will have a change impact on the other part, while the
number 0 indicates that there is no change dependency on
two parts, and a change in a part will not have a change
impact on the other part. According to the change depen-
dency relationship between parts and the change depen-
dency strength, the numerical design structure matrix is
established, as shown in Figure 2.

&e change dependency on two elements can be visually
represented by a numerical DSM, which reveals the change
impact on a change to part a1 from part a2. &is change
propagation influence is a direct change influence and there
are also indirect change influences on the change propa-
gation process, for example, a change in part a1 can cause a
change to parts a3 and a6 through a change to part a2. &e
design structure matrix does not represent the indirect
change impact, so a change impact tree is created based on

the numerical DSM created. Assuming that part a1 is the
initial changed part and a3 is the change termination part,
create a change impact tree for part a1 to part a3 as shown in
Figure 3.

During the change propagation process, a part is said to
be the initial change part when a change in a part causes the
change propagation to occur. Change propagation starts
with the initial change part and proceeds according to the
change dependencies on the parts until the change is ter-
minated. Firstly, parts in a changing dependency on the
initial changed part will have a change impact, with different
change dependencies having different change impacts on the
part, and secondly, the part affected by the change will also
have a change impact on the parts with which it has a
changing dependency until the change propagation ends at a
particular part. An analysis of the change propagation
influenced tree created shows that when the initial parted a1
starts to make changes, it directly affects parts a2 and a3 for
changes, while changes to part a2 affect a3 and 6 for changes,
and changes to part 6 have a change influence on a3. It can be
seen that during the propagation of changes in a1⟶ a3, a1

a2

a1

a3

a3 a6

a3

Figure 3: Change propagation impact tree.
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can affect a3 directly and a1 can also have an indirect change
impact on a3 through other parts.

&e indirect effects of change propagation cause change
to be propagated through a number of different propagation
paths, each of which can be represented by a propagation
chain, as shown in Figure 4.

Using the digital DSM as a tool, the change propagation
network in the network is represented by a directed graph
G(V,E), where V � x | x � 1, 2, 3, · · · , n{ }, denotes the set of
directed graph vertices and x denotes a part within amodule.
E � (x, y) | x, y ∈ n, x≠y  is a directed edge, indicating the
existence of a change propagation relationship between part
x and part y. In a directed graph G(V,E), the individual
change propagation chains described above intersect with
each other to form a change propagation network [18]. &is
is shown in Figure 5.

&e change propagation networks to provides a clear
view of the initial change parts in a module and the change
effects of the initial change parts in other parts, as well as a
general view of the paths along which changes are propa-
gated [19]. In the change propagation network, not only
direct change effects on parts can be identified, but also
indirect change effects. In a network, however, it is not
possible to know exactly the magnitude of the propagation
dependencies on parts, to determine along which specific
paths the change propagation will take, and also to deter-
mine the magnitude of the change propagation range.
&erefore, there is still a need to study and analyze the
change dependencies on parts.

3. Change Propagation Impact AnalysisMethod
Based on Change Dependencies

3.1. Changing Dependencies. When a change activity oc-
curs to a product, due to the high degree of cohesion
within the module, there is a high degree of correlation
between parts in the module and a high degree of change
dependency. When a part starts to change, the change
propagates according to the dependencies on the parts,
and the complex dependencies between the parts make
there are multiple paths for change propagation, the
change propagation has a wide range of influence and it is
difficult to control the direction of change propagation. If
the change propagation path of a part in a module can be
determined, the change propagation impact on the part
change in the module in which it is located is discovered,
the propagation impact between modules is then studied,
and the product change results are eventually discovered.
If the propagation of change in parts affects the module
in which it is located to change in size, structure, or
function, then this module will be used as the initial
change module, and the propagation impact on the initial
change module on other modules will be further in-
vestigated between modules to discover the propagation
impact on changes in the product. However, when the
change propagation of the part will not have a change
impact on the module in which it is located, then this
module will not change and will not have a change
impact on other modules.

Parts in the same module have strong dependencies on
each other, and too much dependency between parts can
lead to change propagation going along multiple paths,
increasing the scope of change propagation impact. &e
greater the dependency on parts, the greater the degree to
which changes in a part affected changes in another part, and
the greater the change transfer of the two parts, making
change propagationmore difficult to control. Combining the
numerical DSM and the change propagation network, the
changing dependency on two elements x and y in adjacent
cells are represented by W(x, y) and takes a value in the
range [0, 1]. &e value of W(x, y) is obtained according to
the numerical DSM established. &e value of W is obtained
according to the numerical DSM established. W(x, x)

represents the degree of change dependency on the com-
ponent itself and takes the value of 1. Figure 6 shows the
addition of change dependencies on the change propagation
network [20].

Figure 6 shows that the change propagation of part a1
spreads and has a simultaneous change impact on parts a2
and a3. Due to the close direct change dependency between
part a1 and part a2, the change impact of part a1 on part a2 is
greater and change propagation is easily formed.

3.2. Part Change Propagation Impact Analysis. Change
propagation impacts are divided into three types: ripple
propagation, blossom propagation, and avalanche propa-
gation, as shown in Figure 7.

As can be seen in Figure 7, the water-wave propagation,
the initial change causes a part of the parts to be changed, but
after a short period of time, the number of parts involved in
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Figure 6: Change dependencies between parts in the change
propagation network.
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the change rapidly decreases and eventually stays at a certain
number, because the propagation method of parts is mainly
direct propagation, so the change propagation influence is
weak. Blossom propagation, where the initial change causes
a large number of parts to change, and after a while, the
number of parts involved in the change begins to decrease
and eventually remains at a reasonable number, due to the
existence of indirect and diffusion propagation between
parts, which can lead to a rapid increase in the number of
changed parts. After a period of time, the number of parts
involved in change propagation decreases because, during
the change propagation process, some parts have a certain
ability to absorb the change.&e parts affected by the change
propagation absorb the change propagation completely or
partially so that the parts with which there is a propagation
dependency do not need to be changed or only partially
changed, and therefore the change propagation stops or
decreases. In avalanche propagation, the initial change
causes a large number of parts to change, with the increase of
time, the number of changes continues to grow, eventually
leading to the number of change impact that is difficult to
control, as the avalanche effect, due to the propagation of
parts for the diffusion of propagation, the impact of change
of a part will be spread to several parts with its change
dependency at the same time, making the propagation of
change spread, increasing the scope of change propagation
impact, and this increases the development cost and reduces
the productivity of the product [21]. &erefore, an avalanche
of change propagation should be avoided as much as
possible.

As can be seen in Figure 6, part a1 is the initial change
part. In the entire change propagation network, the
propagation of part a1 to parts a2 and a3 is diffuse, with
changes to a1 affecting changes to both a2 and a3, causing
changes to propagate along both change paths. &e
propagation of changes from part a2 to part a3 and part a6
is diffuse, extending the change propagation range. &e
change propagation of part a6 is agglomerative and absorbs
the change propagation of part a2 and part a3, reducing the

change propagation impact and creating a blossoming
change propagation impact. Part a3 has both diffuse and
convergent propagation. If the change propagation is
absorbed in whole or in part at part a3, the change
propagation will be reduced, making the propagation path
manageable, but if the change propagation is diffused at
part a3, increasing the range of change propagation, an
avalanche of change propagation may occur, making the
change propagation difficult to control. Part a3 is therefore
more likely to change and has the greatest impact on
changes to the module as a whole. When studying the
impact of changes to parts within a module, it is important
to prioritize the analysis of the risk of change propagation
for part a3 in order to better control the scope of change
propagation.

From the above analysis, it can be concluded that the
change propagation impact is mainly determined by the
changing dependency between parts and the change
propagation mode of the parts. All parts within a module
are affected by the initial change. In order to avoid un-
controllable effects of the design change on the product,
the changing risk of the part should be analyzed and
predicted before the change is made, in order to avoid an
avalanche of change propagation effects [22]. In this paper,
the change risk value is used to represent the magnitude of
the comprehensive change risk of a part, and the change
impact that the change propagation of the initial change
part will have on the module in which it is located. &e
changing risk value is expressed in terms of R. Combining
the change dependency degree W(x, y) between parts, the
changing risk valued calculation formula is obtained as
follows:

R �
1
k



n

j�1


m
i�1W xi, yj 

m
. (1)

In the formula, k indicates the number of all parts in
the module; m indicates the number of parts that have a
change propagation effect on the change part; yj the

xc
zcye

Figure 8: Schematic diagram of the frame module.
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number of parts that produce the propagation effects of the
change; and n indicates the number of change parts in the
module.

By calculating change risk values for key nodes and
comparing the magnitude of the change risk values, larger
values indicate that an avalanche of change propagation
impacts are likely to occur, and therefore, changes to the part
need to be controlled so that change propagation is within
manageable limits.

4. Example Validation

Using the frame module in Figure 8 as an example, the
effect of change propagation on the components within the
frame module is investigated when the cross member is the
initial change part, and the content of this chapter is
verified.

As can be seen in the schematic diagram of the frame
module, the components contained in the frame module are
the wing, web, cross member, front cover, axle, bearings,
tires, fenders, struts, spare wheel carrier, front tail light, and
side indicators, 12 components.

Due to the change dependencies on components,
changes do not occur in isolation. Changes in the initial
component will cause changes in other components that
are related, and changes will continue to propagate until
an equilibrium is reached. In the actual change propa-
gation process, the change propagation method is divided
into the direct propagation method and the indirect
propagation method. &e direct change relationship be-
tween two components can be expressed by establishing a
design structure matrix with links between the elements
of the matrix. &e change dependencies on parts result in
several different propagation paths, which are

represented by the change propagation chain to parts.
Finally, the change propagation chains are intersected in a
directed graph to form a change propagation network of
the parts.

4.1. Creation of Digital DSM for Component Changes in the
Frame Module. By means of the five-point weighting
method, the change dependencies on the 12 components in
the frame module are specified by numbers between 0 and 1,
and the components are arranged in a uniform order above
and to the left of the matrix to create a 12 × 12order nu-
merical DSM, as shown in Figure 9.

From the diagram it can be observed that the initial
change to part beam a3 has a direct change propagation
impact on parts a1, a2, a4, a6, a8, and a10, while part a2 also
has a change impact relationship on parts a4, a6, a8, a11, and
a12, so a change to part a3 may also have an indirect change
propagation impact on parts a11 and a12. A change prop-
agation tree based on the numerical DSM for part changes is
shown in Figure 10.

4.2. Chain of Propagation of Component Changes.
&rough the part change propagation influence range tree, it
can be seen that there are multiple change propagation paths
to part change propagation. A change propagation chain is
used to represent a propagation path to represent all part
change propagation paths within the frame module, as
shown in Figure 11.

4.3. Establishing a Network for the Dissemination of Com-
ponent Changes within the Frame Module. &e change
propagation network in the network is represented by a
directed graph G(V, E), where V � x | x � 1, 2, 3, · · · , 12{ },
the set of directed graph vertices, x represents the parts in
the frame module, and E � (x, y) | x, y ∈ 12, x≠y  is a
directed edge, indicating that there is a change propagation

– 1

1 – 1

1

–

0 0 0 0

0

0 0.7 0 0

0 0.5 0 0.3

0 0

0 0 0 0

– 0

– 0 0

0 0 0 0

0 0

0 – 0

0 0 0 –

a1 a2 a3 a4 a5 a6
a1

a2

a3

a4

a5

a6

0.3

0 0 0.3 0.3

0 0 0

0 0 0

0 0 0 0

0 0 0 0

0 0

0 0 0

0 0 0

0 0

0

0 0

0 0 0

0 0 0 0

0 0 0 0 0 0

– 0 0

– 0 0

0 0 –

0 0 –

a7

a7

a8

a8 a9

a9

a10

a10

a11

a11 a12

a12

0.7 0.5 0.5 0.3 0.3

0.5

0.7 – 0.3 0.5 0.3 0.3

0.5 0.5 0.3 0.3

0.7 0.7

0.7 0.5 0.5 0.7

0.7 0.5 0.3

0.3 0.3 0.5

0.3 0.5 0.5 0.3

0.5 0.3 0.3 0.3

0.3 0.3 0.3 0.3

0.3 0.3 0.3

Figure 9: Digital DSM for the change of components in the frame
module.

a3

a6 a8 a10a1 a2

a4 a6 a8

a11

a12

a4

a11 a9a2 a4 a6

a10

a9

a11 a12 a12 a10

Figure 10: Part change propagation impact scope tree.

Scientific Programming 7



relationship between parts and parts. In the directed graph
G(V,E), the change propagation chains of each part in
Figure 11 are intersected to form a part changed propagation
network, combined with a numerical DSM, with W(x, y)

representing the changing dependency between two ele-
ments x and y of adjacent cells, taking a value range of [0, 1],
to establish a change propagation network containing
change dependencies between parts as shown in Figure 12.

It can be seen from Figure 12 that when the initial change
part a3 produces a change, the change propagation of part a1

and part a3 in the whole change propagation network is
diffusion propagation, and there are many parts affected by
the change of part a1 and part a2. &erefore, when studying
the change propagation impact on parts in the frame
module, the part change risk value [23] is calculated
according to (1), and the change propagation risk of part a1
and part a2 is analyzed in priority in order to better control
the change propagation range.

&e change risk value for change propagation through
part a1 after the initial change in part a3 is:

R a1(  �
1
12

0.7 + 1 + 1 +
0.5 + 0.5

2
+
0.7 + 0.5

2
+ 0.3 + 0.3 +

0.5 + 0.3
2

+
0.3 + 0.3

2
+
0.3 + 0.3

2
 

� 0.45.

(2)

&en the change risk value for change propagation
through part a2 after the initial change in part a3 is

R a2(  �
1
12

1 + 1 + 0.5 + 0.5 + 0.3 + 0.5 + 0.3 + 0.3 + 0.3/2 + 0.3 + 0.3/2
2

 

� 0.196.

(3)
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It can be seen that R(a2)<R(a1), which indicates that
the change in the initial part a3 cross member has a greater
impact on the propagation of the change to the part a2 wings
than to the part a2 web, and therefore the risk of change
propagation through part a1 is greater, indicating that if
changes are made to the wing during the frame change
process, it may cause the number of change parts to increase,
and there is also the possibility of avalanche changed
propagation, so attention should be paid to the propagation
impact of the change from changes to the wing during the
change process.

5. Conclusions

&is paper focuses on the change propagation impact on
parts within a module. Based on the direct change propa-
gation relationship between parts, a digital DSM of parts is
created for parts in the same module, the indirect change
propagation relationship between parts is assessed through
the DSM, a change propagation chain of parts is constructed,
and finally, a change propagation network is formed in the
directed graph to describe the propagation path of part
changes. By analyzing the degree of change dependency on
each part and the impact of the part propagation method on

change propagation, the possible paths of change propa-
gation are determined, and based on the calculation of the
change risk value, the change risk value of the key node is
calculated, the possible change propagation impact of the
part change through this node is evaluated, the changing risk
of the part is predicted, and the change of the part is
controlled in advance to avoid the uncontrollable impact of
the change design on the product.
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Language is a symbol re�ecting ideas and is an important medium for people to realize information transfer and communication.
Culture is all the material and spiritual wealth created during the historical development of human society. Language and culture
are inseparable. When we learn a language, we must also understand the cultural content it contains. Learning English requires an
understanding of the culture of British and American countries, and thus teachers must necessarily teach culture in the English
classroom. At present, the software and hardware of Internet technology in our country have been developed in-depth, and the
total amount of big data has been in the trend of growth, and China has o�cially entered the era of big data. �is paper takes the
reform of teaching mode of British and American culture courses as the main research object and explores how to build a
diversi�ed and blended teaching mode based on the existing teaching mode and integrating various online teaching resources
under the premise of various technologies in the background of “big data.” In order to accelerate the integration and optimization
of such course resources, promote the development of theoretical teaching and practical teaching of such courses and improve
students’ professional ability.

1. Introduction

With the in-depth development of the Internet of �ings,
computer networks, mobile self-media, and other technol-
ogies, the total amount of global data has shown explosive
growth according to the set, and human society has entered
the era of accelerated development of big data. �e concept
and value of big data have been gradually accepted by the
public; workers are also fully aware of the typical application
and extensive prospects of big data in the �eld of education
[1]. At present, many colleges and universities are actively
exploring various forms of curriculum practice teaching
reform programs according to the actual needs of teaching
work, drawing on the existing advanced teaching models,
and adjusting teaching and training programs in real-time
[2–5].

Once upon a time, students could only ask their teachers
for advice if they had knowledge or problems they did not
understand, but with the advent of the big data era, many
problems students can solve by looking up relevant

information through the Internet. �e blended teaching
mode is a new teaching mode adapted to the era of big data.
�is teaching mode not only retains the traditional class
teaching but also makes full use of the advantages of the
network information platform and rich network resources.
�e application of blended teaching mode makes a major
breakthrough in British and American culture education,
which not only improves students’ learning initiative but
also enhances their comprehensive learning ability and lays a
solid foundation for their future study and work [6].

A quali�ed teacher of English culture needs to have a
solid knowledge of culture in addition to background
knowledge of the culture of English-speaking countries. A
good teacher should not only have a broad knowledge of
culture but also make it an important task to develop stu-
dents’ cultural sensitivity and self-awareness. Good teachers
should be able to familiarize themselves with “the deep and
hidden culture of the national psychology, values, and ways
of thinking of the target language” [7, 8] and develop their
own cultural literacy in English. In addition to professional
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competence, qualified and excellent teachers should have
high intercultural communication skills, be able to actively
explore cultural teaching, and pay attention to the cultiva-
tion of students’ intercultural awareness and intercultural
communication skills [9].

%is paper aims at the problems such as the low flexi-
bility and inactive classroom atmosphere in the traditional
cramming English culture teaching, face the theoretical,
technical, and application challenges, and address the fun-
damental issues of how to analyze and model big data on
teaching and learning, how to build a diversified blended
model based on big data analysis, and study its application in
teaching British and American culture in order to give full
play to the leading role of teachers and yet stimulate stu-
dents’ learning autonomy in many ways.

2. Concept Explanation

2.1. Big Data. Big data era is a new era of mass production,
dissemination, and utilization of data with the rapid de-
velopment of Internet technology. Big data are a huge
collection of data, and the scale of data contained in the
collection is huge, far beyond the scope of the traditional
sense.%e processing power of traditional computers cannot
meet the needs of the big data era, and traditional tools and
software cannot be used to store, analyze and manage big
data. In order to solve this problem, computer scientists
apply cloud computing to human data computing. Cloud
computing technology can effectively solve the problem of
storing human data and can calculate, analyze, and predict
human data [10]. %is can enable us to do effective use of big
data and to dig deeper into the hidden data.

%e arrival of the big data era provides people with
opportunities and capabilities to conduct in-depth research
in more fields. People use cloud computing technology to
analyze, process, integrate, and mine big data, so as to obtain
new knowledge and explore the laws of the real world. %is
has brought influence and changes to the teaching of British
and American culture.

In the field of educational learning, five major applications
of big data technologies include [11]: prediction: awareness of
the likelihood of anticipated facts. For example, to have the
ability to know when a student has intentionally answered
incorrectly despite the fact that he or she is in fact capable.
Clustering: discovering data points that are naturally clustered
together. %is is useful for grouping students with the same
learning profile and interests together. Modeling: using
learning models developed through big data analysis. Asso-
ciations: discover relationships between variables and decode
them for future use.%is is useful for exploring the reliability of
students’ ability to answer questions correctly after asking for
help. Decision-making: create a visual reference for decision-
making in instructional management. For clarity, Figure 1
counts six areas, where big data and education intersect.

2.2. Diversified Blended Teaching Mode. Diversified blended
teaching refers to a diversified and multiplatform teaching
method that combines the advantages of traditional class-
room teaching with information technology [12]. Blended
teaching optimizes the selection and combination of all
teaching elements to play the leading role of teachers to
guide, inspire, and monitor the teaching process, while fully
reflecting the initiative, enthusiasm, and creativity of stu-
dents as the subjects of the learning process [13]. %e key to
the blended teaching model is the use of appropriate
technological means for content presentation and trans-
mission for specific teaching contents and learners.

In terms of form, blended instruction includes a mix of
both offline and online learning, a mix of teacher-led ac-
tivities and active student participation, a mix of student-
led learning and collaborative group learning, a mix of
multiple teaching resources, a mix of multiple learning
environments, and other different dimensions. It should be
noted that multiple blended teaching should combine
teaching objectives and students’ characteristics. For ex-
ample, a classroom with mastery of knowledge as the main
teaching goal can adopt the traditional classroom teaching
mode based on teacher activities to highlight systematic
lectures and training, while when the teaching goal is to
strengthen practical skills development, teachers should
adopt more information-based teaching mode to highlight
students’ independent learning and active exploration
[14, 15]. In a word, blended teaching is neither a teaching
model that simply emphasizes the application of an online
learning environment and ignores the importance of
classroom teaching nor a teaching model that unilaterally
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focuses on students and ignores the leading role of teachers;
blended teaching both faces the advantages of traditional
classroom and fully reflects the characteristics of the in-
formation age. %e process of blended teaching model is
shown in Figure 2.

2.3. Definition of Culture

2.3.1. Culture. Ancient and modern interpretations of the
concept of culture are inseparable from those of nature and
human society. Culture is an evolution of the concepts of
astronomy and humanities, referring to the composition of
natural celestial bodies and their laws, and the composition
of human society and its laws, respectively. Culture is an
evolution of the concepts of astronomy and humanities,
referring, respectively, to the composition of natural celestial
bodies and their laws and the composition of human society
and its laws. %e original meaning of culture is to teach and
educate with literature, which is an abbreviation of human
culture, and “the cultivation of human temperament and the
education of moral character” are all part of cultural edu-
cation. Culture is explained in the dictionary in a narrow
sense as the ideology of society and the institutions and
organizations that correspond to it, and in a broad sense as
the sum of all the material and spiritual wealth created in the
course of human social and historical practice [16]. What-
ever is good for human development in material and
spiritual terms is called culture. Culture is present
throughout life activity; it is an innate, humanistic phe-
nomenon. In general, culture is the sum of what people
think, say (verbal and nonverbal), do, and feel [17].

In English, “culture” is an evolution of the Latin “cultus/
cultura,” which means “to dwell, to cultivate, to practice, to
pay attention to, and to fear the spirits” [18]. It also has a
derivative meaning for the cultivation of human tempera-
ment and moral character. Samuel Pufendorf first intro-
duced culture as an independent concept, arguing that
“culture is the sum of what is created by human activity and
depends onman and society for its existence.” Louis Kroeber

and Clyde Kluckhohn, after compiling more than 300
definitions of culture from experts in several fields of study,
grouped culture into six categories, including “descriptive,
historical, normative, psychological, structural, and genetic.”
Meanwhile, an integrity definition of culture was made, that
is, culture is a kind of “external and internal behavior
patterns,” and culture enables us to obtain and convey in-
formation using symbols.

%roughout the different definitions of culture by
scholars, both material and spiritual dimensions are in-
separable from the analysis. %e concept of culture used in
this study refers to the material and spiritual wealth created
by human society in the course of its historical
development.

2.3.2. Cultural Infiltration. Culture is a valuable asset cre-
ated during the historical development of human society.
“Infiltration” refers to the flow of water between the pores of
the soil, within the cracks of hydraulic buildings, and be-
tween intersections, and also refers to the operations of the
army to secretly infiltrate into the enemy’s interior and rear
by taking advantage of gaps in the enemy’s deployment. It
can also be used as a metaphor for the gradual entry of a
force into other areas. In present-day terms, cultural infil-
tration is the use of media, multinational corporations, etc.,
by more developed countries or regions to promote their
own culture to other countries, thus achieving both eco-
nomic benefits and assimilation into other countries. %e
interpretation of culture as a medium for the powerful forces
to instill values in the weaker countries is a passive and
unconscious process of accepting foreign culture. Cultural
infiltration is the infiltration of cultural factors into language
teaching, which can be done through the operation of lexical
mining, grammatical prompting, and translation
comparison.

%e cultural infiltration explored in this study refers to
the active and conscious understanding or introduction of
foreign cultures in order to enhance cross-cultural aware-
ness and achieve the ability to communicate appropriately
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and effectively across cultures. From the learner’s perspec-
tive, cultural penetration refers to the language learner’s
active and conscious action to learn about foreign cultures.
From the teacher’s perspective, cultural penetration refers to
the teacher’s activities in teaching culture in the classroom.

3. Review of Research on Teaching British and
American Culture

3.1. Research on Teaching British and American Culture
Abroad

3.1.1. Teaching Awareness. Between the 1940s and the 1960s,
academic research on the culture of the target language and
the culture of the native language gradually shifted to the
study of the teaching of cultural penetration in foreign
language teaching. Fries Charles theoretically discussed the
connection between language teaching and culture teaching,
and the importance and necessity of culture teaching in
foreign language teaching. He argued that cultural learning
and language learning are inseparable and that the process of
learning a language is also the process of forming students’
cultural awareness, and that cultural factors should be in-
fused into language learning. By enhancing students’
knowledge of the culture of the target language, they can
effectively master and use the target language [19]. Lado
stated that by studying the linguistic differences and learning
barriers between learners’ native language and the target
language, concluded that appropriate comparative analysis
of native language and target language culture in language
teaching can help achieve effective second language teach-
ing. Brooks Atkinson conducted a study on the practical
aspects of culture teaching, and he emphasized that culture
teaching should always be carried out throughout the whole
process of foreign language teaching, and teachers should
choose different cultural contents at different teaching stages
[20].

From the 1970s to the beginning of the 21st century,
research on culture teaching and learning gradually flour-
ished. %e discussion of culture teaching in this period
focused on the positive effects of culture teaching on lan-
guage learning. Chastain Kevin discussed the reasons for
conducting culture teaching in terms of the need for cultural
understanding, the realization of intercultural communi-
cation, and personal interest [21]. Louise Damen argued that
“culture, although excluded from the curriculum, cannot
really be ignored by teachers in language teaching, it is
hidden in foreign language learning and should be one of the
basic skills for mastering a foreign language.” Byram argued
that “one acquires culture as one acquires language” [22].
Klippel John stated that cultural knowledge plays a sup-
porting role in teaching culture and that mastering the
cultural knowledge behind a language is the beginning of
learning a language. Eugene Nida introduced culture into
the translation of the English language. Kim discussed the
current situation of culture teaching in English classrooms in
urban and rural elementary schools in Korea from the
perspective of teachers and students. From the study, it was
concluded that teachers and students recognize the role of

English culture in English education, but in practice,
teachers still fail to adequately teach culture and students do
not receive adequate cultural education [23]. Leshem con-
ducted a period of observation in an Israeli junior high
school English classroom to study the distance between the
cultural background of teachers and students and the culture
of the target language. %e classroom observations con-
cluded that there is a general problem of implicit cultural
dynamics in English language teaching, i.e., the extent to
which learners’ knowledge of the target language culture
affects the effectiveness of teachers’ language instruction
[24].

3.1.2. Teaching Strategies. From the 1980s to the 1990s, the
idea of teaching cultural penetration in the classroom was
generally recognized, and foreign scholars’ research on
teaching cultural penetration lies in exploring specific and
feasible cultural penetration strategies. Hans argued that in
foreign language teaching, the content of cultural intro-
duction should focus on people in the target language
country, such as their lifestyles, behavioral habits, and ways
of thinking [25]. %omas James pointed out that pragmatic
language failures and communicative language failures are
the root causes of cross-cultural pragmatic failures. Seelye
introduced culture capsules, culture clusters, and culture
assimilators. Seelye introduced classroom culture intro-
duction methods such as culture capsules, culture clusters,
and culture assimilators, and discussed how to measure the
effect of culture learning [26]. Byram Mike, after studying
audiovisual and auditory methods, suggested that grammar
and cultural introduction should also be linked together in
ELT [27].

At the beginning of the 21st century, cultural infusion
strategies began to focus on design from the perspective of
teachers and learners. Patrick Moran advocated teaching
culture through experiential language instruction that re-
inforces cultural connotations, student interventions, ex-
pected or achieved outcomes, learning content, and the
intrinsic connections between teachers and students. Frank
has investigated how teachers can integrate cultural
knowledge into the English classroom in the English
classroom. He suggested that teachers can promote
learners’ cross-cultural understanding by organizing ac-
tivities that increase cultural awareness, such as assigning
networking tasks, role-playing, and cultural observation
[28].

3.2. Research on Teaching British and American Culture in
China

3.2.1. Teaching Awareness. From the end of the 20th cen-
tury to the beginning of the 21st century, improving
learners’ intercultural communication skills is one of the
insurmountable topics of cultural penetration studied by
domestic scholars. Cao believed that culture teaching in
English language teaching is composed of both cultural
knowledge and cultural understanding. Cultivating stu-
dents’ intercultural communication skills requires a
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combination of the strengths of both cultural knowledge
and cultural understanding, with emphasis on both the
learning of cultural knowledge and the cultivation of
cultural understanding. Tan Ling proposed that English
teaching in colleges and universities should implement a
joint approach of language teaching and cultural back-
ground knowledge transfer from the perspectives of the
connotation of intercultural awareness, the importance,
and necessity of strengthening intercultural awareness, and
gives suggestions on the ways to enhance intercultural
awareness. Gao Dongjun, from the perspective of the re-
lationship between language and culture, explained the role
of learning the culture behind language in enhancing
students’ language application and intercultural commu-
nication skills and calls for teachers to introduce English
culture in their teaching. Lv believed that “the real purpose
of English teaching is to achieve accurate, appropriate and
effective communication,” and that this goal needs to be
achieved by paying attention to the cultivation of students’
intercultural communication skills so that they can become
intercultural communication talents with a high level of
intercultural literacy.

Cultural penetration in the classroom has been rec-
ognized by most researchers, and research has begun to
focus on the cultural teaching experiences of teachers and
learners. Xiao Bin discussed the necessity of cultivating
students’ intercultural awareness of the dialectical rela-
tionship between language, culture, and teaching, and
suggested that vocabulary teaching and organizing cultural
activities can be used in English teaching to cultivate
students’ cultural awareness. Shi Rui researched cultural
teaching in the higher-level English classroom and con-
cluded that cultural input while teaching English is the key
to solving students’ linguistic errors. Language and culture
run through the English classroom, and classroom teaching
should increase cultural input in English to improve stu-
dents’ practical English application skills. Li suggested that
cultural differences determine language differences and it is
important to include an introduction to the background of
cultural knowledge of the language in teaching. Cultural
teaching should go hand in hand with language teaching.
Cultural teaching is helpful to help students understand the
culture behind the language, improve their perception of
the cultural differences between Chinese and Western
cultures, and enhance their intercultural communication
skills. Yu Zhihao and He Huibin studied the issue of de-
veloping Anglo-American cultural awareness in a special
group of ethnic minority students. %ey talked about the
dilemmas faced by cultivating the British-American cul-
tural literacy of minority students from the issue of sup-
plementing cultural knowledge to constructing students’
humanistic spirit and suggested that students should be
guided to transform their perspectives and concepts in the
teaching process and learn British-American cultural
knowledge with a developmental perspective. From the
meaning of intercultural awareness, Lu Kaifeng analyzed
the significance and necessity of intercultural awareness in
English learning. He suggested that teachers should make
full use of multimedia technology to infuse intercultural

awareness into classroom teaching. Zeng Lili reflected on
the status quo of teachers’ old teaching concepts and single
way of evaluating teaching effects in English teaching and
advocates that teachers should study teaching concepts and
adopt diversified teaching modes and evaluation methods
in culture teaching.

3.2.2. Pedagogical Strategies. Starting from 2010, the re-
search on teaching strategies of cultural penetration has been
characterized by the development of theoretical teaching
strategies and teaching-aid technology. Wu Xianyun pro-
posed that strengthening the learning of British and
American culture and enhancing the awareness of cross-
cultural communication meet the needs of English teaching
reform. Teachers should make full use of existing multi-
media aids, such as using pictures, audio, and video in
teaching, to increase students’ active participation in class.
Based on the theory of multiple intelligences, Lu Tian
suggested that teachers need to adopt diversified teaching
designs in classroom teaching to provide more development
opportunities for cultivating students’ intercultural com-
munication skills. Du Haiyan proposed that teachers can
stimulate students’ interest in cultural learning through the
comparison method, test correction, and the creation of
cross-cultural situations in response to the negative per-
ceptions of students in the process of cultural teaching. Sun
Lei introduced idioms as “concise phrases or short sentences
that have been used by language users for a long time,”
through which English learners can learn the language and
Western culture and improve their intercultural commu-
nication skills. Li believed that teaching culture can be
carried out by comparing cultural differences, using online
media, expanding cultural resources in English textbooks,
and organizing English-related activities. Mao Mingming
believed that cultural penetration is an important part of
high school English reading teaching, through which stu-
dents’ reading speed and comprehension can be improved,
and is an important way to develop students’ cross-cultural
awareness and cross-cultural communication skills. Guan
Jiangang researched the strategies of teaching English cul-
ture in high school and proposed three forms to cultivate
students’ cross-cultural awareness, such as innovating En-
glish teaching theories, creating English teaching contexts,
and organizing extracurricular activities.

4. Construction of Blended Teaching Model
Based on Big Data Analysis

In order to accelerate the integration and optimization of the
resources of these courses, promote the development of
theoretical and practical teaching of these courses, and
improve the ability of students in related majors to solve
practical problems, we explore and practice in the British
and American culture courses that have been offered in our
university. %e blended teaching model constructed in this
paper contains the following three parts: the analysis model
of teaching behavior based on educational big data, the
construction of a blended teaching platform for British and
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American culture courses, and the construction of a blended
teaching model based on big data background. %e overall
structure diagram is shown in Figure 3.

4.1. TeachingBehaviorAnalysisModel Based onEducationBig
Data. Under the teaching environment of “Internet+,” the
teaching process will generate a large amount of teaching-
related data. How to make full use of these teaching big data
and analyze students’ learning behaviors based on their
related information and learning records is the first theo-
retical problem that needs to be solved in this paper. In view
of the lack of abundant teaching data for British and
American culture courses, this paper adopts the open data
set of MOOC platform to analyze and establish the learning
behavior analysis model. %e existing learning behavior
records include course code, course name, registration time,
start time, end time, course days, number of students en-
rolled, number of students who passed the exam to obtain
the certificate, pass rate, and other record information. In
this paper, learners’ age, gender, educational background,
learning time, number of learning events, number of
sampling statistics learning, number of watching videos,
number of learning chapters, and number of posting on
learning forums are selected as the basis of learning effect

evaluation, and the support vector machine regression
(SVR) algorithm is used to predict the learning behavior.%e
mathematical model of the support vector machine re-
gression algorithm is shown in Figure 4, in which f(x)

denotes the learning effect, x denotes the relevant evaluation
basis affecting the learning effect, w denotes the weight
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obtained by regression, and b denotes the deviation, then its
regression model expression is given as follows:

f(x) � w1x1 + w2x2 + · · · .wnxn + b. (1)

4.2. .e Construction of Blended Teaching Platform Based on
Learning Analysis. %e theory of blended teaching shows
that in the teaching process, the teacher’s leading role
should be played; at the same time, the main role of stu-
dents should be reflected, and the students’ learning ini-
tiative should be fully stimulated. In the blended network
teaching mode, in order to reflect the teacher’s leading role
in monitoring the learning process, the teacher needs to
upload all relevant teaching materials, teaching videos, and
other tutorial materials in advance; while students can
complete classroom teaching, after-class homework and
discussion, and communication independently through the
network teaching platform according to the teaching ar-
rangement given by the teacher. On the other hand,
teachers and students will generate a large amount of
teaching-related data in the process of completing teaching
through the online platform. For example, the number of
times of login, login time, students’ learning content,
learning hours, homework times, homework time, test
times, test time, test scores, and many other teaching-re-
lated data, how to collect, analyze, count and visualize these
data, and establish learning analysis and prediction model
according to the relevant course characteristics, so as to
implement real-time monitoring of students’ learning
process and learning effect, and provide a dynamic ref-
erence for teachers.’ It provides a visual reference for
teachers’ dynamic management and provides relevant
management data for teaching managers.

Based on the abovementioned analysis, the blended
teaching platform based on learning analysis built in this
project contains the following contents: (1) teacher module:
the teacher function module contains personal information
management, teaching resource management, teaching
announcement management, teaching knowledge point
management, test question management, and other parts;
(2) student module: the student function module contains
personal information management, course learning, online
communication, announcement viewing and other func-
tions; (3) learning analysis module: the learning analysis
module contains functions such as learning data collection,
online communication analysis, online learning analysis,
and learning test analysis. %e system function diagram of
this platform is shown in Figure 5.

4.3.ConstructionofBlendedTeachingModeBased onBigData
Analysis. %e blended teaching mode based on big data
analysis is constructed in this paper, taking the British and
American culture course of our university as the research
object, using the blended teaching platform based on
learning analysis as the teaching means, and taking various
engineering practice projects of our university as the carrier,
collecting the practical teaching links such as course ex-
periment, course design, professional practical training and

graduation design, and adopting the basic teaching principle
of combining online/offline to realize the integration and
optimization of teaching resources, guidance and supervi-
sion of teaching process, and overall improvement of
teaching quality. It adopts the basic teaching principles of
online/offline combination to realize the integration and
optimization of teaching resources, supervision of teaching
process, and overall improvement of teaching quality.

%e project collects teaching data online and adopts a big
data analysis model to analyze, visualize and give feedback
on teaching data, providing data basis for teachers’ teaching
process, students’ learning planning, and teaching evalua-
tion. %e teaching mode constructed in this paper contains
the following core contents: (1) project-oriented blended
teaching mode: for the characteristics of theoretical courses
and practical projects of programming courses, the blended
teaching mode oriented to creative practice projects, joint
school-enterprise projects, engineering practice projects,
comprehensive practice projects, and basic experiment
projects is constructed. Based on the blended teaching
platform that has been built, various forms of online/offline
blended teaching are carried out to effectively improve
students’ programming levels. (2) Data analysis-oriented
multiple blended evaluation mode: based on the blended
teaching platform, the platform teaching data are collected
in real-time, and the teacher-student two-way evaluation
mechanism is implemented. Based on the two-way evalu-
ation results, combined with the platform teaching data, a
reasonable teacher-student teaching evaluation model is
established to build a foundation for reasonable tracking and
evaluation of teaching quality.

4.4. Upgrading and Reengineering of the System under Big
Data. %e research on big data in education has developed
a cone mesh educational system structure, which includes
more directions of educational data mining and also a basic
system architecture with new resources, and originally,
relatively independent resource systems have been opened
up to form a system framework with multiple elements.%e
cone mesh structure requires more management systems,
there must be more teaching elements, and many related
elements must also have their own independent small
modules, and after integration, the overall teaching system
framework is formed. Traditional classroom teaching and
network distance learning resource system include many
teaching resource database building systems, which can
form a recursive system structure. %e teaching and
learning system under education big data can form inde-
pendent minisystems by studying the correlation rela-
tionship, which can add more elements to the teaching and
learning system.

%e concept of educational big data includes more
sources of educational data with multiple types of data.
Traditional educational data does not have a large amount of
information, but this educational big data contains a large
amount of information. %e data can bring together more
pedagogical elements, which can be relatively independent
or can be built into a simpler pedagogical system structure so
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that it can better meet the standards related to the docu-
mentation of learning resources and can better meet the
needs of scalability. In the beginning, the simplified system
does not have much big data or perfect functions. In the
subsequent use, the data need to be improved continuously,
and the structure and functions of the system must also be
improved, but the current data of the new teaching system
structure has certain limitations, and the functions of the
simplified system are relatively limited and must be
upgraded only after manual intervention. %e construction
of the simplified system structure needs to learn the prin-
ciples of design configuration before it can have perfect
functions. %e teaching support system can be better con-
structed in conjunction with the teaching content and can
improve the system’s functions to make it faster and more
relevant.

With the development of artificial intelligence tech-
nology, data construction has become a new research trend.
Building a simple teaching system includes rules and
teaching cases, the system does not involve other cases, but it
cannot be limited to the relationship between the data, but
also can focus on upgrading the teaching system, education
big data research constructs a cone mesh structure, this
model has better internal modules and system as a whole, the
platform is more good openness, avoiding some unrea-
sonable construction. %e study of educational big data can
be more clear educational objectives, and clarify the design
of teaching and learning, combined with the relationship

between the elements, can have more problem-solving ideas.
Education big data integrates the teaching system, realizes
the deduction problem, and can send the problem to the
teacher actively, the teacher can study according to the
learning environment, build advanced teaching logic
thinking, promote the formation of advanced teaching ar-
chitecture, can make the university have more scientific
teaching system management.

5. Conclusion

%is paper takes the reform of teaching mode of British and
American culture courses in our university as the main
research object and explores how to analyze teaching data
and predict teaching behavior under the technical premise of
“big data” background; how to build a blended teaching
platform with data analysis function based on existing
multiple online teaching resources; and explore and practice
in the British and American culture courses that have been
offered in our university. In addition, we will explore and
practice in the British and American culture courses offered
by our university to build a blended teachingmodel based on
data analysis. %e teaching method of multivariate mixed
mode based on big data analysis is to teach British and
American cultures to students. Unlike traditional instillation
teaching, through the analysis of data, teachers can better
follow the principle of students’ subjective initiative in
learning and conduct cultural teaching in a heuristic-

Blended Teaching Platform
Based on Learning Analysis 

Teacher 

Student 

Learning
analysis 

Personal information management

Personal information management

Test Question Management

Knowledge Management

Student quiz analysis 

Teaching resource management

Teaching bulletin management

Online Learning Analytics

Online Communication Analysis

Learning Data Collection

Announcement View

Online Communication

Course Learning

Figure 5: %e system function diagram of this platform.
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induced way. For example, in the knowledge question-and-
answer session, teachers give representative keywords by
constantly asking questions, and guide students to correct
themselves and find answers themselves. At the same time,
teachers consider the differences in knowledge acceptance
among students, strictly control the process of cultural
teaching, and ensure the implementation of effective cultural
teaching activities. We will accelerate the integration and
optimization of the resources of these courses, promote the
development of theoretical and practical teaching of these
courses, and improve the ability of students in relatedmajors
to solve practical problems.
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%e dataset can be accessed upon request.
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Furniture is one of the most enduring items that children grow up with. However, there is a big gap between children’s rapidly
growing physical and mental needs and existing children’s furniture. It is necessary to design children’s furniture that is both
interesting and multifunctional from the perspective of children’s physiology and psychology. In the context of artificial in-
telligence, this paper applies the artificial intelligence design concept to the design of children’s furniture and discusses the
necessity and design principles of its application in the design of children’s furniture from the aspects of society, children, and
development trends.

1. Introduction

For modern residents with ever-increasing living environ-
ment requirements, it is also necessary to provide children
with a living environment that is more in line with their
physical and mental growth. After investigation, it was
found that the central consumers of modern families tend to
be children. ,erefore, the proportion of furniture sales of
series furniture specially made for children continues to
grow, which has also attracted the interest of many man-
ufacturers. However, the segmentation of China’s furniture
market is not enough, and the children’s furniture market
has yet to be developed [1]. According to relevant data,
children with separate bedrooms and furniture account for
about 10.2% of Chinese families, and about 45.6% of families
want to buy furniture for children. China’s furniture in-
dustry has a profound history, and its manufacturing theory
system is also becoming more and more mature. However,
as a rising star, children’s furniture is still in its infancy in
terms of design and R&D, and production and lacks a
theoretical system with guiding significance [2]. In the early
1980s, furniture for children was designed and manufac-
tured only by individual adult furniture manufacturers. Due
to the lack of designers in the professional field, the finished

product is just a miniature version of adult furniture. It was
not until 1998 that the production scale of children’s fur-
niture gradually expanded. With the continuous develop-
ment of the times, children became the main group of
consumers, and more and more manufacturers turned their
attention to the children’s furniture market. In 2001, chil-
dren’s furniture began to form an independent category
separated from furniture design, formed its own design and
manufacturing system, and gradually improved. At the same
time, a number of local children’s furniture brands have
emerged in China [3].

,rough the analysis of China’s furniture market, the
development situation of furniture designed for adults is
relatively optimistic. Compared with adult furniture, chil-
dren’s furniture is still in its infancy.,ere are only a handful
of designer teams specializing in the field of children’s
furniture. Secondly, the size of children’s furniture does not
take into account the physical and psychological develop-
ment characteristics of modern children, and can only meet
short-term use. Once again, it reflects the necessity of ap-
plying the concept of growable design in the design of
children’s furniture. In the article “A Preliminary Study on
the Grow ability Design of Children’s Furniture,” the author
Min Lihong [4] pointed out that because children are in the
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stage of continuous growth, the fixed size of furniture cannot
meet the needs of children’s continuous physical and psy-
chological growth, and should design a set of furniture that
accompanies the growth of children. However, this study
only discussed the growability of children’s furniture from a
shallower level and did not specifically and deeply study the
growth characteristics of children at various stages and the
changes in needs [5].

After the birth of a child in Western countries, parents
have already prepared a children’s room for the child. ,is
way of parenting is very different from China. At the same
time, the research on children’s environment design and
home furnishing design in developed countries started
earlier, and the research on manufacturing and production
and theoretical system research is also relatively complete
and mature. In the United States, children’s furniture pays
more attention to personalized design. Modular furniture
design and the concept of multifunction are also very mature
[6]. Designers in some parts of Europe, on the other hand,
pay more attention to safety, and their furniture pays more
attention to environmental protection and health. In terms
of materials, natural solid wood is often used. ,e focus of
the design is firstly to understand children’s physical and
mental development needs, secondly to take children’s be-
havior as a design guide, and finally to help children grow in
a safe and comfortable environment, which also reflects the
care for children’s growth.,erefore, versatility, practicality,
and flexibility have become synonymous with foreign
children’s furniture design. Flexibility means that children’s
furniture can be flexibly adjusted according to children’s
growth needs and grow with children [7]. It can be seen that
foreign designers have also applied the concept of growth to
the design of children’s furniture. Although children’s
furniture rose early in Western countries and had relatively
complete theoretical and practical foundations, the main
research object is the physiological and psychological
characteristics of Western children, which is not fully ap-
plicable to Chinese children. Moreover, the design thinking
of the growth concept applied to children’s furniture has not
been systematically summarized and summarized. However,
their design research methods and design ideas are still
worthy of study and reference by Chinese designers and
some local enterprises [8].

In the concept of biology, the word “growth” is sum-
marized as the process of growth and maturation of living
organisms from small to large. When “growth” is used as the
guide of children’s furniture design, it is understood that in
the process of children’s physical and psychological growth,
children’s furniture can make corresponding adjustments
and improvements according to the changes in their growth,
so as to meet the different needs of children, age period
requirements [9]. In the article “Research on the Growable
Design of Children’s Furniture,” Liu Bowen mentioned that
the design of the growable includes two meanings: (1) In-
tuitive Growth. In order to meet the needs of children’s
growth, the scale of the furniture can be adjusted freely, such
as the extension of length and width. Functionally, it can be
extended and transformed according to children’s different
life states, such as life, learning, or time periods such as

games. ,e shape can be changed by adding, subtracting, or
replacing parts according to the child’s preference. Modular
design is a good example. (2) Indirect Growth. ,is is a
relatively invisible growth, not easy to detect. But this kind of
growth has a subtle effect on children’s physical and mental
effects [10].

2. Research Ideas for the Subject

2.1. Definition of Research Objects. ,e term “child” in the
United Nations Convention on the Rights of the Child refers
to “any person under the age of 1, unless the law applicable
to him stipulates that the age of majority is less than 10
years.” In the development of psychology, there is a very
important research feature, that is, age segmentation. Most
psychologists agree that the development of people’s lives in
different age groups presents different rules, so the age-based
research method has become popular and also has scientific
rationale. American psychologist Robert Feldman divides it
like this: prenatal period (fertilization to birth), infancy and
toddler period (birth to 3 years old), preschool (3 years to 6
years old), middle childhood (6 years old to 12 years old),
adolescence (12 years old to 20 years old), and early
adulthood (20 years old to 40 years old), middle adulthood
(40 years old to 60 years old), and late adulthood (60 years
old to death) [11]. After reading the relevant psychological
works, the author found that the views were recognized by
most of the research scholars. ,e special research carried
out from the age group can help the author to carry out the
special research. According to the combination of children’s
growth characteristics and developmental psychology, this
subject takes 3- to 12-year-old children as the research
object. Because the age group of 0–3 years old is usually
called infants and young children, they usually cannot take
care of themselves in daily life, and the requirements for
furniture are also different, and the age group of 12–18 years
old is also called the juvenile chapter, which is a child at this
stage. Children aged 3–12 are selected as the research objects,
including between preschool and adolescence. ,ere is a big
change in the living environment of children at this age, and
the center of life gradually shifts from home to school. For
children, this stage marks the beginning of formal education,
and in this stage, the physical and cognitive development is
very obvious [12]. Changes in the status of children, changes
in environmental pressure, and changes in the living en-
vironment make children’s psychology take a qualitative
leap. ,is stage is also an important period of personality
development. ,e research on children at this stage is of
great value in guiding the design of children’s furniture.
,erefore, selecting children at this stage as the research
object and analyzing their physiological and psychological
characteristics can provide an important basis for the design
and research of children’s furniture at this stage [13].

2.2. Research Methods

2.2.1. Document Law. We consult domestic and foreign
monographs and periodicals on children’s furniture design
and children’s physical and psychological growth such as
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“Research on Contemporary Furniture Design ,eory,”
“Furniture Modeling Design,” “Introduction to Furniture
Design,” and other monographs, as well as “Forest Products
Industry,” “Decoration,” “Packaging Engineering,” “Inter-
national Wood Industry,” “Wood Industry,” “Furniture”
and “Interior Decoration,” “Furniture,” and other profes-
sional journals and professional websites such as Tiantian
Furniture Network and Design Online.

2.2.2. Comparative Research Method. We compare different
research objects and different themes to design research
procedures and methods, and find out the basic ideas and
methods of research. In the course of the research, the
physiological and psychological characteristics of children in
different periods were compared and analyzed to find out
their different physiological and psychological characteris-
tics at different ages.

2.2.3. Deductive Method. ,e connotation related to the
design of the research object is deduced, and the content of
the furniture design work is deduced according to the
general principles.

2.2.4. Induction. ,rough the analysis of elements at dif-
ferent levels and different connotations, the basic principles

and methods of the design of children’s furniture that can
grow are summarized.

2.3. Technical Circuit. ,e technology roadmap is shown in
Figure 1.

2.4. Research on Children’s Room Space

2.4.1. Survey on the Area of Children’s Rooms. Here, bed-
room refers to the living room.,e so-called space is the area

Lack of furniture for 
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Propose growable children's furniture

Decomposition of children's growth and adaptation conditions 
and characteristics

Basic characteristics of psychological growth

Analysis of general elements of growable children's furniture
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Analysis of design elements of 
growable furniture based on 

children's physiological changes
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Figure 1: Research technology roadmap.
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where the specific things that the eyes can see and the hands
can touch. ,e child’s room space refers to the room where
the child lives. In such an area, it can not only be used to
place the furniture used by the child but also provide a
certain activity space for the child [14].

Take an ordinary family of three with two bedrooms as
an example, such a family will basically arrange a children’s
room. ,e area of children’s rooms is generally not very
large, and most of them are small bedrooms. When con-
sumers buy furniture for their children, they generally
configure corresponding furniture items according to the
indoor area. ,erefore, the small size of children’s room
should be considered as a constraint factor when designing
children’s furniture [15]. ,rough the investigation of the
area of some children’s rooms in a certain area, the following
results are obtained as a histogram, as shown in Figure 2.

In Figure 2, we can see the area of children’s room is
mainly between 9 and 13 square meters, of which the small
area of about 11 square meters occupies most of the room.
,at is, the space of only ten square meters is often a
comprehensive activity place for children to rest, play, and
learn.

,e design of the children’s room affects the child’s
character and the healthy growth of body and mind to a
certain extent. For a small space, how to arrange the chil-
dren’s furniture reasonably and leave a spacious play space
for them is a question worth considering.

2.4.2. Division and Layout of Children’s Living Room Space.
,e quality of the environment affects a person’s growth,
especially for children in early childhood. In their envi-
ronment, only the children’s room can be arranged and
arranged by parents. So for the majority of small-area living
rooms, how can a reasonable division and layout create a
healthy and safe growth environment for children?

2.4.3. Functional Area Division of Children’s Room.
Every young child will perform some essential activities in
daily life, such as sleeping, dressing, learning, playing, and so
on. According to the needs of these daily activities, we can
divide the children’s living space into five functional areas,
namely, sleeping area—area for sleeping and resting; storage
area—area for placing clothes and toys; learning area—area
for reading and drawing; game area—area for building
blocks and playing games; and communication area—area
for communicating with friends. ,e following mainly starts
from the necessity of each functional area, the environment
required for the development of children’s characteristics,
and the cultivation of good habits, and conducts specific
analysis and discussion on the above functional areas [16]:

Sleeping functional area: the sleeping area is the most
important functional area in the children’s room. Sleep
plays a very important role in human life, especially for
young children [17]. Good and adequate sleep quality is
conducive to promoting the growth and development
of young children and enhancing disease resistance.

,e main piece of furniture in the sleeping area is the
bed, the place where the toddler can rest and recover.
Secondly, other auxiliary furniture can be added
according to actual needs, such as bedside tables, which
can be used to store books, dolls, etc. Excessive energy
during the day makes it difficult for children to fall
asleep at night. At this time, a quiet and comfortable
environment is especially needed so that children can
fall asleep early [18]. ,e layout of the bed should avoid
affecting the sleep of children, such as doors, windows,
and objects that stimulate children’s vision, or place the
bed in an area with weak light to create a good resting
environment for children. In addition, parents should
guide their children to form good sleep habits from an
early age to ensure that children have adequate sleep
[19].
Storage function area: children will inevitably have
many clothes, hats and toys, so the children’s room is
inseparable from the necessary storage space. Since the
children’s room itself is not large in size and there are
many types of toys, it is very necessary to allocate
storage space reasonably. It can be classified and par-
titioned according to the needs of children’s activities,
which not only improves the activity efficiency but also
makes the room beautiful [20].
Children like to throw and litter, which makes the
originally small space more messy and disorderly. If
you put a few activity storage boxes in the game area,
you can not only summarize many scattered toys but
also take them easily when playing. In addition, puppet
toys can be placed on the clapboard at the head of the
bed, which can be displayed on the one hand, and can
be hugged to sleep when the child sleeps; and clothing
items can be stored in a low closed wardrobe, preferably
both at the same time. ,e multifunctional locker not
only uses one thing for multiple purposes but also frees
up more space for the freedom and comfort [21].
Learning functional area: when children are three years
old, they will enter kindergarten to learn knowledge,
and learning will become an indispensable part of their
life. ,erefore, there should be desks, chairs, and other
reading and drawing areas in the children’s room.
Early childhood is an important period for the devel-
opment of speech and thinking, and the development
of these mental abilities is closely related to the de-
velopment of intelligence. ,rough various learning
activities, a large amount of specific and rich knowledge
and experience and a higher language level can be
accumulated for children, which can promote the
development of children’s thinking ability and improve
their cognition [22]. Attention in early childhood is
dominated by highly developed unintentional atten-
tion, and it is easy to be attracted by bright and novel
things. ,erefore, the desk can be placed near the
window to avoid objects such as beds and dolls that
cause unintentional attention of young children; sec-
ondly, the height of the seat should be suitable for
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children’s physical conditions, which is conducive to
the formation of good writing posture and study habits.
A table and chair with growth is a good choice. It can
not only adjust the height to meet the growing needs of
children but also prolong the use of furniture life [22].

Game function area: Mr. Chen Heqin, a famous edu-
cator in our country, said: “Children are born active,
and play is their life.” Indeed, play is their most basic
and favorite activity, especially for preschool children,
the place to play is an integral part of life, so the extra
floor space in the children’s room becomes the chil-
dren’s play main venue.
,e lively and energetic nature of young children
makes the play area as regular and wide as possible to
ensure the safety and comfort of the children’s play
environment and avoid unnecessary bumps and
squeezes [23]. ,e play area must be fun and beneficial
so that children can enjoy themselves and promote
cognitive development. ,erefore, some interesting
and educational toys can be prepared for young chil-
dren, so that they can recognize the world around them
while playing. In addition, the play area needs a certain
storage space to store children’s various toys, such as
toy storage boxes can play an excellent role, can be
stacked and stored to keep the room in order, and toys
can also be classified according to the color of the
storage box, which is convenient for children to find.
You can also arrange one or two storage boxes with
pulleys for children, which can be packed as they play,
which can better cultivate children’s good habit of
timely storage and do-it-yourself [24].

Framework of the furniture design system for
young children

Design principles Design elements Design methodology
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design
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Figure 3: Framework diagram of children’s furniture design system.
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Communication function area: if the indoor space of
the children’s room is sufficient, a relaxed communi-
cation world can be arranged for the children. ,is
space does not need to be deliberately arranged. It can
be a few soft cushions placed on the free ground, high
and low steps, or a rippling swing. In this happy and
comfortable little world, you can communicate happily
with your partners, and you can also tell your parents
about your heart and bring closer the parent-child
relationship.

3. EstablishmentofChildren’sFurnitureDesign
System Based on ABAQUS

Because of the guidance of mature theoretical knowledge,
furniture designers have designed a large number of fur-
niture products with unique shapes and different styles. ,e
design of children’s furniture started late, and the design
system of children’s furniture still needs to be improved and
developed.,e practice has proved that only with systematic
and perfect theoretical guidance, it is possible to design good
furniture products, and the same is true for children’s
furniture design. Figure 3 shows the frame diagram of the
children’s furniture design system.

3.1. Design Principles of Children’s Furniture

3.1.1. Security. Safety is one of the indispensable design
principles in product design, and it is also the first principle
of furniture design for children. Products are designed for
people, and ultimately serve people, to ensure that people
are safe and pleasant in the process of use. If a commodity
does not even have the most basic safety guarantee, no
matter how good-looking it is, it has no real use value, and
there is no market. In recent years, the safety of children’s
furniture has been frequently exposed on the Internet, TV,
newspapers, and other media. ,e health and safety of
children cannot be guaranteed, which makes parents feel
confused and worried when purchasing furniture. In view
of the safety problems existing in the use of children’s
furniture, some parents choose to buy it in advance, while
others use thick and soft accessories to hide the places with
potential safety hazards. ,e style turned to the safety and
environmental factors of furniture to ensure that children
grow up in a healthy environment. According to the
current market research data, there are certain safety
hazards in children’s furniture mainly in terms of materials
and shapes.

Figure 4 shows the schematic framework of Maslow’s
hierarchy of needs theory. Maslow puts people’s physio-
logical needs at the bottom, indicating that this is the
foundation and guarantee of all human activities, and puts
safety needs at the penultimate level, that is, on the premise
of ensuring that people are fed, clothed, warm, and sheltered
well, and people’s safety will be the number one need.
Scholars such as Xu Deshu have different views on this and
especially believe that in today’s world, Maslow’s hierarchy
of needs theory needs to be revised.

3.1.2. Practicality. Buying furniture for young children is
not only about the aesthetics of the bedroom, but the
practicality of the furniture is also very important. Here,
practical means that the furniture must have a variety of
perfect functions and ensure that the use of the furniture is
maximized. For children in early childhood, furniture
should first meet its own direct use, meet the physical and
psychological needs of children, and be sturdy and durable,
children’s different use requirements, so as to create a
comfortable and convenient environment for learning and
life [9]. ,e practicality of children’s furniture is mainly
considered from three aspects: function, size, and structure.

3.1.3. Interesting. In addition to meeting people’s basic
functional needs, furniture should also reflect modern
people’s needs for visual and psychological aesthetics such as
novelty, strangeness, and fun. Children are often curious
about interesting things and yearn for beautiful and novel
things. We can design interesting furniture according to this
characteristic of children. ,e interesting design of chil-
dren’s furniture, generally through the use of imitation,
abstraction, deformation, and other methods, reflects the
things in nature and real life into the furniture, so as to
satisfy children’s curious childlike psychology, thereby
bringing more happiness and surprises to children, to create
a relaxed and happy living atmosphere.,e fun of children’s
furniture can be reflected in the shape and color.

3.1.4. Intellectual Property. For young children, everything
in the world is novel and interesting, and there is a lot of
knowledge that they need to learn and master. According
to child psychology researchers, 95% of young children can
acquire more knowledge and skills in the atmosphere of
the play. In early childhood, the main daily activity is
games, and the furniture that accompanies them to grow

Products

PersonDemand Behavior

Artificial environment

Natural
environment

Social
environment

Environment

Figure 5: Complete human-machine system.
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up will also become part of their entertainment games. It
can be seen that furniture also plays a positive role in
children’s puzzle and inspiration. Early childhood is an
important period in the development of various abilities in
a person’s life. At this time, children have a wide range of
interests and hobbies, and their curiosity and thirst for
knowledge are strong. It is the best and fastest period to
absorb knowledge and learn various skills. ,erefore, in
the functional design of furniture, while the furniture
meets the needs of children and the appearance is beau-
tiful, we can fully consider how to allow children to acquire
cognition, develop intelligence, and accelerate various
intelligences in the colorful environment stimulation and
simple and pleasant furniture operation, and the devel-
opment of nonintellectual factors, such as attention, ob-
servation, spatial imagination, logical thinking, hands-on
ability, hand-eye coordination, social skills, and so on.
Young children are lively and active, their self-control is
still in the developing stage, and they cannot keep a long
focus on something or something. ,erefore, in the pro-
cess of furniture design for children, according to this
characteristic of children, various knowledge, such as
different shapes, colors, and numbers, can be subtly in-
tegrated into furniture products, and at the same time, the
furniture should be full of interest, so as to stimulate
children’s interest and arouse their attention, and to
cultivate their good habit of love to learn.

3.2. 2e Application of Ergonomics in Product Design. In
product design, the most important point is to make the
product match the physiological characteristics of human
beings; otherwise, it will cause the product to be unsmooth
and even cause harm to people. ,e significance of ergo-
nomics for product design is as follows: first, it provides
human-scale parameters for the consideration of “human
factors” in industrial design. ,e study of ergonomics
provides data such as human body structure scale, human
physiological scale, and human psychological scale for
product design to comprehensively consider “human fac-
tors,” which can be effectively used in product design. ,e
second is to provide a basis for the functional rationality of
“products” in product design: how to optimize the various
functions of “products” related to people and create
“products” that are in harmony with people’s physiological
and psychological functions, and it is a new topic in the
functional problem of today’s product design. ,e third is to
provide design guidelines for considering “environmental
factors” in product design: by studying the human body’s
response and adaptability to various physical factors in the
environment and analyzing the impact of environmental
factors on the human body’s physiology, psychology, and
work efficiency. Figure 5 is a schematic diagram of the
complete human-machine system.

,e definition of safety ergonomics is an emerging
discipline that uses the principles and methods of ergo-
nomics to solve the safety problems of the human-machine
interface from the perspective of safety. As a branch of the
applied discipline of ergonomics, it takes safety as the goal

and ergonomics as the condition, an important branch.
Human refers to the person who is active, that is, the security
subject; machine is a broad sense, which includes labor tools,
machines (equipment), labor means and environmental
conditions, rawmaterials, technological processes, and other
substances related to people.

Specifically, the task of safety ergonomics is to provide
engineering technical designers with reasonable theoretical
parameters and requirements for the human body, such as
(1) the comfortable range of human work (optimal state); (2)
the allowable range of the human body (guarantee work
efficiency); (3) the safety range of the human body (mini-
mum and environmental requirements that will not cause
harm); and (4) how all safety protection facilities adapt to
various human use requirements:

(1) ,e research scope and content of safety ergonomics
mainly include the following aspects:

(1) Study on the various characteristics of people in
the human-machine system. ,e characteristics
of people in the human-machine system refer to
the physiological characteristics and psycholog-
ical characteristics of people. Physiological
characteristics include human morphological
skills, static and dynamic human scales, human
biomechanical parameters, human information
input, processing, and output mechanisms and
capabilities, and physiological factors for human
operational reliability. Psychological character-
istics include people’s psychological process and
personality psychological characteristics, peo-
ple’s psychological state during labor, psycho-
logical factors of safe production, and analysis of
psychological factors of accidents. ,ese char-
acteristics are the basic theoretical part of safety
ergonomics and the main basis for solving safety
engineering technical problems.

(2) Research on the rational distribution of human-
machine functions. ,e main contents of this
research are as follows: the respective functional
parameters of human and machine, the adapt-
ability and the conditions for exerting their
functions, and the methods of human-machine
function allocation in various human-machine
systems.

(3) Research on various human-machine interfaces.
Human-machine interface is the field in which
human-machine contacts or interacts with each
other in information exchange or function. ,e
main contents of the control human-machine
interface research are as follows: the matching of
machine displays device and human information
channel characteristics, the matching of machine
manipulator and human motion characteristics,
and the matching of display and manipulator
performance, so as to research different systems.
For the tool-like human-machine interface with
the largest number in the field of life and pro-
duction, its applicability and comfort are mainly
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studied, that is, how to make it match the shape
function, size range, feel, and somatosensory of
the human body. For the environment, it mainly
studies the impact degree, threshold range and
control methods of the physical environment,
chemical environment, biological environment,
and aesthetic environment of the operation on
people. For special environments, it is also
necessary to study the human life support
system.

(4) Research on operation methods and workload.
,e research on working methods includes the
research on working posture, body position,
force, working order, reasonable working tools
and work card measuring tools, etc. ,e purpose
is to eliminate unnecessary labor consumption.
Workload research mainly focuses on the mea-
surement, modeling (using simulation technol-
ogy to establish biomechanical models of various
operations), and analysis to determine the ap-
propriate workload, work rate, schedule, and
study work fatigue and its safety, production
relations, etc.

(5) Analysis and research of work space. ,e main
research is on the space range required to ensure
safe and efficient operation, including the best
viewing area for people, the best working area,
the least assembly time, and the minimum safety
protection range.

(6) Research on accidents and their prevention.
According to a large number of foreign statistics,
nearly 80% of accidents are caused by human
error. ,erefore, the research on accidents and
their prevention is not only the foothold of safety
ergonomics but also its fundamental purposes
such as human factors, human error analysis,
and preventive measures.

(2) ,e application of ergonomics in the design of
children’s furniture:

In the design of children’s room environment, it
is necessary to consider its functionality from the
perspective of ergonomic “human factors,” fur-
niture scale, and visual quality. In terms of
furniture scale, children are small and grow
quickly, so there are special scale requirements
for the choice of children’s furniture design. In
the design of children’s furniture, it should pay
attention to the following issues:

(1) ,e height of the furniture should be suitable for
children, so that their hands can reach the things
on it. For example, the height of the clothes rail in
the wardrobe should be suitable for children to
take it.

(2) ,e doors and drawers of the cabinet should be
easy to push and pull, and not too tight; oth-
erwise, the child will lose interest; the size of the
drawers in the wardrobe should also be in line
with the child’s usage habits.

(3) Tables and chairs should conform to ergonomic
principles, so that children can develop good sitting
and lying habits. ,e discomfort caused by poor
sitting posture and furniture will affect the healthy
development of children. Flexibility is also a prac-
tical aspect. Children are always growing. When
buying children’s furniture, we pay attention to
whether the furniture can be used continuously.,e
sustainable use mentioned here does not refer to the
service life of a set of furniture, but tomeet the needs
of children in various growth periods, and will not
lose practicality due to age. For example, you can
choose desks and chairs that can be adjusted in
height to suit the needs of children’s growth.

4. Summary

At present, the children’s furniture industry is still in an
immature stage.,e concept of artificial intelligence also needs
to be continuously researched and summarized. ,e appli-
cation of mature artificial intelligence concepts in children’s
furniture design is not only conducive to the development of
children’s physical and mental health but also to the culti-
vation of their creative ability, hands-on ability, and parent-
child interaction, and communication has a certain promotion
effect.,e application of its concept in the design needs to start
from the two aspects of children’s body and mind. ,e design
principles proposed in the article must also be based on the
standardization of furniture and hardware components.
,rough the research on children’s furniture design, the de-
sign theory of artificial intelligence concept provides a theo-
retical reference for the design of children’s furniture. At the
same time, in the future design of children’s furniture, de-
signers should consider how to improve the quality of chil-
dren’s furniture, reduce the cost of children’s furniture that can
be grown, and, from the perspective of children, to truly serve
children and create for good living environment for them.
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(e comprehensive reasons for the cross-regional flow of enterprises in their own economy are studied in this paper. Most
traditional enterprise migration research focuses on the impact of a single factor. Even the research on the influence of multiple
factors often ignores the interaction of various factors. (erefore, this paper proposes and logicalises the “push and pull”
mechanism of enterprise migration to address the limitations of previous research. (rough bibliometric analysis and inves-
tigation, we systematically think about the factors that affect the corporate migration mechanism and improve the Push-Pull
(eory. Besides, by deploying a conceptual system dynamics model, this paper explains how various factors affect enterprise
migration. In addition, we discussed how to adopt systems thinking to promote the development of emerging economies. We
selected and tested 6 companies that migrated in China, and the results are in line with reality.(e conclusion supports the theory
that systematic thinking and decision-making influence corporate behaviour.

1. Introduction

With the deepening of globalization, cross-border migration
and investment of enterprises have become very common
[1]. However, due to market orientation or cost orientation,
many enterprises choose tomigrate within their territory [2].
(is situation has been increasing in emerging economies
under economic transition in recent years [3–5]. (e mi-
gration of enterprises in the country affects the flow of
capital, personnel, and market structure change [6].
(erefore, it is essential and urgent to study the antecedents
of enterprise migration when considering the impact on the
overall regional economy.

(e existing literature expands our understanding of the
antecedents of enterprise migration from a single factor
affecting enterprise migration [2, 7–11]. However, as a
microeconomic system, the migration of enterprises is not
affected by just a single factor but by a series of interactive
economic factors [12]. (e existing research has not con-
sidered the influencing factors of enterprise migration be-
haviour from the enterprise’s overall internal and external

environment, which is regrettable. On the one hand, it is
common for enterprises to be affected by external factors
(such as administrative orders) and internal governance
structure, especially in emerging economies [2, 9]. For ex-
ample, some enterprises in Dongguan City, Guangdong
Province, China, have moved to Northwest China due to the
combined effect of environmental protection regulation
requirements and enterprise human resource costs. On the
other hand, relevant studies show that the migration be-
haviour of enterprises has anthropomorphic characteristics
at the same time, which is deeply influenced by corporate
symbols such as executives [13]. Especially when the exec-
utive power structure is relatively centralized, relocation
behaviour is usually affected by the executive team’s back-
ground. In the existing research, there is a lack of systematic
consideration of the above factors [14].

1.1. Overview of Push-Pull (eory. In this study, to narrow
the gap between the above theory and practice, we use
system dynamics theory and high-level echelon theory for
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reference to develop our theoretical model. At the same time,
we build a Push-Pull theoretical model of the interaction
between internal and external factors and finally explain the
motivation systemmodel of enterprise migration behaviour.
Specifically, we believe that enterprises’ choice of migration
behaviour is affected by internal and external factors. (e
influence of these two parts does not act alone on enter-
prises’ strategic decision-making but interacts with each
other. We define this mechanism as the Push-Pull (eory.
We explain the Push-Pull (eory model from three aspects:
first, the external environment of the enterprise is constantly
changing, which promotes or inhibits the migration of the
enterprise; second, the internal environment of the enter-
prise is continually evolving, enabling the enterprise to
change or driving the enterprise to maintain the status quo;
third, the external environment of the enterprise interacts
with the internal information of the enterprise, compre-
hensively promoting the enterprise to make migration de-
cisions or driving the enterprise to maintain the current
business strategy.

1.2. (e Logic of Push-Pull (eory. We make a detailed
theoretical analysis of the above three aspects. According to
the organizational change management theory within the
enterprise, there are two forces to promote organizational
change and maintain the enterprise’s current situation
[15, 16]. We believe that the power to encourage organi-
zational change is reflected in the process of enterprise
migration, which represents the internal thrust of the en-
terprise; the strength of maintaining the current situation of
the organization is reflected in the process of enterprise
migration, which is expressed as the pull force within the
enterprise. At the same time, we deduce the deeper mech-
anism of these two forces and the game process. Based on the
high echelon theory, our theory holds that the senior
management team, as the direct decision-maker of the
enterprise, has a direct impact on the operation of the en-
terprise according to the signal transmission theory [17].
(erefore, the will of the senior management team plays a
vital role in the internal decision-making of the enterprise
[18]. Specifically, we believe that the top management team’s
attachment to the current location of the enterprise is a pull
that hinders the migration behaviour of the enterprise [19].
At the same time, the yearning and pursuit of the top
management team for the target location of enterprise
migration is the thrust to promote the migration behaviour
of enterprises. In such a “push-pull” game, enterprises
eventually have a preference for whether to migrate
internally.

Outside the enterprise, the macroenvironment has a
significant impact on the enterprise, and our theory divides
this influence into the dual effect of government and market
[20]. In terms of the power of market entities on enterprise
migration decisions, we use the Push-Pull (eory to sup-
plement the commonly used “cost-profit” orientation theory
[21]. Different positions of enterprises in the market affect
their decision-making, which is reflected in market share,
upstream and downstream bargaining power, and so on

[22]. However, the ultimate goal of enterprises is to achieve
greater profits. In the market environment, the overall in-
dustrial development represents the difficulty for enterprises
to obtain profits [22]. Withmature development and close to
perfect competition, enterprises will face lower entry costs
and smaller profits in the market and industry. In unknown
or immature markets and industries, enterprises face more
significant development costs and higher profits. We believe
that cost and profit will become an important reason to drive
or hinder enterprise migration [23]. At the same time, we
also include exogenous factors not considered in traditional
theories, such as the overall market prospect and market
public opinion environment, into the Push-Pull (eory
[19, 24]. We believe that these exogenous factors will pro-
mote or hinder migration with a multiplier effect.(e power
of “push” and “pull” is more direct in the impact of the
government on the decision-making of enterprise migration.
(e government’s influence on enterprises due to com-
pulsory policies such as environmental regulation is the
“push” power of enterprise migration [25]. (e govern-
ment’s tax preference and financial support are the “pull”
power of enterprise migration [26]. (e interaction between
the push power and pull power constitutes the external
constraints of the government on enterprise migration.
According to the theory of new structural economics, the
influence of government and market on enterprises is not
acting alone, their mechanism of action is dynamically re-
lated to the social context [27, 28]. We incorporate this
relationship into the Push-Pull (eory to explain the game
impact of two factors on enterprises. Due to the resource
endowment and resource allocation, the market will guide
the agglomeration and migration of enterprises. To optimize
the allocation of regional economic structure and achieve
some noneconomic objectives of the government, the
government will use government authority, such as ad-
ministrative regulation and tax guidance, to enable enter-
prises to achieve agglomeration andmigration [9]. However,
when the market fails to realize the authority appeal of the
government, the administrative regulations of the govern-
ment will affect the location choice of enterprises in a way
contrary to market forces. For example, high-polluting
enterprises in China’s coastal areas will migrate to inland
areas with high costs and small profits due to environmental
protection regulations [29]. Market tax is the cornerstone of
government finance.

Furthermore, governments can use market taxation as a
powerful tool for environmental regulation [29]. However,
when the government’s administrative regulation affects
industrial development to a certain extent, the government’s
authority will be weakened. (en the government will re-
duce the restrictions on companies’ migration behaviour.
(e game between government power and market power
will promote or pull the migration of enterprises in the form
of environmental impact.

(e above two internal and external factors will also
produce a “push-pull” effect inside enterprises. Due to the
association between the internal senior management team
and government personnel, the government has a direct
impact on the production factors such as tax preference and
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land rental of the enterprise and promotes the internal
migration intention of the enterprise to the place where the
government is located [30]. Moreover, the market has a
more direct impact on the inner mood of the enterprise.
First, the market cost and the profits obtained by the en-
terprise in the current regional market are relatively
transparent, and the development prospect of the enter-
prise’s industry in the current regional market is also rel-
atively transparent, which will directly or indirectly promote
or stimulate the generation of internal decisions of the
enterprise migration. (e “narrative economic theory”
discusses the influence of market emotion and narration on
the people [31, 32]. We extend this influence to enterprise
decision-making and improve the Push-Pull (eory. Spe-
cifically, we believe that the market public opinion envi-
ronment will trigger the emotional fluctuation of the
enterprise’s senior management team. Because the senior
management team is not an entirely rational person, this
emotional fluctuation will affect the enterprise’s decision-
making to a certain extent [33]. (erefore, we have made a
relatively complete explanation for the Push-Pull (eory.

1.3. Push-Pull (eory and Reality Connection. (ere are
three reasons why this paper chooses China as the actual
comparison of the model construction of this paper. (ese
three reasons can prove that our research has practical
significance. Cross-border mergers, acquisitions, and cor-
porate migration are becoming more common. (is trend is
closely related to the development of information tech-
nology [34]. (e migration trend of multinational enter-
prises is constantly active and has attracted the attention of
academic circles. However, different from the cross-enter-
prise migration, the cross-regional migration of enterprises
in their own country has the same beginning as the mi-
gration of multinational enterprises. Still, its internal logical
mechanism and migration process is different. As the largest
developing country, China has a large geographical area and
different degrees of development. (e cross-regional mi-
gration of enterprises is in line with the goal of global en-
terprise migration from resource allocation. However, in
terms of internal motivation, due to the convergence of
Chinese culture, it also meets the characteristics of domestic
enterprise migration in a general sense [35]. At the same
time, China has a perfect industrial chain, and the domestic
migration needs of Chinese enterprises are different from
the migration demands of traditional multinational enter-
prises seeking to embed themselves into the international
industrial chain. At the same time, due to the advantages of
the whole industrial chain, Chinese enterprises consider
more the conditions of government and market economy in
migration and make more rational and wise decisions to
adapt to the ecosystem. (is decision-making consideration
is from the enterprise itself, considers the industry and social
development, and may contribute. As China’s economy is
undergoing transformation and enterprises are also expe-
riencing the process from initial development to digital
production, this creates much space for enterprises to mi-
grate and seek better development [36, 37]. Some studies

show that the migration behaviour of domestic enterprises
in China has become active in recent years [2].

Second, China has a vast geographical area, in which the
degree of economic development in each region is uneven.
At the same time, due to different considerations, local
governments provide various policies for different types of
enterprises, which creates excellent and low-cost conditions
for enterprise migration [38–40]. By observing and ana-
lyzing the choice of enterprises under different conditions, it
is found that the decision of enterprise migration in different
countries has different meanings. For emerging economies
such as Southeast Asia, learning from China’s experience is
helpful to realize the optimal allocation of domestic re-
sources. For developed economies such as the United States,
the migration process plays a guiding role in attracting
overseas enterprises to return and the migration of domestic
enterprises [41–43]. For example, the investment and es-
tablishment process of the Chinese enterprise “Fuyao Glass”
in the United States is similar to the enterprise migration
mechanism studied in this paper. (is paper hopes that this
research will make academic contributions to the realization
of “Reindustrialization” in the United States.

(ird, the existing research on the antecedents of en-
terprise migration mainly focuses on a single factor and few
studies on the antecedents of enterprise migration from a
comprehensive and dynamic perspective.

1.4. PossibleContributionof Push-Pull(eory. (is study has
made marginal contributions to the antecedents of enter-
prise migration and the application of new fields of system
dynamics. Firstly, this study constructs a dynamic Push-Pull
(eory affecting enterprise migration. In recent years, the
literature mainly analyzes the enterprise migration behav-
iour from the perspective of “benefit-cost” from enterprises.
Related to this kind of literature, we focus on enterprises’
decision-making under the influence of internal and external
environment and find that enterprises’migration behaviour is a
dynamic decision-making process rather than a simple element
in the market-oriented dynamic decision-making, which is a
discovery about enterprises’ migration behaviour. Secondly,
this research combines the method of bibliometric analysis
with systematic thinking. By doing so, we ensure that the
internal and external factors affecting enterprise migration are
as comprehensive as possible to analyze the migration be-
haviour of enterprises in line with reality. Finally, this research
analyzes the help of systematic thinking and decision-making
for the government and enterprises through the systematic
discussion of government policies and enterprise policies.

1.5. Introduction to Each Part of the Paper. In order to report
our findings, this paper is organized as follows. In the in-
troduction part, our theory is proposed and logicalised. (is
discussion about our theory is not only based on practical
considerations but also based on classical literature and
theory. Section 2 conceptualizes our theory in the form of
index summary. (ese selected important indicators come
from important literature. (erefore, in this part, this paper
reviews the literature related to enterprise migration

Scientific Programming 3



RE
TR
AC
TE
D

behaviour on the basis of literature measurement. Section 3
systematizes our theory through the system dynamics model.
(e causal relationship between each indicator element is
analyzed and displayed in this part. Section 4 discusses our
theory in reality. (is part discusses the policies that the
government may adopt and their impact and how enterprises
can make better development by means of relocation. In
addition, we discussed how to use systematic thinking to
promote the development of emerging economies.

2. Theoretical Background and
Literature Review

2.1. Data Collection and Research Trends. (is paper takes
the core database in the Web of Science as the source for
literature retrieval. To ensure the total quantity of literature
collection, this paper selects “article” and “conference paper”
and searches the literature with the theme of “firm migra-
tion.” After deleting irrelevant information documents, 1513
core documents with the theme of “firm migration” from
1996 to 2021 were obtained. On this basis, this paper ana-
lyzes the research trend of enterprise migration behaviour.
Figure 1 shows the research trend of enterprise migration
behaviour from 1996 to 2021.

As shown in Figure 1, the trend of enterprise migration
behaviour research is on the rise. After 2017, the research
enthusiasm continues to rise. In 2020, the number of re-
searches on enterprise migration has increased significantly
month on month compared with 2019, indicating that the
research on enterprise migration behaviour is currently in
the field of hot academic topics.

2.2. Literature Cocitation Analysis. (e research network of
scientific research citation is the knowledge base of scientific
research. (e cocitation clustering of Cite-Space literature
can reflect the frontier of discipline research. At the same

time, the cocitation paper can explain the high academic
value of the article. (e following literature collection of this
paper will start with the factors affecting enterprise mi-
gration adopted in the cocitation contribution.

As shown in Figure 2, the cluster is named by the LLR
algorithm. Among the cocitation clustering, there are seven
categories with more than 25 pieces of literature. We ana-
lyzed the seven cluster pieces of literature and collected and
sorted the top 100 cited pieces.

2.3. Literature Review and Index Selection. (e location of
economic activities has been a concern by scholars since its
birth. Previous studies mainly provided three methods:
neoclassical, behavioural, and institutional [44]. Neoclassical
method believes that the location of enterprises for eco-
nomic activities is based on the strategy of profit maximi-
zation and cost minimization. (e behavioural approach
holds that the motivation of enterprise migration is to better
deal with imperfect market information and market un-
certainty. Unlike the neoclassical method, the behavioural
method believes that the decision-making process of busi-
ness owners is based on noneconomic factors. (e insti-
tutional approach holds that, in the process of enterprise
location selection, we should not only consider whether the
economic environment of the location is suitable for the
development of the company but also consider the institu-
tional environment of the location, for example, customers,
suppliers, trade unions, regional systems, and government.

At present, the research on the antecedents affecting
enterprise migration behaviour generally believes that three
groups of main factors affect enterprise migration. (ey are
internal enterprise characteristics, site characteristics, and
regional characteristics [12]. (rough these three factors and
the internal characteristics of enterprises, we consider the site
characteristics and regional characteristics of enterprises’
moving places and moving places. (is research idea is to
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expand institutional methods, which comprehensively con-
sider the influencing factors in enterprise migration.

(e neoclassical research viewpoint about how relocated
enterprises determine where to move in is generally ac-
cepted. Economic factors will affect the migration of en-
terprises. While integrating the institutional approach into
the research, the existing research [11] believes that the
policy elements under regional characteristics will affect
enterprise migration. For China, an emerging economy with
a strong government call, it is more important to consider
the impact of policies. Previous studies have shown that the
main factor of company relocation is the internal charac-
teristics of the enterprise. Specifically, it is mainly due to the
lack of expansion space and the personal factors of business
owners [45]. (erefore, when introducing the Push-Pull
(eory and considering the internal factors of enterprises,

this paper analyzes the internal characteristics of enterprise
migration through the interaction and game between con-
sidering enterprise development strategy factors and con-
sidering enterprise owners’ emotional factors.

2.3.1. External: Economic Market Indicators. Firstly, we
review the literature and select the indicators related to the
economic market in enterprise migration. Some studies
show that [46], in the process of overall migration, enter-
prises will first analyze the current economic level in the
region and the economic level in the target region and target
to bring their industries into the macroeconomic level to
evaluate their industrial development. In the case of en-
terprise move, the factors that promote the decision to re-
locate are mainly related to the enterprise’s performance

Figure 2: Literature clustering results.
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indicators. (e consensus that explains the location and
relocation of enterprises is that enterprises often look for the
most profitable location for relocation and give up their
current location. In previous studies [10, 45–49], the relo-
cation behaviour of an enterprise can be conceptualized as a
trade-off between the expected cost and expected benefit of
the new location compared with the current location. We
accept this consideration and fully consider the cost and
expected income of the enterprise. In terms of enterprise
cost, land cost, raw material cost [50], labor cost, man-
agement cost, and transportation and logistics cost [45] in
the business process of enterprises are regarded as essential
costs in the traditional perspective. We also consider the two
costs considered in the new enterprises that attach impor-
tance to innovation: the degree of information, technology
circulation and the degree of talent activity [12]. When
making choices, enterprises should consider the cluster
effect caused by the agglomeration of other enterprises. (e
impact of agglomeration externality on enterprise cost
mainly lies in the scale benefits of the cluster allocation of
resources and its contribution to the high production
process of competitors [10]. We consider the degree of this
industrial cluster. Previous studies on industrial agglom-
eration have been very mature. (e positive externalities
caused by the spatial concentration of companies in the same
industry and the interdependence between companies in
different industries are often taken into account in relocation
research [51]. Predecessors used various specialization and
diversity indicators to capture the externalities caused by
agglomeration. See the studies by Groot et al., Mameli et al.,
and Hong for an overview [52–54]. In previous studies, it is
generally believed that the agglomeration has a one-way
impact on enterprise decision-making. We believe that the
benefits brought by industrial clusters lie in the production
cost of enterprises. Due to the accumulation of enterprises, it
also reacts to the industry, promotes the full development of
the industry and market opening, and improves the degree of
complete market competition. In the openmarket, themarket
public opinion environment tends to be good [55]. At the
same time, due to the increase of industrial enterprise clusters,
the cluster externality and strategic interaction between en-
terprises are increased. For the enterprise, the overall in-
dustrial supporting degree is improved, and the market is
promising for the industrial market in the region [56].

2.3.2. External: Policy Indicators. We review the literature
and select indicators of policy-related influencing factors in
the process of enterprise migration. It is found that land rent
has an essential impact on enterprise agglomeration and
enterprise migration (geographical location spillover).
Similarly, land preference is also a form of land rent re-
duction in China. At the same time, in the development of
enterprises, to reduce their costs, they pay great attention to
tax and credit (see the studies by de Mooij and Ederveen’s
literature review in 2003) [57]. In China, due to the different
preferential tax policies issued by various regions, the impact
on enterprise migration is also different. Most of China’s
banks and other financial institutions are owned by the state.

(eir credit payment level is closely related to the local
government’s policies, which also affects the financial sup-
port of enterprises. Worldwide, the openness and trans-
parency of government are essential for enterprises. Recent
research on the investment of Chinese enterprises in
Cambodia shows that [58] the Cambodian government has
an inhibitory effect on the degree of market opening and
reduces the desire of enterprises to invest locally due to
corruption and other acts. For China, due to the different
attitudes of local governments toward investors, they have
different administrative efficiency in the face of the relocation
demands of relocated enterprises, affecting the operating costs
in the process of enterprise relocation and constituting different
operating environment characteristics. At the same time, in
addition to practical considerations such as space scale [59], the
Chinese government has strict restrictions on whether enter-
prises can enter the local area due to factors such as envi-
ronmental regulation and total factor productivity. (ese
restrictions together constitute a level playing field in the local
market. Generally speaking, the government constructs the
hardware environment and cost of local enterprise clusters
through investment, credit, land rent, and other dimensions,
restricting the migration of enterprises through policy regu-
lation, environmental regulation, access approval, and other
methods. (ese “push” or “pull” play a regulatory role in the
development of enterprises. Together, they constitute the policy
environment for enterprises to move in and out.

2.3.3. Interior: Strategy. (e enterprise’s strategy is essential
in the choice of location. (e role of internal factors is well
known in the literature on relocation. In particular, Sleu-
waegen and Pennings [50] found that older companies are
more integrated into their spatial environment and therefore
show less mobility behaviour. Other empirical studies have
also confirmed this characteristic [60]. Generally speaking,
the essential strategy of enterprises lies in profitability. (e
profitability of enterprises promotes the growth of enter-
prises and finally realizes the promotion of enterprise scale.
Company size is another crucial factor affecting relocation
costs and organizational tasks, which will affect relocation
tendency [59, 61, 62]. In particular, because these problems
are significant for large companies, the more the employees,
the lower the mobility tendency [11]. At the same time,
recent studies have found that enterprise size has an im-
portant impact on enterprises’ overseas investment. After
considering the external financial indicators of the enter-
prise, we found that the enterprise’s decision-making has the
characteristics of “personification.” For example, previous
studies found that the tertiary industry companies, especially
commercial services, are more “loose” [51, 61, 63, 64]. (e
degree of enterprise internal control effectively promotes the
perfection of the enterprise decision-making process, es-
pecially in the significant behaviour of enterprise migration.
According to the signal transmission theory, enterprises’
perfect information disclosure will release good signals to
the market and promote the popularity of enterprises. Due
to government policy, environmental protection regulation,
market public opinion supervision, environmental
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protection, and social responsibility performance are also
considered in the enterprise migration behaviour. At the same
time, another enterprise feature that affects the relocation
choice is the industry [51]. When the enterprise creates and
upgrades, it will tend to the area where innovation factors
gather, but when the enterprise’s industry concentrates on the
industrial chain, it will tend to the developed areas of the
supply chain [64]. (e strategic decisions of the enterprise for
different objectives jointly promote the migration decision-
making output of the enterprise. We analyze the game of the
enterprise’s internal strategy through the explicit indicators of
the enterprise and deduce the “push-pull” game process.

2.3.4. Interior: Executive Behaviour. In the traditional re-
search on enterprise migration behaviour, it is considered
that enterprise migration is entirely rational. However, in the
research process of enterprisemigration, Chinese scholars bring
the branding theory into the research field of vision and find
that the migration behaviour of enterprises has a particular
location preference.(ere is evidence that certain aspects of the
living environment, such as cultural and natural facilities [65],
make specific locations more attractive to companies. We use
the Push-Pull (eory to construct this irrational decision-
making process within the enterprise. Specifically, the prefer-
ence of business owners or decision-making teams for particular
locations in enterprises is the pull of enterprise migration.

In contrast, the “strangeness” and maladjustment of
business owners or decision-making teams to the current
environment are the thrust of enterprise migration. Spe-
cifically, this location preference is related to the adven-
turous spirit of business owners and local complexes.
According to the high echelon theory, enterprises are af-
fected by the decision-making behaviour of senior managers
[66], which is quantified by the characteristics and back-
ground of senior managers [67]. In China, an emerging
economy, many business owners and managers leave their
original areas to seek higher salaries and more promising
development prospects. At the same time, the cultural
background of different regions has different effects on
managers’ behaviour and decision-making, which plays an
essential role in China’s enterprise migration and invest-
ment cases. For example, some managers in Fujian Province
of China choose to establish manufacturing factories in their
birthplace because they can attract the capital of returned or
overseas Chinese with their hometown geographical ad-
vantages. (is influence is primarily reflected in the exec-
utive education experience [68]. At the same time, as the
current situation, many managers choose to operate in areas
away from their original regions, which is related to the
managers’ adventurous spirit [69]. At present, the overseas
background of executives is widely used to quantify the
adventurous spirit of executives [70]. In the nonnative place,
the enterprise managers pull enterprise migration out of
their attachment to the native environment. In the original
place, enterprise managers yearn for a better market envi-
ronment, resulting in the pull of enterprise migration.

(e Push-Pull (eory in two different situations con-
stitutes an implicit expression of the internal migration

choice of the enterprise. We attribute this expression to the
“push-pull” interaction between the “adventure spirit” of the
enterprise background and the “local complex” of the en-
terprise background. On the explicit background expression
of enterprise internal decision-making, we mainly build a
Push-Pull (eory through the “rationality” and “sensibility” of
enterprise managers’ decision-making to demonstrate the
manager’s straight game behind the explicit enterprise decision-
making. Precisely, executive power will determine the degree of
decision-making in the enterprise, which is determined by the
executive team, which is very important for the migration be-
haviour of the enterprise. (e excessive power of the top
management team will make managers have overconfidence
[71], which will have a short-sighted effect whenmanagersmake
decisions [72], thus affecting rational judgment [73].

(e existing research on relocation decision-making of
enterprises generally believes that the academic background
of executives encourages executives to take more rational
considerations in decision-making output. (is allows
companies to consider market conditions and corporate
social value when making relocation decisions rather than
rely on personal preference. (e interweaving of rationality
and perceptual feelings among the senior management
makes the management team face the “push and pull” of
internal changes when deciding to relocate. At the same
time, we consider that executives’ political background,
overseas background, and education experience all have an
important impact on executives’ behaviour. We believe that
executives and the government of the region where the
enterprise is located have a political background, which will
create a pull to hinder enterprise migration due to branding
theory and rent-seeking behaviour. However, the political
background that senior executives do not have with the
target location’s local government will push the enterprise
migration.(is game of “push-pull” forces plays moderating
effect in enterprise decision-making. We have also fully
considered selecting indicators to ensure that they align with
reality and academic reality.

3. Establishment of System Dynamics
Simulation Model

3.1. Model Conceptualization. (e system boundary is de-
termined in the following ways. (e system behaviour of
system dynamics research is based on the interaction of
internal factors of the system [74]. It is assumed that the
system behaviour is not affected by the changes in the
system’s external environment and is not controlled by
internal factors of the system. (erefore, the system
boundary is to determine which indicators should be taken
into account in the model. Within the boundary, all indi-
cators related to the research conceptual models and vari-
ables crucial to emotional problems should be considered;
on the contrary, those concepts and variables outside the
boundary should be excluded from the model. Our
boundary is determined as the composition of the above-
screened variables.

Based on determining the boundary, we carry out a
causal analysis. (e research of system dynamics focuses on
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the system dynamics of the self-feedback mechanism. To
study the feedback structure of the system, we have to first
analyze the relationship between the whole and part of the
system, tracing the causality and mutual relationship and
reconnecting the variables to form a loop. In system dy-
namics, we often use a causality diagram to show the loop
and analyze the factors and events in the enterprise relo-
cation behaviour with various cause-effect diagrams, flow
charts, and tree structure analysis diagrams.

For our system, we use the following causal loop to
analyze the relationship between various variables. We
believe that the variables we select guide the enterprise to
generate behaviour through causality. We divide this
guidance process into four subsystems, and their relation-
ship is shown in Figure 3.

In the economic subsystem, there is such a relationship.
Land, labor, management, transportation, and logistics costs
will hinder the development of the industry to which the
enterprise belongs. It should be noted that there are many
similar cost factors, and we only select some more important
ones for representative demonstration. Similarly, rich raw
materials, timely information and technology, promising
talents, and an open market can promote the enterprise’s
industry. As a critical element, innovation ability plays a
similar role as a catalyst in a regional economy. (erefore,
we will build a separate dimension for the relevant variables
to promote enterprise innovation, and it will play a mod-
erating effect. (e number of colleges and universities,
science and technology investment, and education economy
in the region-cost input and the number of employees in
high-tech industries can play an essential role in the vitality
of industrial innovation. At the same time, the innovation
industry will be widely concerned for it is closely related to
the market public opinion environment. All these factors are
significantly associated with the overall economic level of the
region. Regional industrial development level and regional
economic level of regional inequality are cause and effect.
(is relationship is shown in Figure 4.

We express this causal logic according to the following
formula:

regional industrial development level

⟶ degree of market openness

⟶ positivemarket public opinion

⟶ industrial development assistance

⟶ regional industrial development level,

industrial development assistance

⟶ degree of industrial cluster

⟶ degree of industrial supporting

⟶ regional industrial development level

⟶ degree of market openness

⟶ favorablemarket public opinion

⟶ industrial development assistance.

(1)

(ere is such a relationship with the subsystem of gov-
ernment policies. Due to the outstandingmacrocontrol ability
of the Chinese government, we pay attention to the policy
ability in China. (e government will directly impact the
production cost of enterprises through land rent preference
and tax preference. At the same time, the government will set
up an industrial guidance fund.(rough credit support, it will
affect the technology and finance index of the region, thus
affecting the financing cost of enterprises.(ese measures will
be directly reflected indirect or invisible industrial inputs.(e
result of these industrial inputs is the industrial supporting
facilities in the government’s location, thus affecting the
overall production infrastructure and environment. (e
government sets negative clearing for enterprises in some
industries. It has a poor business environment due to its
corruption and rent-seeking, which hinders the improvement
of the fair competition environment index. Government
administrative efficiency plays a regulatory role in this cause
and effect. (is relationship is shown in Figure 5.

We describe the causal logic of the policy dimension
according to the following formula:
business environment index

⟶ fair playing field index

⟶ administrative eff iciency

⟶ the level of improvement of regional policies

⟶ business environment index,

business environment index

⟶ tax preference

⟶ government inverstment in industrial parks

⟶ government industrial supporting facilities

(degree of perfection)⟶ infrastructure index

⟶ regional policy supporting index

⟶ the level of improvement of regional policies

⟶ business environment index.

(2)

Internally, we also consider the enterprise strategy
subsystem. From a financial perspective, enterprise profit-
ability will directly affect enterprise growth. (e enterprise
growth process is reflected in the enterprise’s existing scale,
and the enterprise scale supports the enterprise’s investment
strategy. (ese investment processes affect the enterprise’s
spatial distribution strategy, such as the establishment of
branches. At the same time, in the capital market, due to the
theory of signal transmission, the investment strategy of
enterprises also interacts with the popularity of enterprises.
(e interaction between enterprise internal control and
governance and enterprise popularity affects enterprise in-
formation disclosure in the explicit social dimension. (e
existing studies generally believe that enterprises with better
information disclosure systems will better fulfil their social
responsibilities. In space, on the other hand, corporate
behaviour is closely related to social responsibility and social
value. (is relationship is shown in Figure 6.
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(e internal logic of the enterprise has the following
causal relationship:

enterprise growth

⟶ enterprise strategy(expansion)

⟶ enterprise visibility

⟶ enterprise internal control index

⟶ perfect degree of enterprise information disclosure

⟶ enterprise spatial choice strategy

⟶ enterprise spatial distribution strategy

⟶ enterprise profit

⟶ enterprise growth.

(3)

After considering the completion of the external sub-
system of the enterprise, we analyze the causality of the
internal subsystem of the enterprise’s migration. (e

political background of senior executives will affect the land
preference and tax preference given to enterprises by the
local government. Due to the unique background of
Chinese culture, the political background, academic
background, and centralized power of senior executives
will affect the overconfidence of senior executives. (is
kind of self-confidence affects executives’ sense of personal
achievement. At the same time, we also consider the growth
background of executives. Executives’ overseas background
and educational experience will affect their extroversion
and willingness to return, thus affecting executives’ par-
ticular location preferences. (is relationship is shown in
Figure 7.

(e main causal loops are shown in the following
formula:

local complex⟶ adventurous spirit. (4)

Based on this, we constructed the causal circuit diagram
as shown in Figure 8.
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3.2. Model Parameterization. (ere are five kinds of system
dynamics equations, namely, horizontal equation (L), rate
equation (R), auxiliary equation (a), constant equation (c),
and initial value equation (n). (e horizontal equation and
rate equation are the core of the model.

Horizontal equation (L) is the basic equation of system
dynamics; that is,

L(t) � L(0) + 
t

0
Rin(t)− Rout(t)dt. (5)

In the dynamic formula, L(t) represents the value of the
quantity L in the state at time t. L(0)represents the initial
value, and Rin(t) represents the input flow of the state
variable. Rout(t) represents the output stream of the state
variable. Rin(t) − Rout(t) represents the net inflow of the
state variable.

(e above integral equation shows that the value of the
state variable at time t is equal to the initial value of the state
variable plus the accumulation of net flow change over time.
What needs to be explained here is that we mainly consider
the characteristics of such variables when setting variables
belonging to flow and interface data.

In addition, the rate equation is expressed as a function
of state variables and constant.

R � f(L, constant). (6)

(e purpose of designing a system flowchart according
to the relationship between various factors in the system of
enterprise relocation behaviour is to reflect the character-
istics and characteristics of different variables that cannot be
reflected in the causal relationship of the system. (e flow
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diagram makes the internal mechanism of the system
clearer, further quantifying the variables in the causality
diagram and finally realizing the simulation of enterprise
relocation behaviour. (e flow diagram of the simulation
system is shown in Figure 9.

(e model successfully passes the conventional system
dynamics confidence-building tests using the practical guide
provided by Barlas [74]. We also analyze the six enterprises
from China through the above model to ensure that our
model is in line with reality. (ese companies have the same
characteristics: they have migrated. At the same time, we
compared their simulation index with the actual situation
and found that this model can better simulate the process of
enterprise relocation.

4. Discussion

(is part discusses the policies that the government may
adopt and their impact and discusses how enterprises can
make better development by means of relocation. In addi-
tion, we discussed how to use systematic thinking to pro-
mote the development of emerging economies. As a
supplement, we analyze the possible contributions and
shortcomings of this paper. Future research is also planned.

4.1. Government Policy

4.1.1. Government Policy A: Administrative Convenience.
In our theory, we systematically consider the government’s
impact on administrative facilitation given to enterprises.
Local governments are easier to attract enterprises to re-
locate because administrative facilitation such as preferential
land rent and credit support is given to firms. (e case of
Policy A is verified in Case 1. However, the reality is that
enterprises often relocate to the local area due to admin-
istrative convenience and then relocate out of the area again

due to the low degree of market opening or other policy
disadvantages. We contend that other disadvantages in the
system offset the attractiveness of administrative conve-
nience for firms in such cases.

(e government’s effective measures should combine
more significant attraction with more vital constraint
conditions for enterprises. Specifically, the government can
transfer land rights with low added value. For example, the
case of Guangdong Province, China, shows that the gov-
ernment transferred the right to develop unexplored islands
far from cities to high-tech enterprises. (e government has
given away land with low value-added. Enterprises have
obtained almost zero cost of production land, a win-win
situation for both parties. Once the enterprises invest in this
place, their desire to relocate is reduced because of sunk
costs. Conditional and substantial credit support works
equally well, and such policies can reduce the relocation
behaviour of enterprises.

4.1.2. Government Policy B: Environmental Regulation.
Governments have imposed environmental regulations on
high-polluting enterprises within their borders to protect the
environment in emerging economies. Such regulations
encourage companies to move out and find lower-cost lo-
cations for production. Formore developed regions, such in-
laws and policies can help themselves achieve environmental
protection and industrial structure optimization. However,
it would be an environmental disaster for the rest of the
economy. (e whole economy is a dynamically adjusted
system. In our theory, such restrictive environmental reg-
ulations reduce the openness of regional markets. It will
reduce the attractiveness of the business and increase the
cost of doing business.

Effective government measures should combine envi-
ronmental regulation with administrative facilitation. It
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promotes its sustainable development while ensuring that
the overall utility of the enterprise remains roughly un-
changed. To be specific, the government should regulate the
pollution emission of enterprises by-laws or policies but, at
the same time, provide credit support to enterprises to help
them upgrade equipment to achieve sustainable production.
(is policy can achieve higher efficiency and more sus-
tainable production of enterprises and avoid the relocation
of enterprises.

4.1.3. Discussion: Systematically Building Policy Systems for
Sustainable Development. (eory suggests that policy alone
plays a small role in the circular loop. Changes in other
factors often offset it. Due to irrational policies, it sometimes
has the opposite effect to that intended by policy settings.
Real cases from China validate this view.

(erefore, the systematic construction of the policy
system should be emphasized. In the overall system that
affects enterprise migration, policies can help enterprises
achieve sustainable development in the case of realizing the
coordination of multiple policies. (is development is not
just good for business. It also helps local governments de-
velop sustainable and economic requirements. In reality,
such systematic policy system construction requires poli-
cymakers to systematically consider the interaction mech-
anism between various policies and requires that policy
implementers engage in systematic policy practices geared
toward sustainable development goals.

4.2. Enterprise Strategy

4.2.1. Enterprise Policy A: Market Orientation. When an
enterprise is first established, it often does not reasonably
estimate its development prospects.(is leads to obstacles to
market expansion after a certain point of development. (is
encourages companies to move closer to the market.
However, with the increase in informatization, the time lag
between enterprise decision-making in emerging economies
has decreased. At the same time, with the improvement of
infrastructure and the reduction of logistics and trans-
portation costs, the distance from themarket is no longer the
primary consideration for enterprises to consider when
facing the market. However, there is undeniable that en-
terprises tend to gain more significant market opportunities
after relocating to the region close to the market.

Enterprises should also pay attention to the following
factors when making market-oriented migration decisions.
First, enterprises need to estimate the current location and
destination costs reasonably. Such cost estimation should
include the direct cost and consider the implicit cost such as
corporate reputation and cultural adaptation. All costs will
have a comprehensive effect on the enterprise and reduce the
development expectation. Second, companies should con-
sider the sustainability of migration destination develop-
ment. For example, large cities have a high steel demand, but
they are more likely to introduce environmental regulations.
(en iron and steel enterprises to migrate for this unsus-
tainable production should be estimated.

4.2.2. Enterprise Policy B: (e Game between Cost and
Innovation. When making migration decisions, enterprises
often grapple with low cost or potential innovation. Due to
the accumulated advantages of the current location of the
enterprise, the production cost of the enterprise is low.
However, enterprises have less incentive to innovate
products. On the contrary, although the production cost of
enterprises in some highly developed cities is higher, the
innovation potential of enterprises is higher due to the rich
resources and fierce competition. For the current develop-
ment of enterprises, enterprises may choose the current
location to reduce costs. However, enterprises can only
achieve sustainable innovation.

Enterprises need to consider many aspects when mi-
grating. In the perfect competitive product market, enter-
prises focus on innovation to achieve sustainable
development. However, the enterprise’s product innovation
should consider factors such as its current financial status
and the vitality of the internal personnel structure of the
enterprise. (ese factors are crucial to the success of an
enterprise’s innovation. In the oligopoly product market,
enterprises can realize market barriers only by cost priority
strategy. For example, Coca-Cola’s global localization pro-
duction strategy and cost control strategy have promoted
Coca-Cola’s monopoly position.

4.2.3. Discussion: Systematic Decision-Making for Sustain-
able Development. (e migration decision of an enterprise
has an important systemic connection with the enterprise
itself and the external environment of the enterprise. In the
process of decision-making, enterprises can adopt system-
atic thinking to make decisions on behaviour. (is kind of
systematic decision-making does not only consider factors
that affect the enterprise. A reasonable assessment of the
company’s own conditions should be made to analyze the
impact of the interaction of the company’s decision-making
with external conditions. (e impact of this feedback on the
company itself should also be considered. In reality, com-
panies often pay too much attention to external factors and
neglect their own internal environment. (is neglect causes
the enterprise to affect the internal structure of the enterprise
after its decision-making behaviour, thus causing unsus-
tainable consequences for the enterprise.

Based on the above, companies should systematically
think and make decisions when making migration decisions
and other major business behaviours.(is kind of systematic
decision-making requires enterprises to embed themselves
in the overall economic system and rationally analyze the
impact and secondary impact of decision-making.

4.3. (eoretical Contributions. (e possible marginal con-
tributions of this paper in theory and practice mainly include
the following two aspects. First, in terms of theoretical in-
novation, we systematically put forward the Push-Pull
(eory for the internal logical motivation of enterprise
migration behaviour. We supplement existing research on
enterprise migration behaviour from dynamic evolution and
factor game theoretical perspectives. In the existing studies,
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the promotion and pull of factors are put forward for the
migration behaviour of enterprises to a certain extent
[75–79]. However, this theory is scattered and analyzed by
fewer factors. (erefore, we combine the relatively mature
factors affecting enterprises in academia with reality, in-
corporating the essential decision-making factors into the
enterprise migration game and integrating the enterprise
migration process into the factor game of the overall
macroenvironment. We express it concisely in the form of
“push-pull,” which is a powerful supplement to the im-
provement of the theory of enterprise migration. At the same
time, in addition to the systematic evolution analysis of the
explicit factors of enterprise migration, we also include the
internal implicit factors affecting enterprise migration into
the research theory for more comprehensive research on
enterprise migration.

(e above factors have essential research value under the
background of the optimal allocation of the global industrial
chain and the reindustrialization of developed countries. In
practical considerations and concerns, our research provides
a theoretical basis for the government and the market to
analyze enterprise migration’s internal motivation and
logical mechanism. (is Push-Pull (eory helps the gov-
ernment to optimize the regional industrial layout and
enterprises to make reasonable decisions through systematic
thinking.

4.4. Practical Implications. (e possible practical contribu-
tions of this paper are mainly in the following three aspects.
First of all, this paper proposes systematic thinking and
policy systems for emerging economies that hope to com-
plete economic transformation through enterprise migra-
tion. Secondly, this paper puts forward methods and cases of
systematic thinking about how companies can achieve
sustainable development through migration. Finally, this
paper gives realistic cases and systematic countermeasures to
the behaviour mechanism of the economic system for
microsubjects.

4.5. Future Research Directions. Further research can be
carried out from the following two aspects: first, the ex-
pansion and improvement of the enterprise migration
system, such as adding more dimensions, and second, the
relocation behaviour of enterprises in other countries with
unique political and economic conditions, which are valu-
able to study to promote the universality of the system
structure.

5. Conclusions

With the development and transformation of emerging
economies, many companies are facing an urgent need for
migration. Although there are many explanations for cor-
porate migration behaviour in existing studies, they all ig-
nore the systemic reasons and systemic effects of corporate
decision-making. (is research attempts to explain the
behavioural mechanism and impact of corporate migration
through systematic thinking.

(is paper constructs a Push-Pull theoretical model of
the interaction of internal and external factors in the en-
terprise and finally explains the motivation of the enter-
prise’s migration behaviour. Specifically, the choice of
migration behaviour of enterprises is affected by internal and
external factors.(e influence of these two parts does not act
on the strategic decision-making of the enterprise alone but
interacts. We define this mechanism as the Push-Pull
(eory.We explain the Push-Pull(eory from three aspects:
(1) (e external environment of the company (economic
environment and government regulations) is constantly
changing, which promotes the migration or stay of the
company. (2) (e internal environment of the company
(senior management’s emotions and management decision-
making) is constantly changing, which promotes enterprise
reform or drives the enterprise to maintain the status quo.
(3)(e external environment of the enterprise interacts with
the internal information, comprehensively promoting the
enterprise to make a migration decision or pulling the
enterprise to maintain the current business strategy. (is
paper conceptualizes the theoretical mechanism and sum-
marizes the influencing factors of these three aspects
through bibliometric analysis and the actual situation. Be-
sides, it systematizes these factors and explains the causal
feedback of the enterprise migration mechanism by con-
structing a system dynamics model. Furthermore, it dis-
cusses the Push-Pull (eory in the real world. (rough a
systematic and logical analysis of the policy impact of the
government and enterprises, we reiterated the importance of
systematic thinking in the process of sustainable economic
development.

(e migration behaviour of enterprises is closely related
to the overall economic system. (e upgrading of the in-
dustrial structure and sustainable development of emerging
economies requires not only attention to current resources
but also consideration of the overall impact of changes in the
location of enterprises. (e challenges ahead are huge if we
want companies and economies to develop efficiently. (is
trend requires systematic thinking and practice.
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gional migration of business owners: who moves and how
does moving affect firm performance?” Regional Studies,
vol. 53, no. 4, pp. 503–516, 2019.

[11] J. DijkDijk and P. H. PellenbargPellenbarg, “Firm relocation
decisions in (e Netherlands: an ordered logit approach,”
Papers in Regional Science, vol. 79, no. 2, pp. 191–219, 2005.

[12] K. Kronenberg, “Firm relocations in(e Netherlands: why do
firms move, and where do they go?” Papers in Regional Sci-
ence, vol. 92, no. 4, pp. 691–713, 2013.

[13] D. J. A. Phillips, “A genealogical approach to organizational
life chances: the parent-progeny transfer among silicon valley
law firms, 1946-1996,” Administrative Science Quarterly,
vol. 47, no. 3, pp. 474–506, 2002.

[14] M. Kroll, B. A. Walters, and P. Wright, “Board vigilance,
director experience, and corporate outcomes,” Strategic
Management Journal, vol. 29, no. 4, pp. 363–382, 2008.

[15] B. Burnes, “Complexity theories and organizational change,”
International Journal of Management Reviews, vol. 7, no. 2,
pp. 73–90, 2005.

[16] N.M. Alsharari, “Management accounting and organizational
change: alternative perspectives,” International Journal of
Organizational Analysis, vol. 27, no. 4, pp. 1124–1147, 2019.

[17] J. Kim, “Extending upper echelon theory to top managers’
characteristics, management practice, and quality of public

service in local government,” Local Government Studies,
vol. 22, pp. 1–22, 2021.
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A convolutional neural network (CNN) is a machine learning method under supervised learning. It not only has the advantages of
high fault tolerance and self-learning ability of other traditional neural networks but also has the advantages of weight sharing,
automatic feature extraction, and the combination of the input image and network. It avoids the process of data reconstruction
and feature extraction in traditional recognition algorithms. For example, as an unsupervised generation model, the convolutional
con�dence network (CCN) generated by the combination of convolutional neural network and con�dence network has been
successfully applied to face feature extraction.

1. Origin and Development of Convolutional
Neural Network

With the development of society, people cannot process data
with general statistical knowledge due to the increasing
amount of data and the increasing number of dimensions;
therefore, processing big data has become a signi�cant
problem we face. Machine learning can be divided into
supervised learning and unsupervised learning. �e core is
to classify the characteristics of the data. It can be labeled as
data characteristics and by the supervision of learning, these
labels can be classi�ed, thus achieving the purpose of feature
classi�cation, such as data feature if there is no label, and you
can only rely on unsupervised learning to identify these
features for clustering [1]. On the other hand, deep learning,
commonly referred to by people, relates to machine learning
through deep networks, namely multiple networks, such as
convolutional neural networks (CNN). �e concept of deep
learning comes from the research of arti�cial neural net-
works, which is a method of data representation learning in
machine learning. Deep learning has made breakthrough
achievements in image classi�cation, speech recognition,
target detection, and other aspects in recent years, showing
its excellent learning ability [2]. With the research’s

deepening, the convolutional neural network structure is
constantly optimized, and its application �eld is gradually
extended. For example, Alibaba, Baidu, Google, and other
companies are conducting deep learning research on speech
recognition. And the use of face recognition, image search,
and human behavior recognition is a reasonable prospect of
technology. It can be used in medicine, biology, and other
�elds. Deep learning can also be divided into supervised and
unsupervised learning.

CNN �rst originated in 1962. Biologists Hubel and
Wiesel found that Ding is a cell that covers the whole visual
well and is very sensitive to the local, visible input space area,
called the receptive �eld. In 1980, Fukushima proposed a
neocognitron with a similar structure based on the receptive
�eld. Neocognitron is a self-organizing multilayer neural
network model that can stimulate the upper layer’s local
receptive �eld to respond to each layer. At the same time, it is
also the primary learning method for convolutional neural
networks in early learning. Subsequently, Saad et al. pro-
posed and designed the convolutional neural network
LeNet-5 model for character recognition based on neo-
cognitron [3]. �e basic structure of LeNet-5 comprises an
input layer, a revolutionary layer, a pooling layer, a complete
connection layer, and an output layer. �e system succeeded
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in small-scale hand and number recognition but still has
significant limitations. In 2012, CNN made a historic
breakthrough. 'e emergence of alexnetu2 made CNN the
core algorithm model in image classification. Compared
with the traditional CNN model, Alexie improves the al-
gorithm and realizes multi-GPU parallel computing. With
the support of a large amount of data, the error rate of the
top-5 is getting lower and lower, which has now reduced to
about 3.5% [4]. Recently, GoogLeNet, with a deeper VGg
structure and network in network structure, has emerged,
and the emergence makes it possible to train hundreds or
even thousands of neural networks.

2. Characteristics of Convolutional
Neural Network

2.1. Local PerceptionMethod. 'e local sensing method uses
a convolutional neural network method to reduce the
number of data parameters. From local cognition to global
cognition is a method of people’s understanding of the
outside world, which is also applicable in image processing.
'e spatial connection of images is also closely related to the
relationship of local pixels, but if the interval is far away, the
relationship with spatial pixels is weak.

As in conventional neural networks, neurons in the
input layer need to be connected to neurons in the hidden
layer. But here, instead of connecting every input neuron to
every hidden neuron, connections are created only in a local
region of an image.

'erefore, each neuron on the convolutional neural
network must only perceive it locally. 'en the complete
connection layer will comprehensively analyze and sum-
marize the locally perceived parameter information to ob-
tain the global information parameters.

'e correlation between local pixels is strong and the
correlation between distant pixels is weak. Inspired by the
human visual reception system, visual neurons receive only
local information, i.e., each neuron does not respond to the
global. Our observation of the outside world is from local to
global, not pixel by pixel but area by area, through which we
get local information and then the aggregation of this local
information before we get the global information. Assuming
that each implicit layer neuron is constructed by perceiving
only two input neurons. It can also be 3 or 4, which is mainly
related to the size of the image and the size of the feature that
we want to obtain.

2.2. Weight Sharing. Compared with the local sensing
method, weight sharing hasmore significant advantages.'e
Lenet-5 model proposes the weight-sharing network. 'e
Lenet-5 model proposes the weight-sharing network because
of too many parameters. 'e weight-sharing network first
simplifies the structure, then reduces the number of training
parameters with more application space. 'is means that all
neurons in the first hidden layer detect the same feature at
different locations in the image. 'is mapping from the
input layer to the hidden layer is also called feature mapping
(or filters, kernels), because the weights are shared so that the

features are detected in the same way. 'e weights of this
feature mapping are called shared weights, and its deviation
is called shared bias.

For example, a neuron in a nerve needs 100 information
parameters, so these 100 information parameters are
equivalent to an extraction method and are independent of
location [5]. A convolutional neural network can extract the
corresponding features from these 100 parameters and then
apply them to other parts of the image. Generally speaking, it
is to randomly pull a small amount from a large-scale image
to an image to extract a small amount from a large-scale
painting randomly. 'en the extracted small part can be
learned to become a feature detector, which can be applied to
any image. 'en through convolution learning processing
with the original image, different characteristic values at
different positions in the original image can be obtained.

2.3. Multiconvolution Kernel. In the weight-sharing net-
work, the local features extracted by observing the case
cannot meet the requirements of image processing, so the
help of a convolution kernel is needed. Each shared weight
parameter is a convolution kernel, and multiple convolution
kernels can solve this problem [6]. Each convolution kernel
will generate an image after local feature extraction and
weight sharing, and multiple convolution kernels will form
various photos, which can be regarded as multiple channels.
As shown in Figure 1, the process of convolution operation
with four convolution kernels, that is, four channels, is
offered. In this process, the convolution results on the four
channels are added first, and then the value of the function is
taken. 'e value obtained is the value of W1 and W2.

2.4. Model of the Convolutional Neural Network. Because of
their high fault tolerance and nonlinear description ability,
neural networks have been widely studied and applied,
especially in pattern classification. 'eir primary classifi-
cation mode of pattern classification is based on feature
classification, so some features must be extracted before
sorting. 'e classification model is shown in Figure 2.
Samples are extracted from the input and required features
F1, F2 ... Fn, then classifies to get the output.

A convolutional neural network is a feedforward neural
network that can extract the topology structure from a two-
dimensional image and use the backpropagation algorithm
to optimize the network structure and solve the unknown
parameters in the network. A convolutional neural network
is often used to study two-dimensional image recognition
problems. It only needs a small preprocessing; the recog-
nition range is vast and can allow the image to change. 'e
traditional classification model is shown in Figure 2. Firstly,
the image should be input, and complex preprocessing is
carried out to extract features.'en, the classification is done
according to the extracted features, and the results are given
at the output end. 'e difference between the classification
model of a convolutional neural network and the traditional
model is that it can directly input a two-dimensional image
into the model and then give the classification result at the
output end, as shown in Figure 3. Its advantage is that it does
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not need complex preprocessing and ultimately puts feature
extraction and pattern classification into a black box. It
obtains the required parameters of the network through
continuous optimization and gives the required type in the
output layer. 'e core of the network is the structural design
of the network and the solution of the network.'is solution
structure has higher performance than many previous al-
gorithms, such as complex texture processing, good feature
extraction effect but boundary extraction algorithm, feature
processing based on wavelet network, and SVM with special
classification effect. 'ese algorithms require much com-
putation when extracting features.

3. Remote Sensing Image Research Based on
Convolutional Neural Networks and Its
Application in the Design Field

Convolutional neural networks have made significant
breakthroughs in machine learning in recent years, mainly
thanks to big data and computer performance. Studies have
shown that constantly deepening network layers can ef-
fectively improve network expression of identities of vast
amounts of dataset [7]. 'e network structure of wider
deepen let convolutional neural network become very
complex, and depth of retraining a convolution of the new
model via the network requires a lot of training samples to
adjust the network weights. 'is is not the reality for small
datasets. 'e proposed migration theory enables small data
sets to share the development results of convolutional neural
networks and deploy large networks into practical
applications.

Remote sensing is a comprehensive Earth observation
technology developed in the 1960s that has become one of
the leading technologies for studying Earth resources and
the environment. After years of development, remote
sensing technology has achieved the ability to perform
hyperspectral, high spatial resolution, and real-time Earth
observation. Currently, the ground resolution of remote
sensing images can reach a centimeter level. Remote sensing
image classification is one of the essential applications of
remote sensing technology, which has critical applications in

land use, urban planning, environmental monitoring, etc. It
has vital significance for battlefield environment analysis in
the military [8]. 'is paper applies the migration theory to
the classification of remote sensing images with the pre-
trained VGG-16, GoogLeNet, and RESNET-152. Training
tests were carried out on the remote sensing image datasets
UC Merced and Siri-WHU, and the experimental results
were analyzed in detail [9].

3.1.Migration,eory. For a multilayer convolutional neural
network, the initial layer extracts more general features of
the image. As the network structure becomes deeper,
shallow features are combined into advanced features and
further transformed into semantic features to achieve
classification. For the convolutional neural network trained
on ImageNet’s extensive image data set, the bottom layer of
the convolutional neural network has been prepared with
much detailed information, and what needs to be trained
prepared is in the combination information of these features
at the top layer and the classification information of the final
fully connected layer, which also proves that the convolu-
tional neural network has the ability to transfer learning to a
certain extent. 'ere are usually two ways to apply transfer
theory to convolutional neural networks.

(1) 'e trained network model is used as a feature ex-
tractor. 'e last complete connection layer of the
trained network is removed, and the rest of the
network is used as a feature extractor. For the Alex
grid work, removing the last convolutional layer will
generate a 4096-dimensional feature vector, which
will be used to train a linear classifier for practical
tasks [10].

(2) 'ey are fine-tuning the trained network with new
data sets. For networks pretrained on large databases,
the weight parameters of the network are fine-tuned
on the new database by a backpropagation algo-
rithm.'e features extracted from the first few layers
of the pretrained network are usually general. In
contrast, those removed from the last layer are re-
lated to the task of data set classification. During fine-
tuning, you can adjust the parameters of different
network layers. You can adapt and change the pa-
rameters of all network layers. You can also change
the parameters of the first several network layers and
fine-tune the parameters of the last network layers.
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Figure 3: Convolutional neural network classification model.
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3.2. Deep Convolutional Neural Network

3.2.1. GoogLeNet Network Model. Lenet-5, AlexNet, and
VGGNet are the accumulation of multiple convolutional
layers, only deepening in depth. GoogLeNet expands the
width of the network while increasing the network depth.
'e network depth of GoogLeNet is 22 layers [11]. Its
primary grouping unit, inception, is shown in Figure 4.

'e features of different scales can be obtained by using
multiple convolutional kernels of different scales at the same
layer, and better features can be obtained by fusion of the
accepted elements than by using a single convolutional
kernel. 'e initial Inception architecture does not use a 1∗ 1
convolutional kernel, which has the advantage of reducing a
large number of network parameters. For an input with a
256-dimensional feature, the parameter can be reduced by 1/
9 by using 1∗ 1. 'e parameters of GoogLeNet are 1/12 of
those of 8-layer AlexNet [12].

3.2.2. ResNet-152 Network Model. ResNet is a residual
network model that solves the gradient dispersion problem
of the original deep learning network as the number of
network layers increases. As a result, shallow network pa-
rameters cannot be updated in the backpropagation process,
and the network depth cannot be further deepened. ResNet
uses a shortcut to connect the inputs and outputs of a
module during model design. In the process of back-
propagation updating weights, ResNet gradient signals can
be directly transmitted to the upper network through
shortcuts, which solves the problem of gradient disap-
pearance and makes the network layers of the deep learning
network reach 152 layers. 'e essential components of
ResNet are shown in Figure 5.

4. Application of Convolutional Neural
Network in Clothing Design

With the rapid development of computer technology,
computer-aided design has emerged endlessly and is widely
used in business, industrial medicine, art design, enter-
tainment, and other fields. At present, the applications of
juice computers in the clothing industry include clothing
computer-aided design (clothing CAD), clothing enterprise
management information system (MIS), and clothing cut-
ting machine technology system, as well as clothing sales
system, clothing fitting system, and contactless clothing
measurement system.

Clothing CAD (computer aided design) technology; that
is, computer-aided clothing design technology, is a unique
technology that uses computer software and hardware
technology to input, design, and output new clothing
products and clothing processes according to the basic re-
quirements of clothing design [13]. It is a comprehensive
high-tech that integrates computer graphics, databases,
network communication, and other computer and other
fields of knowledge to realize product technology devel-
opment and engineering design. It is called the interdisci-
plinary subject of art and computer science. It is a new art

school based on cutting-edge science, which is different from
any prior art. Clothing CAD technology integrates designer
Ding’s ideas and technical experience and, through the
powerful computing function of the computer, makes
clothing design more scientific and efficient and provides a
modern tool for clothing designers. It is an essential means
of future fashion design [14].

'e clothing CAD system mainly includes fashion de-
sign system, pattern design system, grading system, marking
system, fitting design system, and management system.

4.1. Introduction toGarmentDesignCAD. 'e clothing CAD
was developed in the United States in the early 1960s.
Currently, the popularity of clothing CAD in the United
States, Japan, and other developed countries has reached
more than 90%. China’s clothing CAD technology started
late; although the development speed is breakneck, there is
still a big gap with foreign technology.

'e popularization, application, and popularization of
clothing CAD is a vital tent and long-term task of clothing
technology transformation in China. Garment CAD software
is a common standard in the modern garment industry, and it
also improves the production efficiency and product quality
of garment enterprises [15]. After entering the WTO, China’s
clothing industry will further develop rapidly. 'erefore,
using and promoting clothing CAD software is an inevitable
trend for further developing China’s clothing industry.

4.2. 3D Digital Design Technology. In the current interna-
tional manufacturing field, manufacturing technology is
developing from traditional manufacturing methods to
advanced manufacturing technology. 'e informatization
of the manufacturing industry has become an important
trend in the development of the manufacturing industry.
'e core of the digital construction of manufacturing
enterprises is the digital design and manufacturing of
products and the integration of related digital technologies.
'ree-dimensional digital design technology is gradually
becoming a hot spot in the application of enterprise design,
and it is also a necessary tool for enterprises to deepen their
application. As an essential part of information technology,
CAD combines the high-speed and massive data storage,
processing, and mining capabilities of computers with
people’s comprehensive analysis and creative thinking
capabilities and plays a vital role in accelerating the de-
velopment of engineering and products; it shortens the
design and manufacturing cycle; improves quality; reduces
costs; and enhances the market competitiveness and in-
novation ability of enterprises. Whether it is military or
civil industry, construction or manufacturing, processing
industry, machinery, electronics, light textile products,
literature and sports, film and television advertising pro-
duction, three-dimensional digital design technology is
indispensable [16]. 'ree-dimensional digital design
technology is an essential technical basis for enterprise
informatization, and it is also an admission ticket for
enterprises to enter the international market.
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4.2.1. Working Principle of 3D CAD Technology. 'e
clothing size based on the mass production of clothing
cannot accurately reflect the body characteristics of people.
'e establishment of human body databases of all kinds of
people is being carried out at home and abroad. 'rough
three-dimensional anthropometry on many people with
different skin colors, regions, ages, and heights, we collect
various body size data of the human body and establish a
database to provide essential data for formulating clothing
specifications and sizes [17].

'ree-dimensional anthropometry generates a virtual
three-dimensional human body by acquiring the human
body’s vital geometric parameters, establishing a static and
dynamic human model, and forming a complete set of
systems with the functions of virtual human body display
and dynamic simulation. On this basis, 3D clothing CAD
generates the three-dimensional effect of clothing fabric,
realistically displays the three-dimensional color image of
the dressing impact on the screen, and expands the three-
dimensional design into plane clothing pieces [18]. Using

advanced computer image capture and recognition tech-
nology, laser measurement and positioning technology,
numerical control technology, three-dimensional computer
software, and data processing technology, the working
principle of the system is standing on a unique working
platform. Four laser heads are used that can move up and
down scan the human body from the top of the head to the
heel in four directions and read the position and color in-
formation of the human body into the computer and then
use special software to process the measured human body
information to obtain detailed and accurate size and color
information of each characteristic part of the human body
and generate standard data formats that can be read by 3D
CAD software and animation software.

'e basis of 3D garment CAD is 3D anthropometry [19].
'e three-dimensional human body measurement system
has been commercialized abroad, and its technology has
been relatively mature. France, the United States, Japan, and
other countries can complete the three-dimensional human
body using the natural light grating principle in 40 milli-
seconds, 10 seconds, and 1.8 seconds, respectively, mea-
surement data. 'e commonly used three-dimensional
anthropometry technology in the world is generally non-
contact. 'e image formed by the light projected onto the
human body surface is captured by photosensitive equip-
ment. 'en the three-dimensional characteristics of the
human body are described by computer image processing.
'e three-dimensional human body measurement system
has many advantages over traditional measurement tech-
nology, such as short measurement time and extensive data.

4.2.2. Application Status of 3D Garment CAD. At present,
there are two main types of applications of 3D garment CAD
in foreign markets:

First, it is used for customization: to measure the human
body parameters of specific customers and their specific
requirements for clothing styles (such as relaxation, length,
width, and other preference information), carry out clothing
design, and regenerate into corresponding plane clothing
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samples [20]. Such products can be remotely controlled
through the Internet, among which the systems of the
United States, Britain, France, Germany, Japan, and Swit-
zerland are more advanced.

Second, it is used to simulate the fitting system. Inter-
active clothing design is carried out through the three-di-
mensional measurement of a customer’s body shape, and the
corresponding plane clothing samples are regenerated. Such
applications can also be realized by using the Internet for
remote control of e-commerce. For example, Lands’ End
company in the United States can establish a virtual human
model of customers on the Internet. 'rough simple op-
erations, customers can try on the company’s clothes and
carry out the three-dimensional interactive design until they
are satisfied.

Presently, some foreign products can realize three-di-
mensional clothing wearing, matching design and modifi-
cation, reflect the animation effect of clothing wearing
comfort, simulate the three-dimensional suspension effect of
different fabrics, and realize 360-degree rotation and other
functions [21]. Among them, the three-dimensional garment
CAD software developed by the United States, Japan,
Switzerland, and other countries is relatively advanced, such
as the concept 3D garment design system launched by CDI
company of the United States, the 3D plan of lick company
of France, the am-ee-sw3d system of Gerber company of the
United States, the 3D system of Pad Company of Canada, the
3D design of Toyo textile company of Japan, etc.

4.2.3. Huge Benefits of 3D CAD Technology. 3D CAD
technology can significantly improve the design efficiency
and quality of products and projects, working conditions,
and competitiveness of products and projects in the market
[22]. Statistics from foreign countries show that the appli-
cation of 3D CAD design technology can reduce engineering
design cost by 13%–30%. It can reduce the time from
product design to production by 30%–60%, improve
product quality by 5–15 times, and increase the breadth and
depth of problem analysis by 35 times. Also, it improves
product productivity by 40–70% and increases the pro-
ductivity of input equipment by 2–3 times while reducing
the processing process by 30%–60% and labor costs by
5–20%. 'e research, development, and wide application of
3D digital design technology can promote the development
of China’s software industry, especially the development of
the application software industry [23]. 'is will accelerate
the technological transformation of traditional industries
and products and promote the rapid development of con-
ventional disciplines. 'e resulting direct and indirect
economic benefits are enormous, and their social benefits are
immeasurable.

5. Development Trend of Garment
CAD Technology

5.1. Development Status of ,ree-Dimensional CAD for
Clothing. With the development of computer technology
and the social economy in China, people have higher and

higher requirements regarding clothing quality, fit, and
individuality. 'e existing two-dimensional clothing CAD
technology can no longer meet the CAD application re-
quirements of the textile and clothing industries. It is urgent
to develop clothing CAD from the current plane to a three-
dimensional design. 'erefore, in recent years, three-di-
mensional clothing CAD, virtual reality clothing design, and
other aspects of theoretical research and practical applica-
tions both at home and abroad.

According to Autodesk’s widespread application of CAD
statistics. Currently, about 30% of the users in the world use
3D CAD for product design, and the remaining 70% still use
2D CAD design [24]. 'ree-dimensional CAD has been
widely used in the world. Still, in the clothing field, the
development and application of three-dimensional CAD are
lagging because clothing is not like solid products in the
machinery and electronics industry; its texture is flexible and
will change with different external conditions, so it is not
easy to simulate. In particular, the transformation of gar-
ment CAD from two-dimensional to three-dimensional
needs to solve the technical problems of fabric texture and
dynamic performance, three-dimensional reconstruction,
realistic and flexible surface modeling, and the transfor-
mation from a three-dimensional garment design model to a
two-dimensional plane garment. 'ese problems lead to a
long development cycle and great technical difficulty in 3D
garment CAD.

5.2. Development Trend of Garment CAD Technology. In
recent years, the CAD technology in achieving rapid de-
velopment at the same time also exposed the problems in the
story; the main problem is the unit’s placing too much
emphasis on the development of technology, emphasizing
the system’s generality and ignoring the product’s whole life
cycle of the design process-oriented design, dismissing the
application of network technology, ignoring butyl database,
the development of the characteristic library, and so on [25].
Given these problems, combined with the latest evolution of
manufacturing information technology, CAD technology
developers put forward a three-dimensional digital design
system for industry and process (product life cycle). 'is
system has become a hot spot for research and development
at home and abroad. It is regarded as the only way to deepen
CAD technology’s application and leap in evolution.

'e original CAD system and its supporting technology
have been integrated into CIMS (Computer Integrated
Manufacturing System) [26]. Another garment CAD system
development trend is establishing the interface and inte-
gration with CAM, MIS, PDM, ERP, etc.

With the rapid development of the Internet in recent
years, it is expected that online fashion design will gradually
become mainstream. Under the increasingly specialized and
globalized production and management mode, the CAD
system based on the network can realize data sharing and
standardization. 'e parallel product design will also sup-
port the efficient and rapid CAD system. To effectively
enhance the market size and product profits, the integration
of apparel CAD and e-commerce is also an inevitable trend.
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An Internet-based remote data transmission andmonitoring
system for garment enterprises is coming out, which also
provides adequate technical support for the networking of
garment design and the informatization of garment
enterprises.

In recent years, the United States, France, Germany,
Japan, and Switzerland have also developed the research and
development of Virtual garment CAD and started the ap-
plication research of ultra-dimensional garment design [27].
Is the so-called super-d clothing design, super-dimensional
visual design, for fashion designers in fashion design not
only consider a one-dimensional line, two-dimensional
plane, three-dimensional body, 4 d, and 5 d design elements
such as the meaning of, and feel the person’s psychology, the
aesthetic view of people’s vision, and the interest of the
people, and many other factors, paying attention to the use
of environmental psychology and ornamental psychology.
'rough visual, auditory, and tactile means, clothing de-
signers use virtual reality design technology, virtual reality
computer display environment for clothing designs, virtual
reality design technology and virtual reality computer dis-
play environment for clothing design. 'is virtual clothing
CAD technology, the use of network transmission, and the
creation of virtual reality technology make the designer able
to work in the environment of virtual garment design; the
outdoor reading computer hardware equipment still needs
data gloves, clothing, and so on for digital human body
sensor and helmet stereoscopic display devices such as
displays, shutter glasses, and other related equipment [28].
'is virtual reality design technology realizes the automation
of clothing design.

Currently, all clothing CAD products are more complex,
and it takes professional and technical personnel a con-
siderable amount of time to learn and apply them thor-
oughly, which is also an important reason for the slow
popularization of CAD products [29]. 'erefore, it is ex-
pected that garment CAD products in the future will develop
towards high intelligence. More garment model modules
and design wizards will be established to provide intelligent
support for designers. 'is academic support includes self-
learning, self-organization, self-adaptation, self-correction,
parallel search, associative memory, pattern recognition,
automatic knowledge acquisition, and other intelligent
technologies [30] which step by step become easy to learn
like WINODWS operating software. In the future, with the
development of hardware technology, embedding software
into the human body measurement instrument to become a
brilliant clothing design silly machine will become a reality.

Since AlexNet made a breakthrough in the ImageNet
competition in 2012, deep learning based on the convolu-
tional neural network has become a common research
hotspot for various enterprises and many scholars and has
made great breakthroughs in natural images, language
processing, and other aspects. With theoretical innovations
and improved computational performance, modern con-
volutional neural networks are evolving in a wider and
deeper direction, but eschewing the development in depth.
But it is necessary to increase the depth of network com-
putation to improve the learning ability of the model for

better region classification and interclass differences. 'e
clothing design work can rely on computer-aided design,
fabric organization, pattern, and clothing modeling design
out. Based on the CAD system, this paper presents the
situation of the fabric directly and improves the efficiency of
garment design. To sum up, under the diversified network
environment, computer technology develops rapidly and has
a wide range of applications, which are applied in all aspects
of clothing design, production, and sales. According to the
content and requirements of clothing design, the content
and form of computer-aided design can be flexibly used to
minimize the production costs in the process and improve
the quality and efficiency of clothing design and production.
'roughthe prediction, the garment fabric, style, color, and
other popular elements, trends have an intuitive under-
standing of comfort, fit, beautiful quality clothing design to
meet the needs of consumers and for China’s garment in-
dustry to open up a broader space for competition and
development.
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In order to improve the problems of poor accuracy and low efficiency in tobacco leaves disease recognition and diagnosis and
avoid the misjudgment in tobacco disease recognition, a disease recognition and spot segmentation method based on the
improved ORB algorithm was proposed. (e improved FAST14-24 algorithm was used to preliminarily extract corners. It
overcame the deficiency of the sensitivity of the traditional ORB corner detection algorithm to image edges. During the ex-
periment, 28 parameters were obtained through the extraction of color features, morphological features, texture, and other
features of tobacco disease spots. (rough the experimental comparisons, it was found that the fitness of the improved ORB
algorithm was 96.68 and the cross-checking rate was 93.21%. (e validation and recognition rate for samples was 96%. (e
identification rate of tobacco brown spot disease and frog eye disease was 92%, and the identification rate of 6 categories in
different periods was over 96%. (e experimental results verified the effects of the disease identification fully.

1. Introduction

Tobacco is an important economic crop of China. (e to-
bacco-related industry is also an important industry in
China’s social economy [1, 2].(e tobacco industry provides
an important support for social and economic development
every year. At the same time, the existence of tobacco
diseases also seriously restricts the output and the overall
quality of tobacco, which directly affects the economic de-
velopment of the tobacco industry and the overall income of
tobacco farmers. (erefore, many Chinese scholars have
never stopped their research on tobacco diseases. (e ef-
fective identification and rational control of tobacco diseases
not only relate to the physiological health of tobacco leaves
but also directly relate to the yield and the final quality of
tobacco leaves. And for different regions and different types
of tobacco, the corresponding disease types are also dif-
ferent. And the pathology of leaf disease is relatively complex
[3, 4]. In order to deal with the problems of poor accuracy
and low efficiency in tobacco disease diagnosis, a better and
an improved ORB algorithm for disease recognition and

disease spot segmentation was proposed and the effects of
the disease recognition were verified through experiments.

2. Literature Review

At present, the research on plant disease identification
mainly focuses on crop and cash crop diseases. (e tradi-
tional disease detection was mainly based on manual rec-
ognition. (e method of manual recognition was low in
efficiency and accuracy. Before the rise of deep learning, the
traditional disease recognition methods were mainly based
on shallow machine learning algorithms, such as SVM and
Bayesian classifiers [5, 6]. Some scholars used the statistical
learning method of the naive Bayes classifier to realize the
classification and recognition of maize leaf diseases, and the
diagnostic accuracy of five maize leaf diseases was above
83%. Based on H-threshold segmentation, iterative binar-
ization, image morphology operation, contour extraction,
and other algorithms, the texture, color, and shape features
of the disease image were extracted. (e genetic algorithm
was used to optimize the selection of classification features,
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and the Fischer discriminant method was used to identify
three common maize leaf diseases. According to the features
of the maize leaf disease images, a multiclassifier composed
of a support vector machine (SVM) was proposed to identify
themaize leaf diseases. Experimental results showed that this
method was suitable for a small sample and achieved a good
classification effect. A support vector machine (SVM) was
used to classify cucumber diseases, and the shape, color,
texture, and onset time of the disease spots were extracted.
(e SVM classifier was used to select four common kernel
functions for recognition. (e results showed that the SVM
method had a good classification effect in dealing with small
sample problems [7, 8]. A tobacco disease image retrieval
method based on the spot feature fusion was proposed to
diagnose 7 common tobacco diseases with high recognition
accuracy. Five common tobacco diseases were studied and
an image processing method based on SVM and ResNet was
proposed to diagnose tobacco diseases with an accuracy of
89%. By using image processing and data mining methods,
some scholars introduced the disease recognition system
based on the double clustering technology. (e leaf image
was captured by a nonlocal median filter and the noise was
removed. (rough the double clustering method, anthrax
and white leaf diseases of grapes, cucumbers, and tomatoes
were segmented. (e pattern matching method was used to
compare the segmented parts with diseased leaves, which
achieved a high recognition accuracy. A method of iden-
tification and classification of leaf diseases by digital image
processing andmachine vision was proposed. Firstly, the leaf
images were preprocessed and the features were extracted.
And, the leaves were identified by the training and classi-
fication based on the artificial neural network. Secondly, the
defect region segmentation based on K-means, the feature
extraction of the defect part, and the classification of diseases
in leaves based on ANN were carried out. A method of tea
leaf disease recognition (TLDR) was proposed [9, 10]. (e
tea image was clipped, resized, and converted into the
threshold value in the image processing. (en, the feature
extraction method was adopted and the neural network
integration was used for the pattern recognition. (e rec-
ognition accuracy was 91%. (ree different convolutional
neural network architectures were proposed. Context
nonimage metadata were integrated into the image-based
convolutional neural network. Combined with the advan-
tages of learning from the entire multicrop dataset, the
complexity of the disease classification task was reduced.
VGG16 and SingingV3 networks were used to detect and
identify the rice pests and diseases, and a two-level small
CNN architecture was proposed. Compared with Mobile-
Net, NASNet-Mobile, and SqueezeNet networks, the iden-
tification accuracy was 93.3% [11, 12].

3. The Improved ORB Algorithm

3.1. "e Improved FAST Corner Detection Algorithm.
FAST algorithm is a fast corner detection algorithm at
present, but it will produce false detection of some edge
points, resulting in the existence of some false corners. Point
p is a point on the edge, but it is not a corner point. If the

traditional FAST9-16 algorithm is used for detection, it
meets the requirement that the gray value of more than 9
continuous pixels in the neighborhood of 16 pixels is suf-
ficiently different. So, the system will identify it as a corner
point, and the point p is only an edge point [13, 14].

(erefore, in order to exclude the interference of such
edge points on the detection results, the FAST algorithm is
improved as follows: 24-pixel points around the pixel point p

are taken as the detection template, the gray value of the point
p is Ip, and a threshold T is set. If 14 consecutive pixel points
among 24-pixel points have a gray value greater than Ip + T

or less than Ip − T, then the point p is a corner point. And
taking the p point as an example, the improved FAST14-24
algorithm does not identify the p point as a corner point,
overcoming the deficiency of the traditional FAST9-16
corner point detection algorithm which is sensitive to edges.

3.2. Feature Descriptor Design. (e comparison criterion of
the gray mean is defined as follows:

τ(p; x, y) �
1, p(x)<p(y),

0, p(x)≥p(y).
 (1)

In formula (1), p(x) is the mean pixel value of pixel point
5× 5 neighborhood. If there are m comparison point pairs,
then the m bits binary descriptor is generated.

fn(p) � 
1≤i≤m

2i−1τ(p; x, y). (2)

Suppose the coordinate of the feature point is O, then
OC is the direction of the feature point, and the calculation
formula of the direction angle is as follows:

θ � a tan 2 m01, m10( . (3)

In formula (3), the centroid of the image gray expression
is as follows:

C �
m10

m00
,
m01

m00
 . (4)

Add the direction of feature points obtained from for-
mula (3) to the descriptor. We define a 2×m matrix Q as
follows:

Q �
x1, x2, . . . , xm−1, xm

y1, y2, . . . , ym−1, ym

 . (5)

In formula (5), (xi, yi) is a test point pair. Let the
corrected feature point pair matrix be

Qθ � RθQ. (6)

In formula (6), Rθ is the rotation matrix corresponding
to the direction of the feature point θ. (e descriptor with
rotation invariance obtained is as follows:

gm(p, θ) � fm(p)| xi, yi(  ∈ Qθ. (7)

(e Shi-Tomasi algorithm is used to optimize feature
points. (e Shi-Tomasi algorithm takes the smaller of the
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two eigenvalues and compares it with the given minimum
threshold. If it is larger than the minimum threshold, a
strong corner point will be obtained [15, 16].(e Shi-Tomasi
algorithm detects corners by calculating the gray level of
local small windows W(x, y) moving in all directions. (e
gray scale change E[u, v] generated by the window trans-
lation [u, v] is as follows:

E[u, v] � [u, v]W
u

v
 . (8)

In formula (8), M is the autocorrelation matrix of 2× 2,
which can be calculated by the derivative of the image as
shown.

M � 
x,y

w(x, y)
I
2
x IxIy

IxIy I
2
y

⎛⎝ ⎞⎠. (9)

(e two eigenvalues λmax and λmin of the matrix M are
analyzed. Since the uncertainty of larger curvature depends
on smaller corner points, the corner response function is
defined as λmin.(e Shi-Tomasi algorithm is used to calculate
the corner response function λmin of each point for the
feature points initially extracted by the improved FAST
corner detection algorithm. According to λmin, the point with
the maximum response value of the first N is determined as
the feature point. (ere are at least two strong boundaries in
different directions around the screened feature points,
which are easy to identify and are stable [17, 18].

(e feature descriptors in the research are designed by a
retina-like model. (e distribution of sampling points is
similar to the structure of the retinal receptive field. (e
location of feature points is the central point, and the
sampling points are evenly distributed on 7 concentric
circles, with 6 sampling points on each concentric circle. In
terms of the value of sampling points, the research takes the
gray mean of the sampling point field as the description of
sampling points, just like the ORB algorithm. (e difference
lies in that ORB uses an equal field to describe sampling
points. (e research uses square neighborhood descriptions
with different side lengths for sampling points on concentric
circles [19, 20]. From the intermediate feature point out-
wards, the sampling side length of each layer is 1, 3, 5, 7, 9,
11, 13, and 15, respectively.

(e improved retina-like descriptors are obtained by
comparing the results of the neighborhood gray mean of
sampling points. Let F be a feature point descriptor, then

F � 
0<i<N

2i
T Pab( , (10)

T Pab(  �
1 I Pa(  − I Pb( > 0( ,

0, others.
 (11)

N is the dimension of the feature vector (N� 512 in the
research). Pa is the position of the sampling point to the
midpoint a.Pb is the position of the sampling point to the
midpoint b.I(Pa) and I(Pb) are the gray mean values of the
sampling point in the sampling neighborhood.

For the matching of binary feature description vectors,
the Hamming distance is generally used as the similarity
measure between descriptors. (e Hamming distance is as
follows:

HMdis tan ce � F1 ⊕F2. (12)

By determining the threshold of the Hamming distance,
the matching of feature vectors can be judged.

3.3. MSRCR. (e reflectivity is determined by the object itself
andvarieswithout the influenceof theemitted light.(at is, the
object image can be expressed as the product of the reflected
image and illumination image, as shown in the formula:

S(x, y) � R(x, y) · L(x, y). (13)

After the logarithmic processing of both sides of formula
(13) is carried out, the following formula can be obtained:

log (R(x, y)) � log (S(x, y)) − log(L(x, y)). (14)

In formula (14), S(x, y) is the image of the object,
R(x, y) is the reflection component of the object itself, and
L(x, y) is the illumination component.

By constructing the Gaussian surround function, the
Gaussian surround function is used to filter the three
channels of RGB image to obtain the estimated light
component. (e reflection component can be obtained by
subtracting the original image and light component in the
logarithmic domain; thus, obtaining the output image as
shown in the formula.

ri(x, y) � log Ri(x, y)(  � log
si(x, y)

Li(x, y)
 

� log Si(x, y)(  − log Si(x, y)∗G(x, y)( .

(15)

(e formula for the color recovery factor is calculated as
follows:

Ci(x, y) � β log zSi(x, y)(  − log 
i∈(R,G,B)

Si(x, y)⎛⎝ ⎞⎠⎛⎝ ⎞⎠.

(16)

(eMSRCR algorithm can not only ensure the gray level
of the disease image and remove the influence of the uneven
lighting during the shooting but can also improve the sat-
uration of the image color to a certain extent when pro-
cessing the disease image, which has the best color retention
effect on the image.

3.4. Analysis of Experimental Results. All experiments were
performed on a P computer environment with a 2.20GHz
CPU and 4GB memory, and VC++ programming language
was used in VS2010.

3.4.1. Analysis of the Distribution of Feature Points. To
evaluate the merits and demerits of feature point detection
methods, the repetition rate method is often used, so that m1

Scientific Programming 3
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and m2 feature points are detected in two images to be
matched. (en, the repetition rate is calculated as follows:

R �
C m1, m2( 

min m1, m2( 
. (17)

In formula (17), min (m1, m2) is the least number of
feature points in the two images. C(m1, m2) refers to the
corresponding feature points, and the corresponding feature
points should meet the following two definitions.

(1) Position error of feature points:

εL � xa − H · xb


< 1.5pixel. (18)

(2) Surface error of feature area:

εs � 1 − s
2σ

2
a

σ2b




< 0.2. (19)

In formula (19), s is the actual scale scaling factor between
images and σa, σb is the feature scale of two feature points.

(e ORB feature point detection algorithm and the
improved algorithm in the research are used to calculate the
repetition rate of feature points for images, respectively, as
shown in Table 1.

As can be seen from Table 1, for images with scale
transformation, rotation change, illumination transformation,
noise interference, and perspective transformation, the im-
proved feature point detection algorithm in the research has
improved the repetition rate compared with the ORB feature
point detection algorithm. (is is because the improved
FAST14-24 algorithm is used in the research to eliminate some
pseudo-corner points on the edge and eliminate certain in-
terference. In the process of the feature point optimization, the
Shi-Tomasi algorithm is used to select feature points with large
curvature changes, which are easy to identify and are stable
[21, 22]. (e feature point matching performance test is
conducted on the test images, and the correct matching point
pairs of each image are counted as shown in Table 2.

As can be seen from Table 2, the improved ORB feature
extraction algorithm in the research improves the matching
accuracy by about 18%∼ 65% compared with the traditional
ORB algorithm. Specially for the images with light changes,
the matching accuracy of the proposed algorithm is sig-
nificantly better than that of the traditional ORB algorithm,
with an increase of 65.8%. Experimental results show that
the proposed algorithm is superior to the traditional ORB
algorithm in both matching accuracy and robustness for
various types of image matching.

4. Identification and Extraction of Tobacco Leaf
Disease Data and Segmentation of
Disease Spots

4.1. Feature Extraction of Tobacco Spot Image

4.1.1. Color Features. (e color feature is widely used in
image recognition because of its intuitiveness. In a broad

sense, it can be understood that color feature, like texture
feature, is used to express the surface attribute information
of the scene in the image, but the attribute information
expressed by the two is different. It describes the surface
properties of the scene corresponding to the image region
and is also a global feature. In the research, color moments
are used to extract color features based on experimental
requirements [23, 24]. (e color moment can be understood
as saving the information of the image color channel in the
form of numerical size. (e features of color moments are
also different in terms of color information presented by
different color channels. In an image, first-order moment
(mean), second-order moment (variance), and third-order
moment (skewness) are used to express the sufficient color
information distribution according to the distribution of all
information contained in the color. For example, most of the
pictures we often come in contact with are RGB color space
models, and there are 9 kinds of information to be extracted
from this space model. In the three components R, G, and B,
the corresponding first-, second-, and third-moment in-
formation is extracted from each component.

In the research, color moment features of RGB and HSV
channels need to be extracted, and each extracted color
moment has a total of 9 features. (e corresponding color
moments of the three components of the image constitute a
9-dimensional histogram vector, and the color feature in-
formation extracted from each image has a total of 18 di-
mensions.(emodel information is shown in Tables 3 and 4.

4.1.2. Morphological Features. (e methods of morpho-
logical feature extraction [25–27] are as follows: the first is
the boundary feature method, which is used to obtain shape
parameters of image data information by describing
boundary features. (e second is the Fourier shape de-
scriptor method, which is based on the mathematical idea of
Fourier transform as a shape description, using the closure
and periodicity of binary image boundary to reduce its
dimension. (e third is the shape parameter method for the
quantitative measurement of fixed shape, which is based on
the representation and matching of shape. (e fourth is the
shape invariant moment method, which is based on the
moment of the region occupied by the target as a shape
description parameter. According to the different appear-
ance features of tobacco disease spots in different periods,
four feature parameters of tobacco disease spots are
extracted, including rectangularity, roundness, complexity,
and compactness. (e details are shown in Table 5.

4.1.3. Texture Features. Texture features describe the surface
properties of the image, such as the patterns on the surface of
butterflies, zebra lines, tree rings, and so on [28, 29]. (e
feature information is based on the statistical features of the
whole gray image. Texture features have rotation invariance
and strong resistance to noise. In the research, according to
the features of spots in the early, middle, and late stages of
the two diseases, six texture feature parameters, namely,
energy, contrast, correlation, entropy, homogeneity, and
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Table 1: Comparison of repetition rates of feature points.

ORB algorithm Text algorithm
Repeat points Total points Repetition rate Repeat points Total points Repetition rate
255 500 0.510 285 500 0.546
105 389 0.286 139 373 0.385
161 500 0.322 185 500 0.368
220 500 0.442 240 500 0.480

Table 2: Comparison of feature point matching performance.

ORB algorithm correct matching point Text correct algorithm matching point Enhancement rate (%)
182 215 18.1
101 124 22.8
165 231 65.8
74 105 40.5

Table 3: Selected color feature information of six images of tobacco brown spot disease and frog eye disease in the early, middle, and late
stages (RGB color space model).

RGB first-order color
moment

RGB second-order color
moment

RGB third-order color
moment

Early stage of brown spot disease 1.238 1.060 0.875 1.340 1.359 1.329 1.245 1.232 1.242
Middle stage of brown spot disease 8.569 6.879 6.085 3.196 3.199 3.198 2.174 2.176 2.175
Late stage of brown spot disease 8.808 7.935 5.143 11.580 11.285 11.210 5.133 5.070 5.634
Early stage of frog eye disease 0.521 0.513 0.493 0.758 0.765 0.761 0.843 0.853 0.598
Middle stage of frog eye disease 2.767 2.541 2.063 1.822 1.819 1.012 1.511 1.500 1.504
Late stage of frog eye disease 5.961 4.924 3.258 2.820 2.811 2.802 2.008 2.001 2.005

Table 4: Selected color feature information of six images of tobacco brown spot disease and frog eye disease in the early, middle, and late
stages (HSV color space model).

HSV first-order color
moment

HSV second-order color
moment

HSV third-order color
moment

Early stage of brown spot disease 0.003 0.007 0.875 0.045 0.071 0.059 0.245 0.232 0.142
Middle stage of brown spot disease 0.006 0.018 0.085 0.050 0.099 0.198 0.074 0.176 0.175
Late stage of brown spot disease 0.149 0.120 0.143 0052 0.085 0.021 0.133 0.070 0.111
Early stage of frog eye disease 0.002 0.002 0.002 0.058 0.065 0.760 0.043 0.153 0.120
Middle stage of frog eye disease 0.004 0.009 0.011 0.045 0.019 0.012 0.011 0.500 0.504
Late stage of frog eye disease 0.008 0.025 0.023 0.060 0.011 0.002 0.008 0.001 0.005

Table 5: Selected morphological feature information of six pictures of tobacco brown spot disease and frog eye disease in the early, middle,
and late stages.

Rectangularity Roundness Complexity Compactness
Early stage of brown spot disease 0.9973 0.3175 0.8753 0.3172
Middle stage of brown spot disease 0.9663 0.3.66 2.8785 0.6033
Late stage of brown spot disease 0.9149 0.2184 4.4143 0.2185
Early stage of frog eye disease 1.0002 0.3258 0.0281 0.3184
Middle stage of frog eye disease 0.9899 0.3151 0.2634 0.3158
Late stage of frog eye disease 0.8799 0.3157 3.9754 0.3107

Scientific Programming 5



RE
TR
AC
TE
D

uniformity, are needed as texture feature parameters as
shown in Table 6.

4.2. Image Feature Optimization of Tobacco Leaf Spots Based
on PSO and ORB

4.2.1. Algorithm Principle. Particle swarm optimization
takes the feasible solution space of the optimization problem
as its search space and randomly generates the initial
population in the search space. An individual is a particle
without volume or mass [30]. (e spatial position of each
particle is a feasible solution to the optimization problem.
(e fitness of a particle is a measure of its position in space.
(e particle dynamically adjusts its flight speed and space
position in the search space to search for the optimal space
position and for finding an optimal solution to the problem
[31, 32]. (e PSO algorithm is used to reduce the original
data dimension, and relatively few features are used to
achieve better results. In the research, the PSO algorithmwas
used for the feature optimization of color features, texture
features, and shape features extracted above. (e algorithm
flow is shown in Figure 1.

(e ORB algorithm is a fast feature point extraction and
description algorithm [33, 34]. To extract feature points, a
scale pyramid is first constructed to make feature points meet
scale invariance to a certain extent. Secondly, for each layer of
the image pyramid, the FAST algorithm is used for the pre-
liminary extraction of corner points. If the gray value of a pixel
and enough pixels in its surrounding area differ sufficiently
from the gray value of the point, the pixel is considered aFAST
corner point. Furthermore, the Harris corner detection
method was used to sort the feature points according to the
response function of feature points. And, the first N corner
points with good curvature are selected as the feature points
according to the sorting results. Finally, the gray center of the
mass method is used to determine the direction of feature
points, and Rosin defines the moments of image blocks.

For discrete problems, the spatial position of the particle
is represented as a vector composed of 0 and 1. For each
iteration, it becomes difficult to calculate the velocity and
spatial position of the particle in the search space.

4.2.2. Feature Selection Results. A total of 28 normalized
features are selected in the early, middle, and late stages of
brown spot disease and frog eye disease. After using the
particle swarm optimization algorithm for 15 times, the
feature selection results are derived which are shown in
Table 7.

Table 7 shows that the fitness of the tenth group of data is
95.23, and the cross-validation rate is 93.31%. (e recog-
nition rate of the verification set is 96%, which also reaches
the maximum value. (e feature optimization is a 13-di-
mensional feature parameter. (erefore, the tenth group of
optimization results is selected for the next step of classi-
fication recognition, namely, R1, B2, H1, S1, H2, V2, S3,
rectangularity, complexity, energy, contrast, entropy, and
average grayscale.

4.3. Classification and Recognition of Tobacco Leaf Disease
Spots Based on SVM. Pattern recognition refers to the
analysis and processing of all kinds of information repre-
senting things through computer technology. It is an integral
part of artificial intelligence. Classifiers, also called dis-
criminant models, are used in pattern recognition. (e
support vector machine (SVM) is one of the commonly used
classifiers, which is commonly used in image retrieval, target
tracking, face recognition, and other fields. In this research, a
support vector machine (SVM) was used to classify the
optimized feature parameters, so as to realize the classifi-
cation and recognition of the early similar diseases of to-
bacco leaves (brown spot disease and frog eye disease) and
the early, middle, and late stages of the two diseases.

In real use, most are discrete, namely, nonlinear.(rough
the nonlinear mapping, the space samples are mapped to a
high-dimensional feature space, constructing the optimal
separating hyperplane again. At this time, considering that
there is still linear inseparability caused by a small number of
samples after nonlinear mapping to a high-dimensional
feature space, relaxation variables need to be added. (e
penalty factor is added to the objective function, which plays a
role in controlling the punishment degree of misclassification
samples.(ediscrete classificationproblemcanberegardedas
a quadratic programming problem. (e SVM is a binary
classification algorithm, which can separate two different
types of samples. But in the research process, six types of
samples will appear at most, so it is necessary to construct
appropriate multiclassifiers. Currently, there are two main
methods to construct SVMmulticlassifiers: directmethodand
indirectmethod. In this research, the one-to-one classification
method of indirect method is used to design an SVMbetween
any two different samples. (erefore, samples of N different
categoriesneedn(n− 1)/2 SVMs.During the classification, the
category with the most votes is the category of samples, as
shown inFigure 2.(eone-to-one classificationmethodof the
SVM function is adopted in MATLAB, and there are at the
most six types of data in the research study. Figure 2 is an
example diagram of the one-to-one classifier of the support
vectormachine. In this study, themain research is aimedat the
early diseases of tobacco brown spot and frog eye disease, and
the middle and late stages of tobacco brown spot and frog eye
disease are addedas the references in the classificationprocess.

Two kinds of classification problems are solved, that is,
the sample of one class at a time is selected as the positive
class sample, and the sample of the negative class becomes
only one class (called the “one-to-one” method).
According to the maximum category adopted in the re-
search, there are six categories. For this pair of one-cat-
egory devices, the first one only answers “is it the first or
the second,” the second one only answers “is it the first or
the third one,” and the third one only answers “is it the
first or the fourth one”. (ere should be 15 such classifiers
(n(n − 1)/2 SVM classifiers are constructed if there are n
categories). Although the number of classifiers is in-
creased, the total time spent in the training stage is less
than that of the “one-to-others” method, which is a di-
rected acyclic graph, so this method is also called the DAG
SVM.
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(e classifier used in the research determines
whether these categories belong to the first or the sixth
category in the “1 to 6” classification process. It con-
tinues to judge the category according to the order
shown in the above figure and runs the judgment until
all six categories of data are identified. At this time, 15
classifiers are actually called, which can accurately
distinguish different classes.

4.4. Analysis of Identification Results. (e total number of
samples in the research is 1200 groups, including 600 groups
of tobacco frog eye disease and 600 groups of brown spot
disease, including 200 groups in the early, middle, and late
stages, respectively. 150 groups are selected as the training
data, and 50 groups are selected as the test data. (e color
features, morphological features, and texture features
extracted above are normalized and optimized by the

Table 6: Selected texture feature information of six images of tobacco brown spot disease and frog eye disease in the early, middle, and late
stages.

Energy Contrast Correlation Entropy Homogeneity Uniformity
Early stage of brown spot disease 0.9785 11.0598 0.9669 0.2087 0.9923 1.0851
Middle stage of brown spot disease 0.9065 31.3123 0.9880 0.8315 0.9638 7.3023
Late stage of brown spot disease 0.1854 50.2683 0.9860 8.1253 0.5632 9.8857
Early stage of frog eye disease 0.9932 5.0987 0.9789 0.0652 0.9982 0.5070
Middle stage of frog eye disease 0.9639 12.1158 0.9887 0.3095 0.9868 2.5544
Late stage of frog eye disease 0.9200 19.1023 0.9885 0.6851 0.9756 5.0451

Start

Particle Swarm
Initialization

Calculate the fitness
function value of each

particle

Update the best spatial
position experienced by

each particle

Update the best spatial
position experienced by

each particle

Update the best spatial
position pg experienced by

the particle swarm

Calculate the velocity
of each particle

Speed validity check

Calculate the spatial
position of each particle

Spatial location
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Is iterative end
condition satisfied?
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Pg experienced by the

output group

End

YES

NO

Figure 1: Flow chart of the PSO algorithm.
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particle swarm optimization algorithm. Finally, the SVM
classification model is established for recognition. (e test
recognition results are shown in Table 8.

(e identification rate of early disease samples of frog eye
disease is 90% and that of brown spot disease is 94%.
According to Figure 3, the external morphology of frog eye
disease and brown spot disease in the early stage is very
similar. Brown spot disease has patches of different widths
around the spot in the early stage, but frog eye disease does
not. (e early stage of brown spot disease is characterized by
round spots, and the color of the spots is mostly yellowish
brown. (e early stage of frog eye disease is characterized by
round spots which are brown, tawny or dirty white, or
mostly brown. (e identification rate of frog eye disease is
lower than that of brown spot disease based on the color and
halo of frog eye disease and brown spot disease and is shown
in Table 9.

(e number of identification errors in the early, middle,
and late stages of frog eye disease samples is 4, 1, and 1,
respectively.(e number of identification errors in the early,
middle, and late stages of brown spot disease samples is 4, 2,
and 0, respectively. (e early stage of frog eye disease is
characterized by round spots which are brown, tawny or
dirty white, or mostly brown. (ere is no significant dif-
ference in the area of the middle and late stages of frog eye
disease. (e actual measurement shows a width range of
0.5 cm-1 cm. (e middle stage of frog eye disease is gray
parchment in the center, and the gray mold layer and
perforation damage are produced in the late stage of frog eye
disease. (e early stage of brown spot disease is charac-
terized by round spots, and the color of the spots is mostly
yellowish brown. In the middle stage, there are obvious rims
and the area of the lesion gradually becomes larger. (e
actual measurement in the field shows a width range of

Table 7: Experimental results of feature selection of particle swarm optimization for 15 times.

Number of
experiments

Binary representation of feature-preferred
combinations Adaptability Cross-validation

rate (%)
Verification set recognition

rate (%)
1 0101101100101101101001010101 94.23 88.57 94.00
2 1001011000010101001010001011 94.15 88.69 93.67
3 0001001010110110101001111010 98.65 89.23 91.00
4 1101010011100001001100100011 95.56 87.87 95.67
5 0001100110010111110101010110 92.15 92.66 8933
6 1000100100010000101011011101 93.26 86.71 92.67
7 0010100110110110111001101111 94.31 87.24 93.00
8 1001100100011001101011001111 94.11 89.31 94.00
9 0001100101001111001100111100 95.68 88.65 92.65
10 1000010001101010101100101011 95.26 93.31 96.00
11 1001010010001011011010111001 94.37 92.33 94.33
12 1101010001001101100100101010 92.31 89.23 93.00
13 1101010001001101100100101010 91.36 87.56 92.00
14 1101110101001100110010010011 95.15 86.26 89.23
15 0001010101010010011001010101 98.26 91.22 97.65

1vs6

2vs6 1vs5

3vs6 2vs5 1vs4

4vs6 3vs5 2vs4 1vs3

5vs6 4vs5 3vs4 2vs3 1vs2

6 5 4 3 2 1

2, 3, 4, 5, 6

3, 4, 5, 6

1, 2, 3, 4, 5, 6

1, 2, 3, 4

Figure 2: Sample diagram of the one-to-one classifier of SVM.
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0.6 cm-2 cm. (e width of a single spot in the late stage
ranges from 4 cm to 10 cm, and the whole leaf surface will be
necrotic if multiple disease spots are linked together.

On the other hand, in order to further improve the
efficiency of recognition, a deep learning framework is used.
After the data enhancement, a total of 2668 original crop leaf
disease images are analyzed. 20 labels are assigned to each
image in the dataset, each label representing a crop disease.
(rough the data enhancement, the original data images are
extended to the sample set with 32016 images. (rough
transfer learning, the parameter weights of the last layer are
retrained, and then the recognition accuracy of the four
groups of experiments on several deep learning frameworks
is compared with the verification set. Other parameters are
shown in Table 10.

First, it is determined that the dataset contains 32,016
images after data enhancement of the original images, and
the influence of different center loss weights λ on the su-
pervision effect is tested.(en, in the best λ case, four groups
of experiments are carried out to cross-verify the influence of
data enhancement and joint supervision on the model. (e
verification combination is shown in Table 11.

(e specific experimental results are presented in Fig-
ures 4 to 6.

After the abovementioned figure is iterated, the recog-
nition accuracy curve gradually becomes stable and rises.
Similarly, after 5000 iterations, the loss gradually declines
gently. Experimental results show that the two-stage AD-
GACCNN network structure can effectively improve the
generalization ability of the model and reduce the

Table 8: Early identification rates of frog eye disease and brown spot disease.

Disease type Time of the disease Training sample Test sample Test the correct sample Test correct sample recognition rate (%)
Brown spot disease Early 150 50 47 94
Frog eye disease Early 150 50 48 96
Total 300 100 95 95
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Figure 3: Classification results of tobacco brown spot in the early, middle, and late stages and tobacco frog eye disease in the early, middle,
and late stages.

Table 9: Identification rates of brown spot disease and frog eye disease in different periods.

Disease type Time of the disease Training sample Test sample Test the correct sample Test correct sample recognition rate (%)

Brown spot disease
Early 150 50 47 94
Middle 150 50 49 98
Late 150 50 49 98

Frog eye disease
Early 150 50 48 96
Middle 150 50 45 90
Late 150 50 50 100

Total 900 300 288 96
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occurrence of the overfitting phenomenon. When using the
central loss function and softmax function as the joint su-
pervision mechanism, the model can effectively reduce the
intraclass distance and increase the interclass distance.
When the two methods are simultaneously applied to the
model, the recognition accuracy of the model is increased by
nearly 10% compared with that of the model without either
method. It can be seen that it has obvious significance for
spot recognition tasks for small samples under complex
backgrounds and also has reference significance for other
types of recognition tasks.

5. Conclusion

(emain content of the research was to investigate the early
segmentation and recognition of brown spot disease and
frog eye disease, which have high similarities to tobacco
diseases. (e images of two tobacco diseases (brown spot
disease and frog eye disease) under complex background
were used as segmentation objects.

(1) (e commonly used segmentation methods and
theories of crop diseases, especially tobacco leaf
diseases, were summarized, and the segmentation
methods of tobacco leaf diseases under complex
backgrounds were emphatically investigated. In view
of the difficulty in segmentation of images of two
tobacco leaf diseases (brown spot disease and frog
eye disease) under complex background in field

Table 10: Parameter selection of deep learning framework.

Parameter selection
1. Deep learning framework selection: AlexNet, VGG-16, and GoogleNet
2. Model training method: transfer learning
3. Training-test set distribution: the training set is 80%, and the test set is 20%

Table 11: Cross-validation combinations.

Experiment serial number Portfolio to be verified
1 CNN
2 AD-GAC CNN
3 CNN+ joint supervision
4 AD-GAC CNIN+ joint supervision
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Figure 4: Influence of the weight loss of test center on the rec-
ognition accuracy of B +C sets on AlexNet.
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Figure 5: Influence of the weight loss of test center on the rec-
ognition accuracy of B +C sets on VGG-16.
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Figure 6: Influence of the weight loss of test center on the rec-
ognition accuracy of B +C sets on GoogleNet.
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practice, a multistep segmentation method based on
saliency detection and seed point selection was
proposed, which combined the mean shift
smoothing preprocessing with simple linear iterative
clustering preprocessing. It was suitable for image
segmentation in a complex field environment, and
the effectiveness of the method was proved.

(2) According to the realization forms of the two dis-
eases in different periods, the color features, mor-
phological features, and texture features were
extracted, with a total of 28 dimensions of color
feature information. After that, the particle swarm
optimization algorithm was used to optimize the
features and reduce the dimensions to 13 dimen-
sions, greatly reducing the workload in the recog-
nition classifier.

(3) According to different external forms of brown spot
disease and frog eye disease in the early, middle, and
late stages (six categories), the different diseases of
the image color features, shape features, and texture
features were extracted. A total of 28 dimensional
data features were extracted from each category.
(en, feature optimization was carried out by the
particle swarm optimization algorithm, and finally,
13 dimensional feature parameters were obtained.
(e recognition rate of the verification test set
reached 96%. In the recognition process, a support
vector machine was used to classify tobacco brown
spot disease and tobacco frog eye disease. (e rec-
ognition rate of tobacco brown spot disease and frog
eye disease in the early stage reached 92%, and the
recognition rate of six categories of the early, middle,
and late stages of the two diseases reached 96%.
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Now, the use of deep learning technology to solve the problems of the lowmulticlassi�cation task detection accuracy and complex
feature engineering existing in traditional intrusion detection technology has become a research hotspot. In all kinds of deep
learning, recurrent neural networks (RNN) are very important. �e RNN processes 41 feature attributes and maps them to a 122-
dimensional high-dimensional feature space. To detect multiclassi�cation tasks, this study proposes an intrusion detection
method based on fully connected recurrent neural networks and compares its performance with previous machine learning
methods on benchmark datasets. �e research results show that the intrusion detection system (IDS) model based on fully
connected recurrent neural network is very suitable for classi�cation of intrusion detection. Classi�cation methods, especially in
multiclassi�cation tasks, have high detection accuracy, signi�cantly improve the detection performance of detection attacks and
DoS attacks, and it provides a new research direction for the future attempts of intrusion detection methods for industrial
control systems.

1. Introduction

With the achievements of deep learning in image recogni-
tion, speech recognition, etc, it also provides a new method
and idea for researchers in the �eld of intrusion detection to
carry out related work.

Recurrent neural networks (RNN) were important. In
2007, Rachid et al. applied RNN and standard neural net-
work to the �eld of intrusion detection and conducted
experiments on the constructed small sample dataset. �e
experimental results showed that the detection and classi-
�cation performance based on the RNN was relatively
general on the small sample dataset, which was lower than
the neural network under the same conditions. In 2010,
Mansour et al., considering the complexity of the fully
connected neural network structure, constructed a partially
connected RNN, and the features between groups were
constructed into a fully connected recurrent neural network,
and there was no information between the features between

groups [1–3]. Contact feedback to reduce model training
time and achieve better detection results on the datasets you
build. Although the locally connected recurrent neural
network structure shortens the training time, the features
were arti�cially classi�ed, and the connections and roles
between di�erent groups of features were not considered.

After in-depth analysis, this study proposes an intrusion
detection model based on fully connected recurrent neural
network. Forty one feature attributes were processed and
mapped into a 122-dimensional high-dimensional feature
space, and features were no longer grouped and classi�ed.
Considering the relationship between features, this study
investigates the detection ability of fully connected recurrent
neural networks under multiclassi�cation tasks.

2. Recurrent Neural Network (RNN)

Currently, recurrent neural networks (RNN) are mainly
used to solve dynamic system problems involving time series
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of events. Structurally, a RNN includes a hidden layer, an
input layer, and an output layer [4–6]. *e current output is
related to the previous output, and the nodes of each hidden
layer are no longer disconnected. *erefore, the main work
is achieved through the loop of the hidden layer itself. Es-
sentially, an RNN is a unidirectional information flow from
the input layer to the hidden layer, combined with a uni-
directional information flow from the last sequential hidden
layer to the current hidden layer. Figure 1 visually compares
the differences between traditional neural networks and
RNN.

Figure 2 shows the structure of the RNN after expansion.
All states before time series twill be represented as outputs at
time series t-1 and affect the time series t. *erefore, a RNN
is a learning model with a dynamic deep structure. If the
hidden unit is regarded as the storage space of the entire
network, when the RNN is expanded according to the time
series, it can be considered that the RNN has memorized all
the information so far, which is a typical end-to-end learning
method. *eoretically, a RNN can learn arbitrarily long
sequence information and can remember end-to-end in-
formation, reflecting the “depth” of deep learning.

Obviously, in training, the training of RNN includes
forward pass and backward pass. Similar to the traditional
neural network training algorithm, the forward pass is
output according to the time sequence, and the reverse pass
is to pass the accumulated residuals of the previous period
back through the RNN. During forward propagation, the
hidden layer output (ht) is

ht � σ Wxt + Uht−1 + bh( , (1)

where σ is the activation function, xt is the input vector of the
time series t, ht is the output of the hidden layer, W is the
weight matrix, U is the self-circulating weight matrix, and bh
is hidden layer bias.

2.1. Intrusion Detection System (IDS) Based on Fully Con-
nected Recurrent Neural Network. *e overall framework of
the intrusion detection model is shown in Figure 3, which
mainly includes five steps [7–10].

Obviously, the training of the FCRNN-IDS has two
aspects: forward propagation and weight fine-tuning. *e
forward propagation was responsible for the operation of the
output data, and the fine-tuning of the weights was to update
the weights by passing the accumulated residuals [11], which
was no different from ordinary neural network training. *e
training was divided into two steps: first, the forward
propagation algorithm was used to calculate its output value
for each training sample of the input model. *en, using the
weight fine-tuning algorithm, the entire model parameters
were fine-tuned through backpropagation, and finally, a
complete fully connected RNN classification model was
obtained.

According to Figure 2, Algorithm 1 is a forward
propagation algorithm, and Algorithm 2 is a weight update
algorithm, respectively. Calculate the output yi of each
instance xi using the forward propagation algorithm.

3. Experiment

3.1. Data Sources. *e dataset used in the experiment is a
new benchmark dataset NSL-KDD [12–15]. *is dataset is
widely used.

3.2. Data Feature Extraction and Selection. Each connection
record in the NSL-KDD contains 41 feature attributes
[16–19]. Among them, 41 features can be divided into 4
categories:

(i) Basic features (9 types in total, numbered 1 to 9)
(ii) Content features (13 types in total, serial numbers

10 to 22)
(iii) Time-based network traffic statistics (9 types in

total, serial numbers 23∼31)
(iv) Host-based network traffic statistics (10 types in

total, serial numbers 32∼41)

3.3. Data Preprocessing. Using the NSL-KDD dataset, each
connection record consists of 41 feature attributes, including
3 non-numeric feature attributes. Data preprocessing mainly
includes two parts: numericalization of nonnumerical fea-
ture attributes. After one-hot encoding, the attribute feature
’protocol_type’ corresponds to the binary feature vectors (1,
0, 0), (0, 1, 0), and (0, 0, 1). *e other two nonnumerical
attribute properties “service” and “flag” have 70 and 11
values, respectively. After such digital processing, the
original 41-dimensional feature vector was converted into a
122-dimensional high-dimensional feature vector. On the
one hand, one-hot encoding solves the problem of non-
numerical data conversion, making the calculation of
“distance” between features more reasonable.
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Figure 1: RNN structure.
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Figure 3: Framework of intrusion detection system based on fully connected recurrent neural network (IDS-FCRNN).

Input: the training sample was xi (i� l, 2, m), the weight matrix was Whx, Whh, and Wyh, the bias was bh and by, the activation
function e uses the sigmoid function, and the classification function g uses the SoftMax function.
Output: the output value yi corresponding to the training sample Xi

(1) for xi from 1 to m do
(2) ti � Whxxi + Whhhi−1 + bh

(3) hi � sigmoi d(ti)

(4) si � Wyhhi + by

(5) yi � SoftMax(si)

(6) End for

ALGORITHM 1: Forward propagation algorithm.

Input: the training sample was (x1,y1) (i� 1, 2, ..., m).
Initialization: the initialization model parameter was θ� {Whx,Whh,Wyh,bh,by}
Output: the fine-tuned model parameter was θ� {Whx,Whh,Wyh,bh,by}

(1) For each sample xi, input a fully connected RNN, the output yi of xi was calculated by Algorithm 2.1
(2) Calculate the cross-entropy L(y:yi) between the output value of each sample and the label value:

L(y: yi)← − iiyijlog (yij) + (1 − yij)log (1 − yij)

(3) For each network model parameter θi in θ, calculate the partial derivative δi: δi←dL/dθi

(4) Make the error propagate back along the network and update each network model parameter θi in θ:
θi←θi + ηδi

(5) If t� k, save the model parameters and the algorithm ends
(6) If t< k, then t� t+ 1, turn to 1.

ALGORITHM 2: Weight fine-tuning algorithm.
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*e first step was that the data value space was too large.
Feature attributes such as “duration[0, 58329],” “dst_bytes
[0,1.3×109],” and “src_bytes[0,1.3 × 109],” which were
correspondingly scaled by the logarithmic correction
method as “duration[0, 4.77],” “dst_bytes[0, 9.11],” and
“src_bytes[0, 9.11];” then, make each instance lie on the same
order of magnitude on this feature. *e second step was to
normalize the data to the [0, 1] value range according to the
following formula:

xi �
xi − Min

Max − Min
, (2)

where xiwas the attribute eigenvalue, Min was the minimum
value, and Max was the maximum value.

3.4. Test Plan. *is study adopts the comparative test
method to detect the accuracy of FCRNN-IDS.

3.4.1. Comparative Experiment 1: Comparison with Tradi-
tional Machine Learning Methods. Using the same dataset
NSL-KDD, the detection accuracy of seven traditional
machine learning algorithms [20–33] such as decision tree,
Naive Bayes, Naive Bayes tree, random tree, random forest,
support vector machine, multilayer perceptron, and the
detection accuracy of the FCRNN-IDS model in the case of
2-class (normal, abnormal) and 5-class (normal, probe, Dod,
R2L and U2R) were studied and compared.

In [5], the authors investigated the anomaly detection
performance of the above 7 classification algorithm models
on the NSL-KDD benchmark dataset using Weka machine
learning and data mining tools. Under the 2-class task,
Figures 4 and 5 show the detection accuracy of KDDTest+
and KDDTest-21 by seven traditional machine learning
methods, respectively.*is study takes the research results of
[5] as one of the comparative experiments; under the 2-class
task, it was compared with the detection model based on
fully connected recurrent neural network.

3.4.2. Comparative Experiment 2: Comparison with Recent
Similar Literature. Wang and Cai [8] studied the perfor-
mance of artificial intrusion detection systems under two
and five types of tasks based on the same benchmark dataset
NSL-KDD. *e experimental results show that, under the
dataset KDDTest+, the highest detection rate of the model
was 81.2% under the 2-class classification; the highest de-
tection rate of the model was 79.9% under the 5-class
classification.

Deng et al. [9] proposed three-layer partially connected
recurrent neural network architecture with 41 features as
input and 4 intrusion categories and normal category as
output. Taking the KDD99 dataset as the benchmark, some
connection records were selected as the training set and the
test set, respectively. *e results show that the highest de-
tection accuracy of the model was 94.1%. On the test set, the
training time was set at 1383 seconds.

4. Results’ Analysis

4.1. Experimental Results of 2-Class Tasks. As mentioned
earlier, the 41-dimensional feature vector was mapped to a
122-dimensional feature vector, so in the 2-class experiment.
Figure 6 shows the detection accuracy of the FCRNN-IDS
model on the training set with different structures and
Learningrates.

As shown in Figure 7, it shows the detection accuracy of
the FCRNN-IDS model on the test set KDDTest+ with
different structures and Learningrates. As can be seen from
Figure 7, when the Learningrate was 0.1 and the number of
HiddenNodes was 80, the detection accuracy of the model
on the test set KDDTest+ was 83.28%.

Figure 8 shows the detection accuracy of the FCRNN-
IDS model on KDDTest-21 with different structures and
Learningrates. As can be seen from Figure 8, when the
Learningrate was 0.1 and the hidden node was 80, the model
has the highest detection accuracy on KDDTest-21, which
was 68.55%.

*e experimental results were as follows.
As shown in Table 1, the number of HiddenNodes was 80

and the Learningrate was 0.1, which obtains high detection
accuracy. Figure 9 details the variation in detection accuracy
of the FCRNN-IDS model iteratively trained on the
KDDTrain+, KDDTest+, and KDDTest-21.

Ashfaq e al. [5] studied the detection accuracy of clas-
sification algorithms such as J48, Multilayer Perception,
Naive Bayes, Support Vector Machine, and Random Forest.
*e results are shown in Figures 4 and 5; the artificial neural
network algorithm has the highest detection accuracy on the
test set KDDTest+ in the 2-class task, reaching 81.2%, which
was the latest literature on the application of related algo-
rithms. *e above model experimental results were all based
on the dataset NSL-KDD, so they had similar comparison
conditions.

As shown in Figure 10, the three algorithm models
showed good classification and detection performance, es-
pecially the Naive Bayesian tree on the test sets, KDDTest+
and KDDTest-21. Better classification and detection per-
formance: the detection accuracy of this method was high,
82.02% and 66.16%, respectively.

Compared with the detection method based on artificial
neural network proposed in [8], FCRNN-IDS has the highest
detection accuracy under the 2-class task, which was 81.2%,
and the detection accuracy under the 2-class task was also
higher. Table 2 shows the confusion matrix of the ANN-
based detection model on the test set KDDTest +when
performing the 2-class task. Table 3 presents the confusion
matrix of FCRNN-IDS on KDDTest + under the 2-class task.

*erefore, when performing 2-class tasks, FCRNN-IDS
further improved the detection ability of attack behavior,
improved the accuracy, and reduced the false positive rate.

4.2. Experimental Results of Multiclassification Tasks.
Figure 11 shows the detection accuracy of FCRNN-IDS on
the training set with different structures and

4 Scientific Programming



81.05% 76.56% 82.02% 80.67% 81.59% 77.41%
69.52%

J4
8

N
ai

ve
 B

ay
es

N
B 

Tr
ee

Ra
nd

om
 F

or
es

t

Ro
nd

om
 T

re
e

M
ul

til
ay

er
Pe

rc
ep

tro
n

SV
M

0.00

20.00

40.00

60.00

80.00

100.00

Ac
cu

ra
cy

 (%
)

Figure 4: Detection accuracy of traditional machine learning methods in the test set KDDTest+ (2-class).
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Figure 5: Detection accuracy of traditional machine learning methods on the test set KDDTest-21 (2-class).
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Figure 6: *e accuracy of the model on the training set under
different structures and Learningrates (2-class).
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Figure 7: Detection rate of the model on KDDTest+ with different
structures and Learningrates (2-class).
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Learningrates. As can be seen from the figure, when the
Learningrate was 0.5 and the hidden node was 60, the
model has the highest detection accuracy on the training
set, which was 99.87%.

As shown in Figure 12, from the detection accuracy of
FCRNN-IDS on the test set KDDTest + under different
structures and Learningrates, it can be seen that the Lear-
ningrate was 0.5 and the hidden node was 80; the model has
the highest detection accuracy in the test set KDDTest+,
which was 81.29%.

As shown in Figure 13, from the detection accuracy of
FCRNN-IDS on the test set KDDTest-21 under different
structures and Learningrates, the Learningrate was 0.5 and
the number of HiddenNodes was 80; the model has the
highest detection accuracy on the test set KDDTest-21,
which was 64.67%.

Table 4 shows the detection accuracy of FCRNN-IDS on
the training set and 2 test sets when performing multiclass
detection tasks with different network structures and dif-
ferent Learningrates. Obviously, the experimental results on
multiclassification tasks show that different network struc-
tures and Learningrates can affect the detection ability of the
FCRNN-IDS. As shown in Table 4, when the hidden layer of
the FCRNN-IDS was set to 80 nodes and the Learningrate
was set to 0.5, the model has higher detection accuracy on
the KDDTest-21 and KDDTest + test sets, which was 81.29%
and 64.67%.

In order to compare the detection accuracy of various
algorithms, similar to the 2-type task experiment, J48,
Naive Bayes, Random Forest, and multilevel models were
established through data mining software Weka and open
source machine learning. Using 10 layers of cross-vali-
dation in the training set KDDTrain+, model training was
performed using 7 machine learning algorithm models
including layer perceptrons and support vector machines,
and then, the model detection accuracy was tested in the
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Figure 8: Detection rate of the model on KDDTest-21 under
different structures and Learningrates (2-class).

Table 1: Model detection accuracy (2-class) under different
structures and Learningrates.

KDDTrain+ KDDTest+ KDDTest−21

(%)
HiddenNodes� 20,
Learningrate� 0.01 99.40% 79.37% 60.76

HiddenNodes� 20,
Learningrate� 0.1
rate� 0.1

99.79% 83.18% 68.23

HiddenNodes� 20,
Learningrate� 0.5 99.81% 83.09% 67.84

HiddenNodes� 60,
Learningrate� 0.01 99.39% 78.72% 59.54

HiddenNodes� 60,
Learningrate� 0.1 99.79% 81.06% 64.08

HiddenNodes� 60,
Learningrate� 0.5 99.87% 83.11% 67.82

HiddenNodes� 80,
Learningrate� 0.01 99.29% 79.16% 60.34

HiddenNodes� 80,
Learningrate� 0.1 99.81% 83.28% 68.55

HiddenNodes� 80,
Learningrate� 0.5 99.85% 82.66% 66.99

HiddenNodes� 120,
Learningrate� 0.01 99.28% 78.55% 59.25

HiddenNodes� 120,
Learningrate� 0.1 99.79% 82.48% 66.83

HiddenNodes� 120,
Learningrate� 0.5 99.87% 80.97% 63.69

HiddenNodes� 240,
Learningrate� 0.01 99.69% 80.69% 63.28

HiddenNodes� 240,
Learningrate� 0.1 99.69% 80.67% 63.28

HiddenNodes� 240,
Learningrate� 0.5 99.87% 80.97% 63.69
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Figure 9: Detection performance of the model on the dataset (2-
class).
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test set. *e experimental results are shown in Figure 14.
Compared with the previous 2-class task, the detection
accuracy of the traditional classification model generally
drops under the multiclass task. Multilayer perception
has the highest detection accuracy on the test sets
KDDTest+ and KDDTest-21, 78.10% and 58.40%,
respectively.

Under the same conditions, the neural network-based
classification model achieves a detection accuracy of 79.9%
when performing multiclassification tasks. Obviously,
FCRNN-IDS performs better than other neural network-
based detection models when performing multiclassification
tasks.

Tables 5 and 6 show the confusion matrices of the neural
network-based detection model and the fully connected
recurrent neural network-based detection model on the test
set KDDTest+, respectively.

Comparing the detection results in Tables 5 and 6, it
can be seen that, in terms of correctly detecting DoS at-
tacks, detection attacks, and U2R attacks, the detection
model based on the RNN was fully connected to correctly
detect more than 429 and 165 detection models based on
neural networks, respectively, 2 contact records. Of
course, in terms of correctly detecting normal connection
records and R2L attack categories, the detection model

Table 2: Confusion matrix of the detection model based on ar-
tificial neural network on KDDTest+ (2-class).

Actualclass
Predictedclass

Abnormal Normal
Abnormal 8900 3933
Normal 314 9397
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69.52%
42.29%
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Figure 10: Detection accuracy of different models under 2-class tasks.

Table 3: Confusion matrix of model on KDDTest+ (2-class).

Actualclass
Predictedclass

Abnormal Normal
Abnormal 9362(↑) 3471
Normal 298 9413(↑)
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Figure 11: Detection rate of the model on the training set
(multiclass).
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based on the fully connected RNN correctly detected 20
and 272 fewer connection records than the neural net-
work, respectively.

*e confusion matrices of the four attack types detected
by the model on the test set KDDTest+ are shown in
Tables 7–10. Table 10 shows that the model false positives
and recalls vary according to the type of attack. Table 11
shows the recall and false positive rates for different attack
types.

In order to compare the detection performance of the
fully connected neural network model and the partially
connected RNN model proposed in [9] for intrusion de-
tection, the training set and test set were constructed

according to the method mentioned in [9], as shown in
Table 12. In the experiments, the model was set to 20
HiddenNodes, the Learningrate was 0.1, and the training
epoch was 50 times. *e detection accuracy of the trained
model on the test dataset reaches 97.09%, which was higher
than 94.1% in the literature.

As shown in the experimental results above, the fully
connected model proposed in this study has stronger feature
space modeling ability and higher accuracy. Of course,
without GPU acceleration, the model training time based on
the fully connected RNN was 1765 seconds, which was
higher than the training time of the model based on the
partially connected RNN at 1383 seconds.
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Figure 12: *e detection rate of the model on the test set KDDTest+ (multiclassification).

D
et

ec
tio

n 
ra

te
 (%

)

60 80 120 240
Number of hidden layer nodes

70.00

60.00

50.00

40.00

30.00

20.00

10.00

0.00

Learning rate-0.1
Learning rate-0.5
Learning rate-0.8

Figure 13: Detection rate of the model on the test set KDDTest−21 (multiclassification).
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Table 4: Accuracy of models with different structures and Learningrates (multiclassification).

KDDTrain+ KDDTest+ KDDTest−21

(%)
HiddenNodes� 60,
Learningrate� 0.1 99.84% 79.87% 61.98

HiddenNodes� 60,
Learningrate� 0.5 99.87% 77.46% 57.18

HiddenNodes� 60,
Learningrate� 0.8 91.23% 69.29% 41.85

HiddenNodes� 80,
Learningrate� 0.1 99.82% 77.73% 57.84

HiddenNodes� 80,
Learningrate� 0.5 99.53% 81.29% 64.67

HiddenNodes� 80,
Learningrate� 0.8 98.97% 77.09% 56.64

HiddenNodes� 120,
Learningrate� 0.1 99.85% 77.02% 56.55

HiddenNodes� 120,
Learningrate� 0.5 99.87% 79.44% 61.11

HiddenNodes� 120,
Learningrate� 0.8 93.90% 70.32% 45.49

HiddenNodes� 160,
Learningrate� 0.1 99.68% 77.85% 58.05

HiddenNodes� 160,
Learningrate� 0.5 99.80% 78.73% 59.71

HiddenNodes� 160,
Learningrate� 0.8 92.79% 71.15% 45.64
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Figure 14: Detection accuracy of different classification models under 5-class tasks.

Table 5: Confusion matrix of the neural network-based detection model on the test set KDDTest+ for multiclassification tasks.

Actual class
Predicted class

Normal DoS R2L U2R Probe
Normal 9397 65 23 6 220
DoS 1515 5798 0 0 145
R2L 1789 2 952 6 5
U2R 144 6 10 21 19
Probe 403 164 0 0 1854
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5. Conclusion

Compared with traditional machine learning classification
models, fully connected recurrent neural network, as a deep
learning method, has stronger feature representation ability,
can more comprehensively map high-dimensional feature
space into low-dimensional feature representation, and has
the ability to express complex functions. *erefore, the
detection model based on the fully connected RNN can
detect a large number of abnormal attack records in binary
and multiclassification tasks, improve the accuracy of in-
trusion detection, and reduce the false positive rate. For
example, in terms of correctly classifying abnormal records,
the fully connected recurrent neural network-based detec-
tion model correctly detected 462 more records than the
neural network-based detection model when performing a
2-class task [34].

*e main contributions of this study are as follows:

(1) A new intrusion detection system based on fully
connected recurrent neural network (FCRNN-IDS)
was proposed, the training method of the model was
studied, and the detection rate of models with dif-
ferent structures and different Learningrates was
studied.

(2) Using the dataset NSL-KDD, the detection perfor-
mance of seven traditional machine learning
methods in 2-class and multiclass tasks was studied,
respectively. It lays a foundation for FCRNN-IDS
with traditional learning methods.

(3) *e detection accuracy of FCRNN-IDS in 2-class and
multiclassification tasks was studied, the perfor-
mance of FCRNN-IDS in detecting various types of
attacks was deeply analyzed, and the performance of
FCRNN-IDS in detecting various types of attacks
was compared.
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We can hear sweet and touching music in our daily life. We like listening to music because music can aect our emotions.
Dynamic music makes us very excited. When we are sad, hearing beautiful music can make us happy. In physiology, music aects
many physiological processes. It can inhibit fatigue and aect pulse, respiratory rate, and blood pressure level. “Listening music
helps improve mood.” Although the pursuit of personal happiness is likely to be considered a self-centered adventure, research
shows that happiness is positively correlated with socially bene�cial behavior, better health, higher income, and better inter-
personal relationships. Another reason why we like music and music can be used very eectively for various therapeutic goals is
that music is used in many ways in our society. When a group of people come together to sing a chorus or engage in musical
activities, concerts establish new ties between people andmake them closer. People grow up listening to lullabies from birth.When
they die, they end their lives with funeral music (songs). It may be said that one’s life begins with music and ends with music.
�rough music, we sing about social phenomena, express ourselves, and communicate with others. �e themes and hidden
contents that the music production society is unwilling to express publicly are not limited by any judgment. It should be noted that
the functions of the above music are �exibly applied according to personal conditions, rather than being classi�ed and limited
by functions.

1. Introduction

Music is a wonderful sound composed of tone, timbre, and
rhythm, which gives people unique aesthetic experience [1].
�erefore, if we need to know more about these experiences,
we need more empirical research from outside the labora-
tory. At present, exploratory research has measured the
aesthetic experience (emotion and absorption caused by
music) of 95 participants, as well as the research on the
response of fast-paced and slow-paced music to people’s
physiology [2]. �ese participants played romantic, classical,
rock, andmodern music in four concerts. One of the musical
movements of modern works is deduced from the recording.
So, the �rst result emphasizes the in�uence of two key parts
of the framework on aesthetic emotion: (1) unfamiliar
contemporary works lead to higher negative emotion, which
is caused by the rising and falling trajectory of emotion by
the programming sequence. Nevertheless, this experience is

printed into a highly praised concert as a whole. (2)
Compared with the low participation of live recorded music,
the vitality factor becomes obvious. Secondly, the partici-
pants’ reactions made them observe how more musical
works were perceived [3]. �e opening and closing move-
ments caused more positive responses, compared the
characteristics of the internal parts, and caused lower arousal
and complex emotions. However, will the speed of music
rhythm aect people’s emotional and physiological indi-
cators? Edworthy andWaring found in previous studies and
their own that fast-paced music can cause positive perfor-
mance of participants better than slow-paced music. In the
study by Brownley McMurray and Hackney, fast-paced
music can improve the physiological response of partici-
pants better than slow music [4]. And, some scholars
(Nethery, Harmer, Taae, etc.) have discussed the impact of
inserting music during sports on athletes and how dierent
music aects them, which has also produced many dierent
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arguments and opinions, so 26 athletes were invited to do
experiments. %e results showed that the heart rate of
athletes with music was higher, and the exercise time with
music insertion was longer than that without music inser-
tion. %erefore, they believe that music can affect athletes’
psychological and physiological reactions during sports
because music can stimulate athletes’ blood flow [5].

1.1. Aesthetic Experience of Live Concert. Although there are
still emotional frameworks and aesthetic experience in
music at present, there are still problems of ecological ef-
fectiveness in listening and stimulation. Up to now, research
is usually carried out in a highly controlled laboratory en-
vironment, using relatively short music works or single
movements and short films. Classical laboratories usually
neither include works of whole or multiple movements nor
do they choose the so-called key influence of the framework
of auditory generation. Although in theory, the background
and scene are considered to be the combination of artistic
visual aesthetic experience.%emain purpose of this study is
to explore the aesthetic experience of listening music in the
current real environment, that is, performing music live in
the concert hall, including the string quintet of contem-
porary composers Brett Dean, Ludwig van Beethoven, and
Brahms. %ese writers are very representative in contem-
porary times. For example, Ludwig van Beethoven’s concert
has been widely spread until now, and they are very famous
pianists. %is study takes their works as an experiment,
which is very representative. In a fixed course, dedicated
listening is the framework of the concert. We chose a term
introduced by a sociologist Irving Goffman, namely,
framework Goffman [6] in order to understand the rela-
tionship between music-related behavior and situational
factors. According to Goffman, these frameworks will also
affect aesthetic experience and appreciation, and the impact
of the contemporary realistic environment, situation,
framework, or background is also recognized by the insti-
tute. for example, cinemas [7], theatres (Cardizzi et al., 2020)
[8], and so on. In fact, research shows that some concerts
enhance the experience of music listening, and live music
performance provides people stronger (positive) response
[9]. Compared with the same performance, the live per-
formance of the video in the Church can arouse the emo-
tional input and feelings of the participants [10] and can be
appreciated with more concentration. A series of works
performed in the concert are presented in the expected
order. Emotions fluctuate during the performance of dif-
ferent musical works [11]. During the performance of
classical works, complex and positive emotional fluctuations
rise, contemporary works decline, and romantic works rise
again. Tension and excitement fluctuate greatly in con-
temporary works and are significantly higher than classical
and romantic works [12]. It can be seen that the emotional
range of the less familiar works is different from that of the
other two familiar works. Classical concerts put it in famous
classical works through different arrangement ideas, in-
cluding new works, so as to increase people’s love for it.

2. Measurement of Aesthetic Experience

In the measurement of aesthetic experience, we use the
mixed test experimental model because the conclusions
obtained from different model experiments are more
comprehensive and illustrative. We select models from
different latitudes and test the physiological and psycho-
logical data to get a high aesthetic experience. Aesthetic
experience has many dimensions, but the most critical is the
emotion and absorption induced by music. Other scholars’
research data show that people can get more emotional
experience beyond music itself from music through phys-
iological response [11], for example, perception of beauty,
pleasure, excitement, and so on. Studies have shown that
people can witness faster heart rate and respiration when
listening music, resulting in an increase in the frequency of
skin conductive response—shivering [13]. %e key of ab-
sorption in the aesthetic discourse of classical music has
been discussed by music history literature. %is is related to
the perception of participants and is different from the
“daily” psychological state [14]. %e valuable measure of
music aesthetic experience at the concert is the performance
of absorption state and the difference between the feeling
emotion we need and the feeling emotion [17]. In addition,
the measurement of experienced emotions through con-
tinuous, nonintrusive methods is the use of cardiovascular,
electromechanical, and skin conductive responses such as
heart and respiratory rate and sweat gland secretion in-
creases (measured by skin conductive response), which is
activated by sympathetic nervous division of the autonomic
nervous system to stimulate events and, from this reaction,
to increase sensory participation. And, facial muscle activity
is also known as a measure of behavior, and it can feed back
the imitation of several discrete emotions and induce
emotions to a certain extent [16]. %e emotion of music is
generated within the audience. Using the concept of latitude
(valence arousal) or classification (such as sadness and
happiness) emotion, studies have shown that “happy” music
can evoke higher skin conductive induction amplitude than
“sad,” and thus faster heart rate and breathing. %rough the
combination of sound and lyrics, many different types of
information can be conveyed [17]. For example, music can
depict and create a self or group image, and music can also
be used to exchange political information. Research shows
that music can convey emotional information. And, the
speed of the rhythm will affect people’s vitality. Speeding up
the rhythm will lead to a greater possibility of sympathetic
arousal. Using the measurement of skin conductive re-
sponse, in the following experiments, we compare slow-
paced and fast-paced classical music with rock music ex-
cerpts and silence [5]. As expected, the frequency of skin
conductance response (SCR) during music processing was
higher than that during silence. Skin conductive response
level (SCL) data show that fast-paced music can “enhance
information or emotional content” more than slow-paced
music. Using people’s psychological response to music to
improve sympathetic nerve and finding higher skin con-
ductive response in fast-paced music, people can expect
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various emotions induced by music, so as to get a better
aesthetic experience.

2.1. Aesthetic Experience of Vision and Hearing. In the aes-
thetic experience of vision and hearing, we use the principle
of the mixed test experimental model. By comparing live
concerts with recorded concerts, we draw a conclusion in
these experimental model assumptions that there is not
much difference. At the same time, the research theory
believes that the combination of visual and auditory in-
formation may be more easily aroused in music aesthetic
experience [16, 17] and enhance the experience by en-
hancing the uniqueness and creativity in the current per-
formance, We expect that live concerts will cause a stronger
positive aesthetic experience than recorded concerts.
According to the current research, compared with 256
movements, the participation of live performance will be
greater, the degree of liking will be higher, and the attention
will be more focused.%is is due to the lack of a major factor,
namely, vitality [20].%is is true even if you are watching the
same performance of the same musician. However, com-
pared with other studies, namely, visual recording [10] and
live performance, recorded visual and live performance did
not show other differences in self-report and physiological
reactions. %is leads to the assumption that the situation
regulates the aesthetic experience and points out that the
framework [6] is a key component of modeling the aesthetic
experience. In other words, the emotional difference is re-
lated to the framework of the concert site, and it is not
necessarily due to the recording. %e aesthetic experience of
vision and hearing cannot be judged because of whether it is
also on the spot. According to experimental research, it is
not on the spot that the aesthetic experience is better than
that of recording screen. On the contrary, it is more im-
portant whether it can attract people’s attention and be more
energetic. %e higher the degree of liking, the stronger the
aesthetic experience of vision and hearing.

3. The Adjustment of Music to Emotion

Different music has different effects on emotion. Some
studies have shown that, under various emotional condi-
tions, the relaxation degree of self-report of participants who
are silent and self-selected is the highest, while the relaxation
degree of self-report of rock listeners is the lowest, and there
is no obvious physiological difference between groups.
Rickard combined self-report of enjoyment, familiarity, and
emotional impact with psychophysiological tests to evaluate
the effect of music on emotional regulation. Physiological
and psychological measurements include shivering, muscle
tone, skin temperature, and skin conductance. Although the
plot of the film is a song with strong emotional power and
strong emotional power of self-selection and although easy
and exciting music does not have emotional power, it can
regulate emotions. Rickard found that 95 people who
attended the concert thought they were in a good mood, and
their self-reported measurement scores would be higher,
resulting in the largest increase in skin conductance and

shivering [21]. However, no correlation was found between
these effects and participants’ music training or gender.
Krumhansl [22] discussed how college students’ emotions
are stimulated by the peripheral nervous system of the brain.
When listening, half of the participants made dynamic
emotional judgments from their feelings of music and
collected their physiological data from the other half of the
participants. All participants’ feelings in the work will be
filled in a questionnaire for evaluation. From this, we can
know that, in all music, no matter what discrete emotions
you show, your respiratory rate and blood pressure will
increase, and your heart rate will decrease. In addition, all
extracts will lead to sympathetic nervous system measure-
ments (i.e., finger temperature and skin conductivity). In
Krumhansl’s research data, discrete emotions also have a
major impact. What can lead to greater sympathetic acti-
vation is the excerpt of happiness, followed by fear and
sadness. %e dynamic characteristic of this effect over time is
a statistical analysis of the Pearson r value between the
calculation time and the skin conductivity level. As we
expected, given the deceleration nature of autonomic nerve
activation during the experiment, the results showed that the
negative correlation was greater with the development of
music over time. Research on mood in testing mode (major
or minor) and rhythm shows that increasing rhythm will
affect mood more than mode. Kent [23] and Kellaris and
Kent [24] asked the participants to listen to original works,
marking these works as tonal (atonal, minor, and major),
textural (popular and classical), and rhythmic. Participants
reported their excitement and pleasure from these original
works. %e results showed that the greater self-report
pleasure was the increase of rhythm from classical music, but
in pop music, it was more able to mobilize participants’
emotions, and the tone had nothing to do with the awak-
ening of self-report. But there is no doubt that music can
“transmit” emotions and regulate emotions [25]. However,
there are still differences in the literature of music psy-
chologists on how to better empirically and theoretically
solve this problem 26–30. %e first is that the cognitive
calculus that prompts the need for recognition in the score is
excluded by emotionalists, and this kind of musical emo-
tional response is described as another emotion, which is
different. %e other is the cognitive approach, which de-
scribes the emotional response of music as the cognitive
recognition of the clues of the music audience to the music
itself. %ere are two ways to interpret music: social influence
and cultural influence. However, there are still many dif-
ferences in music’s emotional expression and quotation [31].

4. The Influence of Music on Sports

Scholars have long pointed out that the insertion of music
can improve the performance of athletes. If inserting music
can improve the performance of athletes, the use of music in
competition or training is very important. But there is still
no way to clearly say the impact of music on people’s
psychology and physiology. However, there are traces of
music use in many sports fields. Many studies have shown
that music has an impact on sports performance and can
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improve sports performance 32, 33. In terms of discussing
whether music has an impact on people’s exercise, Eliakim
et al. conducted experiments on 26 athletes, inserted music
in their warm-up stage, and tested the temperature and heart
rate after the warm-up. %e results showed that the group
with music insertion has higher temperature and heart rate,
and the peak value of anaerobic exercise is also higher than
other groups with music insertion [34]. It was also found
that those with music insertion lasted longer than those
without music insertion. In sports, people often affect sports
performance because of physiological and psychological
factors inside the human body, such as pain and anxiety.
Nethery [35] showed that the level of wakefulness measured
during exercise in the inserted music group was lower than
that in the distracted and undisturbed group. In Nethery’s
study, it was verified that the degree of arousal in the music
group was lower than that in the nonmusic group and the
video group. %e fact proved that if the athletes had a small
amount of attention, they could be stimulated by some
attention diversion, such as music insertion, and the stim-
ulation was received by the sensory receiver to form some
short-term memories caused by music stimulation [36]. If
the impact of this short-term memory was large enough, it
can cover the working memory formed by pain or anxiety
caused by exercise, so that the brain can preferentially check
the stimulation given by music so as to forget the pain and
anxiety caused by exercise. %erefore, music can effectively
reduce the level of wakefulness and distract athletes to a large
extent [32]. Figure 1 is a general model of the theory that
music stimulates the brain. But in the future, we need to
further understand the impact of music on sports, such as
whether the same music has the same impact on male
athletes and female athletes and whether male and female
athletes are more sensitive to aesthetic music, which is
worthy of our experimental research.

5. Experiment

Different music choices are selected among rock music,
swing music, and classical music types, and the following
assumptions are tested according to similar experimental
designs [37]:

H1: in the selection process of different music, par-
ticipants showed less deceleration in SCL when lis-
tening to fast-paced music than slow-paced music.
H2: there will be genre× rhythm interaction, which is
activated on the sympathetic nervous system. In-
creasing rhythm will lead to greater SCR activity in
classical music than rock and swing music types we are
more familiar with.

5.1.Method. To better solve these assumptions, we designed
and implemented a 2 (type)× 3 (rhythm)× 6 (presentation
order) hybrid test experiment. %e two main internal factors
are music rhythm (fast rhythm and slow rhythm) and genre
(rock, swing, and classical).

5.2. Experimental Process. In the experiment, six partici-
pants were randomly assigned, and the theme factor was the
order of presentation. Twenty-seven graduate students
agreed to participate in the experiment in exchange for
graduate course credits. However, due to equipment failure,
the skin conductance data of 7 students could not be used,
and these 7 students also received the same credit reward.
During the experiment, these participants heard the fol-
lowing six music clips, including slow classical, slow rock,
fast classical, fast rock, and two silent clips. %e slow-paced
(75 BPM) classic clip features Pachelbel’’s “Canon in D
major.” %e slow tempo (74 BPM) swing clip features the
Squirrel Nut Zippers’ Mean to Be. %e fast-paced (140 BPM)
classical editing features the ending of Rossini’s “William
Tell Overture.” %e fast-paced (138 BPM) rock clips are
taken from the cut’s “She Sellers Sanity.” In the video, these
sounds divide the system into six unique sequences. After
each auditory choice, the movie clips of pop music will
follow closely, and the time will be maintained between 90
seconds and 115 seconds. %ese six movie clips are sorted by
the system according to different types, so that there is not
only any music choice next to each movie clip. As far as the
current test is concerned, what is more relevant is that the
research results are applied to the speed of music rhythm,
which is consistent with the more subjective arousal level of
interest during programming, rest, and programming se-
quence [38]. %e SCR frequency data presented in these six
movie clips is 2 (rhythm)× 3 (genre) repeated test MAN-
OVA. Although the figures of these SCR frequencies are
similar to those we predicted, the only surprising result is the
main influence of genre (f (2, 40)� 6.947, P� 003, ε2� .
2207). Regardless of the rhythm, classic genres can more
arouse the activation of participants. In order to solve hy-
pothesis 1, participants’ SCL in fast-paced music was
compared with slow-paced music, the change value was
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Figure 1: %eoretical model of how music stimulates the brain.
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submitted to 2 (rhythm)× 3 (genre)× 8 (time) repeated test
MANOVA, and the result was close to significance (f
(16256)� 1.502, P� 099, ε 2� . 0287).

5.3. Results and Experimental Analysis. %is group of ex-
periments attempts to test two broad hypotheses. First, when
participants hear fast-paced music, they show less deceler-
ation in SCL than slow-paced music. Second, the increase of
rhythm will lead to greater SCR activity of classical music
than rock and swing music types we are more familiar with
[38]. According to the collected participant data, these two
hypotheses have been confirmed.%e data show that, as time
goes on, rock music is not affected by rhythm. However,
rhythm has obvious influence on the other two types.
However, faster rhythms increase sympathetic activation in
the swing type and decrease activation in the less familiar
classical type, as shown in Figure 2, which is contrary to our
expectations. In the selection of classical music that may be
less familiar, the activation response of slow rhythm (even if
the change score is initially higher than the baseline level) is
greater in fast rhythm than in relatively familiar swing
music. %erefore, by analyzing the experimental data, it is

proved that the familiarity assumption around classical and
rock proposed by hypothesis 2 is not tenable in accurately
predicting the direction of this interaction. %e experiment
uses psychological and physiological factors to verify the
existence of any music, whether slow or fast-paced, classical
music or rock music, which will increase the excitement of
people’s sympathetic nervous system. Over time, the genre
of music may alleviate the impact of any rhythm on skin
conductance. %rough data analysis, when using SCL as
attribute measurement to confirm the dynamic character-
istics of music processing, it is predicted that music with a
slower beat will cause less sympathetic activation than music
with a faster beat. People are using all the spontaneous SCR
frequency counts, so the whole listening period is sum-
marized across time, and no major impact is found. On the
contrary, in the interaction with genres, the increase of
rhythm in the processing of rock music leads to a significant
increase in SCR, while the increase of rhythm in the pro-
cessing of classical music leads to a significant increase in
SCR. In slow-paced classical music, participants can adapt to
the expected genre and the rapid start of a single note in the
rhythm pairing [39]. %rough the analysis of the two hy-
potheses, we can better confirm that the speed of rhythm and
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Figure 2: Tempo× genre× time on SCL. (a) Rock genre. (b) Classical genre. (c) Swing genre.
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genre are related to the presentation of SCL, but it is un-
tenable to propose that it is related to familiarity, and in the
interaction of genres, classical music is higher than rock
music SCL.

6. Conclusion

%e extraction of key words in this paper is a relatively
extensive field. %e psychological construction of music
combines psychological and physiological signals. %at is,
the collection of aesthetic experience and physiological
experience created by emotion and absorption caused by
music. %e type of music and the speed of rhythm can
convey many different types of signals through different
combinations [40]. Based on the scenes of classic classical
concerts, this paper discusses the aesthetic experience of
music works with different musical styles and fast and slow
rhythms, as well as the adjustment of music to our emotions
and sports performance. According to the research data, the
speed of rhythm can increase the excitability of the sym-
pathetic nervous system, and if in the same type of music,
fast-paced music is easier to activate the sympathetic nerve
than slow-paced music. Emotional reactions and some
physiological reactions reflect the changes in the form of
sonata represented by motor function in familiar classical
music works. Of course, it does not follow such a trajectory
in unfamiliar contemporary works [40]. Use music to reduce
athletes’ arousal and divert attention, reduce sports pain, and
improve sports performance. Moreover, music can improve
our psychological feelings, promote the motivation of ac-
tivities, and increase their attachment. In addition, some
scholars Zhou [41] believe that not the same kind of music
has the same impact on everyone. Some scholars have also
proposed that a type of music has an impact on one person,
but not necessarily on others. So far, many scholars’ research
on the impact of music intervention on the human body is
still growing. André Previn said, “there are a million things
in music that I do not know. I just want to narrow this
number [42].” In addition to the speed of the music rhythm,
we should also evaluate the type. Perhaps, as our under-
standing of the awakening caused by music increases, our
ability to predict the effect of music will be improved. %en,
we can start to study the impact of music on human psy-
chology and physiology, so as to make our research more in
depth and breadth [41].
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�is research topic investigates the inquiry on how national cultures shape the organisational management cultures. Similarities and
di�erences between the national cultures of China and the USA are being scrutinised for the purpose to examine the impacts of such
features on the management cultures and strategies of organizations located in these two main world �nancial centres so as to
achieve a majority of data to con�rm how national culture relates and assists to shape the organisational management.�is research
uses the data collection methods of non-governmental organizations, including the invitation of participants or volunteers via social
media, working emails, and invitation letters, involving the issues such as designing human rights and privacy. �e result has
established that highmobilization of culture di�erences in the USA had a notable positive consequence on companies’ organisational
management culture. Alternatively, the Chinese cultures may bring some positive e�ect to the companies’ culture, but it was only
signi�cant to shape management culture in�uence in their domestic companies, excluding most of the multinational companies.
Moreover, the di�erences in national cultural characteristics will greatly a�ect each organisation to choose their own management
strategies. Raising up for cross-cultural and transnational management will be a huge challenge for organizations to take, especially if
countries wish to establish bilateral or trilateral business relations and partnerships.

1. Introduction

1.1. Research Background. One of the key formation factors
in an organisation’s culture includes its national culture’s
history and environment, and it has been proven by studies
that national culture a�ects the organisational management
system greatly in many aspects [1]. Although national and
organisational cultures are used to be classi�ed as di�erent
phenomena, it is interesting to investigate the linkage be-
tween them and discover how national culture can in�uence
an organisation’s practices. In this case, the similarities and
di�erences between the national cultures of China and the
USA will be analyzed, and the outcome of the analysis will be
used for further investigation on the impacts of management
cultures of organizations located in these two countries. By
this approach, this research can recall the attention of
building up a well-established organisational management

culture, which is essential to take national cultures into
account since national culture conducts the employees’
decisions, devotions, and standards of behaviour [2]. �e
aim and objectives of this essay is to guide readers for
understanding that the national culture formed the common
characteristics of human. �is will further in�uence the
responses to its organizations, resulting in a company’s
identical organisational management cultures, especially in a
country’s domestic companies. �erefore, it is essential and
important to recognize the relationship between the national
and organisational culture, proving that the di�erences in
national cultures will have a great in�uence on how man-
agers chose their strategies and supervised their organiza-
tions. Additionally, the challenges of high mobilization of
culture di�erences faced by cross-cultural and multinational
companies will be discussed for the purpose of examining
some practicable solutions.

Hindawi
Scientific Programming
Volume 2022, Article ID 9451500, 8 pages
https://doi.org/10.1155/2022/9451500

mailto:2021214937@ecut.edu.cn
https://orcid.org/0000-0001-6402-3859
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/9451500


1.2. �eoretical Background

1.2.1. �eory of National Culture. Culture is not fabricated,
but it is something that evolves with human, and it is the
fundamental sources to create nationalism of a country. Since
the nineteenth century, national culture is given by the def-
inition of a comprehensive and multiplex system mixed with
the elements of action, values, history, knowledge, and beliefs,
which are identical by the particular social community and
form their own practices. Hofstede realized that according to
the past of historical process, nations were created as a part of
social organisation, leading to a concept of culture tobe closely
related to the nation rather than the states [3]. If the countries
obtain some particular historical practices nor heritages, it is
likely to favour the further integration, original language,
education system, andpolitical system that are the examples of
themost significant symbolic signature of a country since they
obtain an excessive emotional load.

1.2.2. Organization and Management Culture. ,e reason
why organisational culture has more than one interpretation
is because this culture is made by the combination of values
fabricated by humanity. To bemore attributed to this notion,
social sciences described organisational culture as everything
generated by human themselves without arising from na-
ture, and this culture reflects the deliberated situation and
human activity gaining from the past [4]. ,e organisation
and management theory is used to evaluate organisational
cultures as a rational action, which is acceptable to identify
the organisation with their effectiveness. To conclude the
refinement of the organisational culture, we can apply the
definition in the following statements:

(i) Organisational management culture is the creation
of social network that assists in maintaining the
organisation.

(ii) Organisational management culture is holistic and
used to unite the company, remains stable, and min-
imises uncertainty to achieve internal integration and
provide a working environment for the employees.

(iii) ,e process of organisational culture is shaped and
developed with a long history, and it will be inertial

(ongoing). When the process has finished, the result
will be shown during the deal in environmental
problems and other internal coordination.

(iv) Organisational management culture shows the
process of cultural evolution and the process of
socialisation.

1.3. Research Review

1.3.1. Section 1: National Culture Concept and the Corre-
sponding Scopes. In general, cultures are separated according
to the levels starting from individual, group, organisational,
industrial, national, and geographic regions [5]. It is arranged
according to the internal elements such as work outlook,
history, goals and values, work role, communication mode,
technical practice, customary rules, and other cultural ac-
tivities, as well as cultural systems such as law, education,
religion, economy, politics, and family status.Meanwhile, the
term national is defined as the combination of economic,
social, political institutions and culture group as to influence
organizations on managing their people in divergent envi-
ronments. Hofstede defined national culture as the general
formation of the mind behaviour that helps to distinguish
different human groups from one another. To be more
precise, national culture can be used as the assumptions of
practise by a given group because they are commonly
influenced by the same attitudes, values, and beliefs of the
same group members since they were young [6]. Hence,
national cultural concepts are the collective programming
activities made of and values from the past experiences [7].
Table 1 shows the definition of the national culture concept
since 1961 to 2020 to explain how the dimensions changed
over the past several decades.

1.3.2. Section 2: Hofstede’s Six Dimensions of Culture

(1) Power Distance. Solutions to money and power problems
because in some countries, hierarchical status and inequality
may often occur in specific cultures [8]. ,is degree of in-
equality is measured by Power Distance Index (PDI). A low
PDI marks also represent that power in the society is equally
shared and dispersed, and citizens will be expected to reject if

Table 1: Definition of national cultures.

Authors Years Classification of national culture systems
Kluckhohn and
Strodtbeck 1961 Human nature orientation and time orientation based on relationship

Tony Morden 1985 It is defined as the collective mental programming in a society. Organisation’s management and human
resources supplies were mostly included environmental and local aspects

Trompenaars and
Hampden-Turner 1997 Idea of individualism vs. communitarianism; universalism vs. particularism; internal direction

vs. outer direction

Hofstede 2001 Power distance such as equality; individualism vs collectivism; focus on the level how employees are essential for
a future-oriented running system rather than a short-term oriented running system

House et al. 2004 Focus on the points related to future orientation, gender equality, and power distance

Tony Smale 2016 National culture establishes human behaviour and cognition as a salient way since it is a
psychological process of initiative, creativity, and innovation

Mike Berrell 2021 National culture generally describes the beliefs, value, and behaviours shared by the population of a sovereign
nation and particularly refers to specific national characteristics such as religion, history, language, and ethnic
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power was distributed unfairly [9]. With the references of
the map, a high PDI country like Malaysia that scored 100
marks is not going to initiate any action of unfairness but
willing to be guided and follow the instructions by the
governments.

(2) Individualism vs. Collectivism. ,e dimension of this
emphasis is the unity of culture. Starting with the individ-
ualistic cultures, most people will have the mentality of
independent and put themselves in the first place. People is
likely to focus on the advantages of themselves and im-
mediate family first, leading to a less tightly knit society. On
the other hand, the collectivist cultures present the concept
of “we” as a replacement of “I.” Citizens are connected with
each other’s closely and willing to cooperate together.
Psychologists believed that a country will be more benefited
as a group than the self-esteem from the group mentality
because citizens will have a higher sense of belongings [10].
,is dimension is normally the easiest to perceive from the
culture. According to the individualism versus collectivism
score (IDV), countries such as America and Australia have a
high score in individualism (IDV), indicating that they have
weak interpersonal connection and the marketing campaign
started in this country can be accepted and well understood.
In contrast, cultures in countries such as China and Japan
score low in individualism. Citizens are likely to work for
their own intrinsic rewards and care less for others.

(3) Masculinity Versus Femininity (MAS). ,is dimension
focuses on the distribution of works and responsibilities
between men and women. Masculine societies present that
the gap between men and women is less, while men are
expected to acquit themselves assertively. ,e action of
showing the success to others and voice out your feeling are
seen to be positive characteristics in the society. However,
feminine societies appear to be a great overlap between the
female and male roles. A good relationship between the
supervisors will be placed at first to prevent arguments [11].
,e largest gap between the value of men and women is in
Austria and Japan, and their MAS score is 79 and 95,

respectively. ,e reason why they have such high scores is
basically the men showed their “tough” during work and
behaviours. By the studies of Samsung companies in Japan,
the working style is closely related to the hierarchical and
deferential style.,e long working hours and low percentage
for female employees to achieve advancement are developed
to their organisational culture [12].,eUSA and China have
scored a close mark of 62 and 66, respectively, according to
Table 2. ,is similarity can prove that although earning
money and gaining achievement in both countries are
important, citizens in the USA and China are also eager to
maintain their relationship more orientally and achieve the
quality of life. Workers may focus more on work-life balance
and the flexibility in workspace. ,erefore, the organisa-
tional management team of these countries can adjust their
environment and workload according to this culture.

(4) Uncertainty Avoidance. ,is dimension can demonstrate
how well the citizens can cope with anxiety and try to
control their life in predictable and manageable methods.
Alternatively, countries with a low uncertainty avoidance
index are described with an open, relax, and inclusive living
style. However, Hofstede pointed out that countries with
high score may also acquire the personality of risk adverse,
and they are likely to reduce ambiguities as low as they can
in order to escape from failure [13]. With the glance of
Hofstede’s model, countries with a low UAI scale can also
represent the cultural tendency with a safe and conservative
decision style, and this can be represented by Singapore that
has scored a low mark of eight. ,e USA and China have
scored a close mark in the Uncertainty Avoidance Index
too. ,e citizens in both countries are likely to have the
national culture of innovation and desperate to take op-
portunities on their own life instead of following behind
others.

(5) Long-Versus Short-Term Orientation. Long- and short-
term orientation can display how a culture choose its de-
cisions when dealing about the questions of the present and
future. ,e characteristics of a country with long-term

Table 2: Hofstede’s power distance index.

Power distance index
Country PDI IDV MAS UAI LTO
Malaysia 104 26 50 36
Guatemala 95 6 37 101
Panama 95 11 44 86
Philippines 94 32 64 44 19
Mexico 81 30 69 82
Venezuela 81 12 73 76
China 80 20 66 40 118
South Africa 49 65 63 49
Hungary 46 55 88 82
Jamaica 45 39 68 13
United States 40 91 62 46 29
Netherlands 38 80 14 53 44
Australia 36 90 61 51 31
Costa Rica 35 15 21 86
Germany 35 67 66 65 31
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orientation are described as more modest and pragmatic,
and the citizens will prevent from any changes but em-
phasize more on customs and traditions [14]. As for short-
term oriented countries, citizens are likely to focus on short-
term gains and stick with consistency and truth. ,e USA is
defined as a short-term orientation since the country reflects
a great sense of social standards and nationalism. In term of
business, this measure can measure how successful can a
business be. If the business has a short-term orientation
style, their goal is to get quick results as soon as possible on a
quarterly basis. Meanwhile, a business with long-term ori-
entation tends to be more patience and accepts short-term
losses to achieve long-term gains [15].

(6) Indulgence vs. Restraint. As for the final dimension, it
focuses on the natural human response, which is the level of
urgent to satisfy desire. Different cultures will answer this
dimension by choosing either appreciate (indulgence) or
reject (restraint) this desire. Restrained culture countries
tend to obtain characteristics such as pessimism and cyni-
cism, and they stick closer with moral rules that contrast
with those indulgence countries. Indulgence countries are
prone to grab the chances of opportunities, be more carefree,
and enjoy their spare time, and they have a low IVR score
too. Eastern European countries and China are the good
examples with a low IVR score. Employees only allow
themselves a little time on leisure activities. At the same time,
they are controlled with a restrained culture and present
themselves in a more pessimistic way. ,e USA culture is
different as they are more optimistic and allow the freedom
of speech of citizens, feedback, and mentoring, which will
prioritize at the first place to improve the countries [16, 17].

,e six cultural dimensions will be scored on the scale
within 0 to 100 for each dimension, and they will intertwine
with each other and influence the countries when time passes.
For instance, countries with long-term orientation will likely
correlate the countries with the characteristics of uncertainty
avoidance since both characteristics are related to the adher-
ence of traditions. By applying Hofstede’s six dimensions of
culture models, it can provide a correct framework for or-
ganizations to compare and contrast every culture and achieve
success by choosing suitable strategies. In the case of the USA,
high individualism is their historical significance. ,erefore,
organizations can apply employees’ rights and individual
freedom to maintain their loyalty to the companies.

1.4. Comparative Analysis of the National and Organisational
Management Cultures in China and the USA

1.4.1. China National Culture. ,e long history of the
Chinese traditional culture has formed their unique char-
acteristics. ,e national culture values have influenced the
Chinese people to become harmonious, wise, honest, loyal,
and hard-working [18–22]. Since the core value of harmony
is described as “balancing the coordination between
working,” it has been proven that the working performance
of the Chinese is based on the personal relationship and used
to be peaceful. ,e organizations will put more focus on the

social relationship among the employees since the man-
agement teams are used to organise team-building regularly.
,e outstanding team spirit and loyalty lead to the practice
of organisation to be prudence and obedient. ,e Chinese
organizations are used to follow all the rules and laws
without any reformation in the practices. Moreover, the
situation of working overtime in China is common too since
the Chinese are taught by the idea on sacrificing themselves
in order to accomplish others when they were young.
,erefore, the work-life balance is comparatively poor in
China.

1.4.2.�e USA National Culture. Studies have listed out that
the American national culture is basically recognized as
being freedom oriented and individualistic. Americans
advocate privacy and equality, and their personalities are
accustomed to independence, individualism, hospitality, and
future achievement orientation. Comparing with Hofstede’s
formation of national cultures, Americans are described as a
high individualistic group of people who may not cooperate
well during the group missions. ,e independent and ag-
gressive personality may lead them to decision-making
based on their self-interest instead of the positive benefits for
the economy at large scale, affecting the loyalty as well.
However, Americans are described as creativitive and future
achievement oriented due to the education system when
they were young; therefore, they may be likely to break the
rules and innovate new ideas for the organizations. ,e
working overtime practice is rare in the USA since they are
more aware on the work-life balance and health practices.

In contrast, the managers in the USA are likely to be
more individualistic, the management cultures may be more
sensitive to the relative power of division managers and the
power struggles, and the employees may have a greater
competition among themselves. Interesting, China and the
USA have a similar score in masculinity and has a biggest
gap between individualism, displaying a phenomena that
both countries are driven by the desire of achievement and
success. However, the citizens in China may have a greater
sense to achieve success for a society as a whole, while the
USA has a stronger desire to attaining personal goals instead
of assisting the countries.

2. Research Methods and Processes

2.1. Research Methods. For the purpose to disclose the re-
search questions mentioned in Section 1.2.2, a combination
of quantitative and qualitative methods that were applied to
reveal the affection of national culture shapes the organ-
isational management cultures. ,e research method
comprises two major approaches of data collection: (1) a free
anonymous questionnaire with employees and directors
working in China, the USA, or multinational companies and
(2) semi-Zoom interviews with employees or directors who
volunteer to participate when filling the questionnaire e--
mail. ,e Zoom interviews are held in different subareas
within the same organizations so as to achieve the main-
tenance of common institutional context.
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2.2. Research Processes

2.2.1. Data Collection and Recruitment. ,e empirical data
in this research is observed from some major market within
China and the US, and data is collected from open databases,
questionnaire survey, and on-site observation to identify
how national culture helps to shape the organisational
management culture. ,e questionnaire is set up in Table 3.

Four research questions were superscribed within the
options in the questionnaire. ,e reason for applying
questionnaires to collect both qualitative and quantitative
data is to ensure the consistency, while the questionnaire can
provide the opportunity to analyze significant trends and
differences between China and the USA cultures statistically.
,e survey is composed by the online questionnaires to
prove the relationship between the national culture and
organisational management cultures, and responses are
collected in a costless and efficiency way. ,e survey has
collected 166 suggestions from both genders of employees
and directors located in the United States and Shanghai,
China, with the age over 18 years old. Sheets of question-
naires are presented to participants though working e-mail
and letter, and participants are accepted to fill in the answer
anonymously to protect their privacy. Participant infor-
mation sheets were sent and provided in the attachment of
mail and website with the description about the aim of this
research. Data is legally saved in the data protection system
and will be deleted after the data analysis has been finished.
Although the questionnaire may produce less in-depth re-
sponses, it can reveal the ideas of society directly. ,e re-
sponses are open ended and being taken for a grounded
approach, and key categories can be identified through the
data results. Responses may be answered with more than one
option, and the multiple options will be classified as so-
phisticated responses. Following question 2, we get the
following example (Table 4).

,roughout the quantitative analysis via correlational
research, research object can be further refined so as to
facilitate the understanding of the nature of things and
predict the future of research. Data will be collected and
analyzed using Microsoft Excel and “Survey Monkey” to
conduct quantitative analysis.

2.2.2. Data Analysis

(1) Section 1: Participants. Gender, age, and the employment
times are collected before the questionnaires started. ,e
collective data has achieved upon 166 responses, and the
breakdown of the group of participants is shown in Tables 5
and 6, representing the similar pattern of response in terms
of the whole questionnaires.

(2) Section 2: Questionnaire and Zoom Interview Analysis.
From the questionnaire, more than half of the participants
are having their home countries in China, and they agreed
that national culture has changed their personality during
the teenage stage, influencing their working attitude when
they joined into the organizations. During the zoom in-
terview, two participants who are working in Apple, which is
a multinational company, revealed that they avoid changing
any management style but prefer to stay with the man-
agement scheme. Alternatively, the employers in the USA
Apple department prefer an effective management style with
appropriate communication and feedback collections from
the workers and costumers.,e differences of organisational
management culture are most significant in questions 6 and
8 of the questionnaire. Organisations in China are used to

Table 4: Meta-ethical questionnaire response options (question 2).

Answer choices Responses (%)
(i) ,e most important priority 19.05
(ii) A top priority, but not the most important 14.29
(iii) Not very important 57.14
(iv) Not important at all 9.52

Table 5: Group of participants collected in the questionnaire.

Home countries Male % Female % Total
China 56 67.47 27 32.53 83
,e USA 47 66.20 24 33.80 71
Europeans 4 80.00 1 20.00 5
Others 2 28.57 5 71.43 7
Total 109 65.66 57 34.34 166

Table 3: Questionnaire.

Questions ,e content of the problem
Question 1 Home countries you grew up before 18 years old?
Question 2 Which characteristics will you use to describe the citizens and society in your home countries?
Question 3 Type of companies you are working for?
Question 4 Which national culture variables have influence the most in the company you are working?
Question 5 Which organisational management variables are essential in your workplace?
Question 6 Challenges faced by your companies?
Question 7 To what extent you agreed that national culture variables shaped the organisational management cultures?
Question 8 To what extent you concern about work-life balance?
Question 9 Do you agree that China and the USA companies have different organisational management cultures?
Question 10 Possible solutions to shape an appropriate organisational management culture for multinational employees?
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have less concern about the components of leadership since
they have an uncertainty avoidance and restraint person-
ality. As a result, companies in China are likely to provide a
regulations guide based on bureaucracy and leaders did not
accept the opinions from the perspective of his/her teams.
Long-term improvement is not increased as fast as the USA
since the US organizations prefer an impersonal strategy of
rules to satisfy every employees. In China, important de-
cisions can be only determined by directors since they be-
lieved that they have more authority and knowledge. For
example, the outcome statistics of question 2 in the ques-
tionnaire (Table 7):

According to the result of question 4 in the question-
naire, there is a close relationship between language and
management cultures since the two variables affect each
other interactively. Culture is empowered and developed
though its original home language, and the way of presenting
the language can become the method of employees to ex-
press and receive information directly. More than 70% of the
participants agreed that language is an essential component
to shape an organisational management culture, proving the
importance of adopting appropriate language skills that can
motivate employees and enhance efficiency during work-
place. Question 4 in the questionnaire of empowerment
within organizations leading to high productivity and high
performance has revealed that the empowerment in lan-
guage within the organizations can assist the leadership skills
and achieve high productivity and performance to satisfy the
needs of goals of companies (Table 8).

During the interview of managers in the USA Apple, the
results have shown that they are desperate to learn about
different cultures in order to adapt the modern way of
business management from the parent company in the
United States of America. Set up Table 9 as follows:

In the questionnaire, both managers chose to set up a
department to sense the culture in an organization and
enhance their own communication system to solve the
problems faced by the multinational companies. ,is
management culture has positive correlated with the in-
dulgence and low uncertainty avoidance in their national
culture characteristics. Comparing with the management
style in the USA, China organizations are not able to bring
the essence of the USAmanagement into their organizations
because of the reason on their high power distance,

individualism, and relative high collectivist culture. Since
China is classified as a short-term orientation culture, the
USA companies may have achieve a more effective and
efficient working style compared with the Chinese subsid-
iary. Communicating with foreign employees had revealed
the most concerned questions by the questionnaires. When
facing the misunderstandings of communication, the
managers with the USA national cultures are likely to be
keen on finding the reasons and solutions even they felt
frustrated, proving that a high significant influence of na-
tional culture helps to shape the managing and communi-
cating practices in the USA organizations. Table 10 shows
the national culture variables that influence the most
(questionnaire question 4).

Finally, a social organisation presenting the importance
level of family as well as the level of spirituality is revealed as
comparatively different in China and the USA. Participants
from the USA appear to have indulgence characteristics, and
the national variables are revealed in question 8 of the
questionnaires. According to the OECD Better Life Index,
the United States ranked 28th in work-life balance and it is
higher than China, which is not disclosed in the top 40 of the
list in this category. Governments in the USA are likely to
provide welfare state and listen to the opinions of the society,
resulting in a better work-life balance compared with China.
,is will further affect the organisational management
culture since the directors in the companies may care on the
pressure of employees and prevent them from over working
hours.,is is a healthy working condition, and China should
adopt this culture from the USA. Table 11 shows to what
extent you concern about work-life balance (question 8).

Table 7: Characteristics to describe the citizens and society in your
home countries.

Answer choices Responses (%)
(i) Oligarchy 4.00
(ii) Absolute monarchy (absolutism) 16.00
(iii) Concern in power distance 4.00
(iv) Individualism 76.00
(v) Collectivism 20.00
(vi) Masculinity 8.00
(vii) Uncertainty avoidance 4.00
(viii) Long-term orientation 72.00
(ix) Short-term orientation 12.00
(x) Indulgence 12.00
(xi) Restraint 56.00

Table 8: National culture variables that influence the most.

Answer choices Responses (%)
(i) Language religion 72.00
(ii) History and traditions 32.00
(iii) Social organization 20.00
(iv) Value and attitudes 24.00
(v) Education practice 64.00
(vi) Political system (including rules
and regulations) 28.00

Table 6: Type of companies collected in the questionnaire
(question 3).

Answer choices Responses (%)
(i) Registered or incorporated companies 4.76
(ii) Multinational companies 33.33
(iii) Companies limited by guarantee 14.29
(iv) Unlimited companies 14.29
(v) Public company 9.52
(vi) Private company 14.29
(vii) One person company 4.76
(viii) Country-based company 4.76
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3. Conclusion

,is research uses the data collection methods of non-
governmental organizations, including the invitation of
participants or volunteers via social media, working emails,
and invitation letters, involving the issues such as designing
human rights and privacy. ,e survey conducted by this
research project has been conducted ethically, keeping in
mind privacy, consent, and appropriate reporting of those
involved in this study. All data are saved anonymously and
will be erased from the database after the analysation
completed. After completing the entire study, it was found
that the result has established that high mobilization of
culture differences in the USA had a notable positive con-
sequence on companies’ organisational management cul-
ture. In addition, after the study, it was also found that
raising up for cross-cultural and transnational management
will be a huge challenge for organizations to take, especially
if countries wish to establish bilateral or trilateral business
relations and partnerships. For a large part, China is geo-
graphically far away from the United States. However, the
data size may be too small to represent each of the

characteristics of the national cultures.,e survey focuses on
the company’s case in the United States of America and
China, representing that the results drawn from the ques-
tionnaires and analysis are only applicable to China and its
similar cities. Not all participants taken part in the survey are
working in a multinational companies, resulting in the
challenges and solutions to multinational companies that
may face the differences in data. ,e questionnaire results
and recommendations may be suitable for the future de-
velopment and management strategies in China and the
USA due to the cultural and geographical differences.
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In order to further improve the identification efficiency of tobacco mildew, a rapid identification model of tobacco mildew based
on random forest algorithm was proposed in this study. In order to ensure the feasibility and pertinence of the model study, this
study takes redried leaf tobacco as the research object, selects high-temperature and high-humidity environment as the ex-
perimental conditions, and obtains the sample data of the degree of tobacco mildew under different experimental conditions. At
the same time, this paper constructs a rapid identification model of tobacco mildew with the help of random forest algorithm.
)rough the model experimental results, it is found that the accuracy of the model for the rapid identification of training samples
can reach 93.82%, while the accuracy of independent testing is 94.84%. )e experimental results fully reflect the availability and
efficiency of the random forest algorithm model in the rapid identification of tobacco mildew.

1. Introduction

Tobacco leaf is a special leaf plant. In most cases, tobacco
leaves need to be stored for a period of time after harvest, and
tobacco leaf storage is directly related to the quality of to-
bacco leaves, because the tobacco leaves in the mature stage
can only enter the cigarette production after being harvested
through special processes such as baking, purchasing,
transportation, redrying, and aging. However, it takes a long
time for the tobacco leaves to be harvested and made into
finished cigarettes. If the tobacco leaves are not properly
managed in the storage process, it is easy to mildew and then
form mold. Mold is a relatively wide range of fungal mi-
croorganisms. Its growth environment is relatively simple.
As long as it meets the requirements of appropriate tem-
perature and humidity, it will quickly reproduce, and then
the tobacco leaves will become moldy, which will seriously
affect the quality of tobacco leaves and even cause the de-
terioration of tobacco leaves. Based on this background, this

paper starts with the process and key points of tobacco
mildew and combines random forest algorithm to identify
tobacco mildew more accurately and efficiently.

2. Literature Review

)ere are many related research works on the detection
technology of the internal components of tobacco leaves
after mildew, which can be roughly divided into the fol-
lowing types: using the near-infrared technology to detect
specific components, such as using the near-infrared spec-
troscopy technology to establish and verify the quantitative
prediction model of ergosterol, establish the GBA algorithm,
screen the characteristic wavelengths of the basic spectral
data, and establish the PLS-DA discrimination model [1].
)e model is applied to the identification of tobacco leaf
samples, and the accuracy is as high as 95.79%. )e char-
acteristics of grain respiration and microbial activity were
explored by using carbon dioxide technology detection,
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reserve pest detector, and colony counting method, so as to
obtain the characteristics of carbon dioxide gas produced by
grain respiration and microbial activity, respectively. Amino
acid analyzer was used to determine the specific content of
free amino acids in moldy tobacco leaves. At the same time,
the changes of amino acid content were divided into two
categories: the absolute content increased and the absolute
content decreased. GC-MS technology was used to deter-
mine the changes of volatile components in tobacco before
and after mildew. Some studies have shown that substances
with large changes are obtained by comparing before and
after mildew, and then the content changes of these sub-
stances are used to establish a model, so as to infer whether it
is mildew [2].

At present, the most widely used control technology is
chemical control, which uses a variety of reagents. )e most
common antifungal agents in food include benzoic acid,
sodium benzoate, sorbic acid, and propionic acid, but the
mechanism of action is too small, and harmful gases may be
generated after high temperature. )erefore, only staying in
the previous research on antimildew agents cannot meet the
needs of modern social development and people’s attention
to health. For this reason, many researchers began to turn to
other chemical control agents with less toxic and side effects
and better effects [3]. Some scholars pointed out that di-
methyl fumarate has the strongest inhibitory effect on mold
in tobacco leaves. Some researchers selected four kinds of
fungicides, 75% dakonine, 40% hexin, 98% kangzhuolin, and
100% dimethyl fumarate, for toxicological and antimildew
tests. )e results showed that, through bioassay, 40%
nucleostar had the best antibacterial spectrum and anti-
bacterial effect, and dimethyl fumarate was the second.
Kangzhuoling is also a safe and efficient biological fungicide.
Some scholars have used organic acid mold inhibitor KMC-
LF2 to conduct mold proof test on corn and found that it has
good mold proof effect [4]. In recent years, some researchers
have also studied the control of microwave technology.
Some scholars have studied the effects of pulsemicrowave on
the mortality of rice weevil and parasitic Aspergillus, rice
temperature, broken rice rate, and burst waist rate of rice
and their sensory quality. )e results showed that, with the
increase of pulse microwave intensity, the mortality of rice
weevil and parasitic Aspergillus increased, the hatching rate
of insect eggs decreased significantly, the sensory quality
remained basically unchanged, the rice temperature in-
creased gradually, and the broken rice rate and waist burst
rate also increased [5].

3. Introduction to Random Forest Algorithm

Random forest (RF) is an aggregation distribution algorithm
that contains multiple decision trees and poll strategies. )e
main idea of RF is to select randomly (not all) vectors to
grow a tree in a class, and the only difference between them
when designing a tree is a small number of differences [6]. In
other words, implementation variables and patterns are
randomly divided. )is random number is called random
existence because it is used in division or regression analysis.
)e final decision tree is generated by voting through the

potential random vector tree; that is, select the “class” with
the most votes as the category of the corresponding sample
[7].

3.1. Decision Tree. Deciduous trees are formed by root
nodes, leaves, and petals.)e algorithm can be seen from the
1970s and 1980s. )e most commonly used algorithms are
the ID3 logging algorithm, the C4.5 logging algorithm, and
the push logging algorithm [8].

3.1.1. ID3 Decision Tree Algorithm. ID3 algorithm is based
on entropy in information theory. Suppose that an event has
k optional results, and the probability of each result is shown
in the following formula:

Pi(i � I, ..., k). (1)

After observing the result of this event, its information is
described by entropy, and the definition is shown in the
following formula:

I � − P1log2P1 + P2log2P2 + ... + Pklog2Pk(  � −
k

i�1
Pilog2Pi.

(2)

If the characteristic divides N samples into m parts and
there are Nm samples in each part, the impurity reduction is
expressed by the two following formulas:

ΔI(N)�I(N)− P1I N1( ( + P2I N2( ( + ...+ PmI Nm( ( ,

(3)

Pm �
Nm

N
. (4)

First, calculate the entropy purity of the samples in the
current leaf node, split the current node with different
features, compare the information gain in the split node, that
is, the uncertainty reduction (3), and take the feature with
the maximum information gain as the best node feature. If
the subsequent nodes only include one type of samples, the
branches and leaves stop growing, and the final node is
called a leaf node. If the subsequent nodes include different
kinds of sample sets, continue to iterate the above steps until
each branch reaches the leaf node [9].

3.1.2. C4.5 Decision Tree Algorithm. C4.5 algorithm uses
information gain rate replacement formula to obtain in-
formation gain, as shown in the following formula:

ΔIR(N) �
ΔI(N)

I(N)
. (5)

Moreover, C4.5 algorithm can also solve the charac-
teristic problems with continuous values.)e basic principle
is as follows: assuming that the numerical characteristic x has
n values in the training sample, arrange these values in order
from small to large, and obtain the following formula:
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vi(i � I, ..., n). (6)

Using dichotomy to divide the array, there are n − 1
kinds of division methods.)e information gain rate of each
partition method is calculated. )e continuous feature
vector is changed into binary feature by selecting the method
with the maximum gain rate, and then the decision tree is
constructed together with other nonnumerical features. For
the problem of feature discretization intomultiple numerical
values, the principle of the algorithm is the same; just in-
crease the number of division methods.

3.1.3. Cart Decision Tree Algorithm. When constructing the
classification regression tree model, we first randomly divide
the sample set into training set and test set and then use cart
algorithm to build themodel in the training set, so as to obtain
the classification regression model. )en we evaluate its
performance through the test set. After successful construc-
tion, we apply this model to classify and predict the data of
unknowncategories. If themodel construction fails, we return
to the modeling process again and then conduct effective
modeling and analysis through appropriate eigenvalues until
themodel is successfully constructed. Figure 1 shows the flow
diagram of constructing classification regression tree [9].

Compared with neural network, support vector ma-
chine, and Bayesian algorithms, decision tree has its own
advantages and disadvantages, as shown in Table 1.

3.2. Random Forest Model. Random forest is a model
established by using a large number of decision trees (7).

h x, θk( , k � 1, ..., K , (7)

where θk  represents a random vector subject to inde-
pendent identically distributed, K is the number of decision
trees, and each tree is the known variable x for optimal
voting.

For the training sample set (8), N is the total number of
samples, the object in X has an M-dimensional feature
vector, and Y includes F different categories of information.

)e classifier overemphasizes the classification of
training samples, which makes the prediction of test samples
worse. )is phenomenon is called overfitting [10]. In the
process of model construction, a variety of error analysis will
be introduced. For random forest, generalization error is the
key point to describe the overfitting problem. )e gener-
alization error is described by the edge function as follows:

mg(X, Y) � avkI hk(X) � Y(  − maxj≠Y avkI hk(X) � j( .

(8)

)is function expresses the difference between the av-
erage value of correct votes obtained by correctly classifying
random vector X into Y and the average value of votes
obtained by other categories.)e larger the function value is,
the higher the classification accuracy is. )en the general-
ization error is defined as follows:

Training set CART algorithm Classification
regression model

Performance
evaluation

Data set to be
classified

Classification
prediction Build successful

No

Yes

Test set

Figure 1: Flow chart of constructing classification regression tree.

Table 1: Advantages and disadvantages of decision tree.

Advantages
1. )ere is no need to introduce a priori assumption.
2. )e decision tree is relatively simple to understand, its logical thinking is easier for people to understand, and it is easy to realize in
practical application.
3. It has good stability for outliers and noise. )e decision tree does not classify the data according to the specific value, and the outliers in
the data have little impact on the whole result.
Disadvantages
1. In the process of top-down recursive construction, nodes store less and less information, and too little information will cause data
fragmentation.
2. In the process of modeling, the unstable splitting of leaf nodes will cause overfitting.
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PE
∗

� PX,Y(mg(X, Y)< 0). (9)

According to the inference of the theorem of large
numbers, the generalization error will eventually converge to
the extreme value as the number of decision trees k increases,
as shown in the following expression:

lim
k⟶∞

PE
∗

� PX,Y Pθ(h(X, θ) � y) − max
j≠Y

Pθ(h(X, θ) � j)< 0 .

(10)

By solving the expected value of the edge function and
the inference of Chebyshev inequality, an upper bound of
the generalization error can be obtained as follows:

PE
∗

�
ρ(1 − s)

2

s
2 , (11)

where ρ represents the mean value of the correlation factor ρ
between trees and s represents the performance strength of
the classifier. In order to better analyze the final performance
of the classifier, the correlation factor and performance
intensity are described by c/s2 ratio, and the smaller the
ratio, the better the effect of the classifier, which is defined as
follows:

c

s2
�

ρ
s
2 . (12)

3.3. Random Forest Algorithm Regression Model. Suppose
that the training set is taken from the distribution of random
variables X and Y, which is similar to many predictors (see
the following equation):

EXY(Y − h(X))
2
. (13)

)e above formula is the mean square random error,
where h(X) is the predicted value of the classifier. Since the
predicted value is the average value of all trees, the form of
mean square random error is as follows:

EXY Y − avkh X, θk( ( 
2
. (14)

When the total number of trees K is increasing, it is
finally expressed as follows:

EXY Y − avkh X, θk( ( 
2⟶ EXY Y − Eθh X, θk( ( 

2
. (15)

)e regression function is expressed as follows:

Y � Eθh X, θk( . (16)

In practical application, it is often considered that the
value of K is large enough and is replaced by the following:

Y � avkh X, θk( . (17)

)e average generalization error PE can be expressed in
the form of a single tree as follows:

PE(tree) � EθEXY(Y − h(X))
2
. (18)

)rough mathematical derivation and calculation, the
average generalization error RE(forest) of random forest
has an upper bound, and the form is as follows:

RE(forest)≤ ρPE(tree), (19)

where ρ(0< ρ< 1) is the correlation factor. )is formula
shows that the generalization error of the whole random
forest is ρ times that of a single decision tree, and rational
design of the random forest model can better reduce the
generalization error.

3.4. Incremental Random Forest. In the process of incre-
mental random forest growth, we need to pay attention to
two necessary factors: one is to sample the data set online,
and the other is to reconstruct the splitting rules of nodes.
Random forest generates a large number of test sets
according to the characteristic randomness and then con-
tinuously calculates the quality measure of the test set to
select the best splitting criterion.)ere are a large number of
test sets at the nodes of each random tree when splitting. If
the random forest randomly selects the set threshold instead
of the threshold for a certain feature, it is called extreme
random forest. )e modeling time is long and the data
cannot be updated in real time, but the accuracy of classi-
fication has been greatly improved. Tables 2 and 3 show the
updating and node splitting conditions of the incremental
random forest model.

)is section selects 6 groups from UCI database 1 [9–11]
as experimental data: Colon, Leukemia, Prostate, Lung,

Table 2: Update of incremental random forest model.

Algorithm 3.3 incremental random forest←Update (x, y)
Steps:
1: For t< 1 to T do
2: For k←1 to P � Poisson (1) do
3: l� navigateToLeaf (x);
4: updateLeaf (l, (x, y));
5: If shouldSplit (l) then
6: Arg maxdeDΔL (l,d);
7: createChild (l, d);
8: Endif
9: if P←0 then
10: OOBEt←updateOOBE (t, (x, y));
11: End if
12: If s drawn from bern (OOBEt)
13: rebuildTree (T);
14: Endif
15: End for
16: End for

Table 3: Node splitting conditions.

Algorithm 3.4 split function shouldSplit (l)
Steps:
1: If diffCluster (l)< 2 then
2: Return false;
3: If ΔL (l, d)> α∀d ∈D then
4: Return false;
5: Return true;
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Lymphoma, and SRBCT. In the experiment, the total
number of random trees is set to 100, and the number of
randomly selected features is set to 10. In the experiment, the
data are repeated 5 times and the average value is calculated.
)e standard deviation of classification error is shown in
Table 4. )e classification result of incremental random
forest is very similar to that of original random forest. )e
prediction performance of the two methods is more accurate
than that of OAB algorithm [11]. )e main reason for the
poor performance of OAB algorithm is that OAB algorithm
can only solve the binary classification problem and cannot
obtain the overall distribution of multifeature space in the
data training process. Change the number of samples in the
SRBCT data and compare the test error rates of the two
methods. It can be concluded from Figure 2 that, with the
gradual increase of the number of samples, the performance
of the incremental random forest converges to the original
algorithm.

4. TobaccoMildew Image Recognition Based on
Random Forest Algorithm and
Neural Network

4.1. Simulation Experiment. In order to verify the effec-
tiveness of the convolution neural network model for to-
bacco image classification, the tobacco image data set

produced in this paper will be used to carry out experiments
on the convolution neural network model and four classical
convolution neural network models. During the whole ex-
periment, each model was trained by multiple epochs to
obtain the best parameters of the model, and the accuracy
change curve of the training set and the test set was obtained,
so as to visually see the effect and comprehensive perfor-
mance of each model [12].

4.1.1. Experimental Environment and Data Set. )e exper-
iment in this chapter is carried out under the PyTorch
framework. )e specific software and hardware environ-
ment configuration of the computer used in the experiment
is shown in Table 5. )e main experiment environment is to
use Ubuntu19.10 system+PyTorch deep learning frame-
work + Python 3.6 and use the GPU with NVIDIA GeForce
GTX 1080 Ti and 64g display memory to accelerate the
experiment. )e data set used in the experiment is a self-
made tobacco leaf image data set. )e tobacco leaf image
data set mainly includes four categories of tobacco leaf image
data: normal tobacco leaf, moldy tobacco leaf, green mis-
cellaneous tobacco leaf, and variegated tobacco leaf. Each
category has 3500 tobacco leaf images in the three categories
of moldy tobacco leaf, green miscellaneous tobacco leaf, and
variegated tobacco leaf. )ere are 4500 pieces of tobacco leaf
data in the normal tobacco leaf category, and there are 15000
pieces of tobacco leaf image data in total. )e tobacco leaf
image data set is divided into 2 subsets in the ratio of 4 :1,
including 12000 training sets and 3000 test sets, so as to
facilitate the use of experiments [13].

4.1.2. Experimental Design. In this paper, the tobacco leaf
image data set is used as the experimental data, and the
simulation experiments are carried out on four classical
convolutional neural network models and the convolutional
neural network model built in this paper. In the process of
experiment, after many experiments, the model parameters
and learning rate that can optimize the performance of the
model are finally obtained. )en, they are applied to the

Table 4: Comparison results of data classification.

UCI data Training/testing Category Features Random forest Incremental random forest OAB
Colon 6000/2150 2 62 0.107± 0.007 0.109 + 0.008 0.157± 0.010
Leukemia 7129/2500 2 72 0.128± 0.009 0.124± 0.008 0.188± 0.013
Prostate 6034/2300 2 102 0.109± 0.006 0.114± 0.006 0.215± 0.009
Lung 12533/4000 2 181 0.103± 0.008 0.108± 0.007 0.152± 0.011
Lymphoma 4026/1500 3 62 0.115± 0.010 0.118± 0.009 0.176± 0.013
SRBCT 2308/1000 4 63 0.113± 0.009 0.109± 0.006 0.189± 0.011
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Figure 2: Effect of training sample number.

Table 5: Experimental environment configuration.

Configuration Content
CPU Intel i7-8700
Computer memory 32 G
Computer operating system Linux Ubuntu 19.10
GPU NVIDIA GTX 1080 Ti
Deep learning framework PyTorch
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tobacco leaf image test set made in this paper for recognition
[14]. During the experiment, the convolution neural net-
work model has passed through 500 epochs, and the ac-
curacy of the model test set is relatively stable. In addition,
the visualization tool TensorboardX of PyTorch is used in the
experiment. Its main function is to save and upload the data
after model training to TensorboardX. TensorboardX is used
to upload the coordinate data of the corresponding points of
accuracy and generate csv files during model training. As the
number of epochs increases, the accuracy change curve in
the experiment is drawn. According to the change of the
curve, we can more intuitively see the accuracy change and
model effect of this test [15].

4.2. Analysis of Experimental Results

4.2.1. Results. Input the tobacco leaf image data set to
AlexNet model for experiment. )e network parameters are
set as follows: the learning rate is set to 0.001, the dropout is
set to 0.5, and the batch size is set to 64. )is simulation
experiment is based on 500 epochs and has been tested for
many times. )e accuracy change curve of AlexNet model
simulation experiment is shown in Figure 3.

According to the experiment, the classification accuracy
of AlexNet model test set is 95.5%. As can be seen from
Figure 3, the convergence speed of the model is slow, and the
accuracy of the model test set is relatively stable.

4.2.2. Result Analysis. We have made statistics on the test set
loss value, training time of each epoch, and test set accuracy
of the convolutional neural network model and four classical
convolutional neural networkmodels built in this paper [16].
)e statistical results are shown in Table 6.

For the traditional image classification technology, this
paper uses the HOG+ SVM and HOG+KNN image clas-
sification methods. )e main process is to first extract the
HOG (histogram of oriented gradient) feature of the tobacco

ptdata image and then use the support vector machine
(SVM) algorithm and KNN algorithm for image classifi-
cation [17]. )e specific experimental process of traditional
image classification method in this paper is as follows:

(1) HOG+SVM image classification method. Firstly,
the moldy tobacco leaves, green miscellaneous to-
bacco leaves, and variegated tobacco leaves in the
data set are taken as positive samples, and the normal
tobacco leaves are taken as negative samples. )en
the HOG features of positive and negative samples
are collected to establish Feature Engineering, and
then the support vector machine is used for image
classification. As for support vector machine,
LibSVM is used in this paper. It is a software library
of support vector machine. It has the advantages of
less input parameters and fast operation speed. It can
easily classify or regress data.

(2) HOG+KNN image classification method. Firstly,
take the moldy tobacco leaves, green miscellaneous
tobacco leaves, and variegated tobacco leaves in the
data set as positive samples and normal tobacco
leaves as negative samples, and then collect the HOG
characteristics of positive and negative samples to
establish Feature Engineering [18]. For the KNN
algorithm, this paper uses the KNeighborsClassifier
function encapsulated by sklearn, where the K value
is set to 3. )e experimental results of the convo-
lution neural network model built in this paper are
compared with the experimental results of the tra-
ditional image classification methods. )e compar-
ison results are shown in Table 7.

)e structure of the actual circulatory neural network
formed when the image data generated in this form is used
for image distribution. )is text is much larger than the
traditional image distribution method. In terms of runtime,
the training time for curved neural network structures is
much longer than that for traditional image distribution
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Test set Accuracy
Accuracy of training set

Figure 3: AlexNet model experiment results.

Table 6: Comparison of experimental results of different con-
volutional neural network models.

Model Loss Time of each iteration
(s)

Accuracy
(%)

AlexNet ±0.002543 98 95.53
VGGNet16 ±0.001822 120 96.23
GoogLeNet ±0.002015 132 96.56
ResNet18 ±0.001555 115 97.36
)is paper’s
model ±0.001424 85 98.08

Table 7: Comparison of experimental results of different
algorithms.

Classification algorithm Running time Accuracy (%)
HOG+SVM 25mins 71.36
HOG+KNN 13mins 74.62
)is paper’s model 13 h 98.08
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methods, but traditional image distribution methods require
more time to remove image features and establish functional
engineering before splitting [19].

5. Fast Identification Experiment of
Tobacco Mildew

5.1. Materials and Instruments. 116 kinds of redried leaf
tobacco collected from 2015 to 2017 were selected from
different places of origin, different parts, and different
grades, so as to fully consider the different effects of different
places of origin, different parts and grades, and different
types and quantities of mold in tobacco leaves on the mildew
of tobacco leaves. )e samples were provided by a tobacco
company. )e instruments are as follows: TRH-1250 con-
stant temperature and humidity box (for sample mildew
test); MPA Fourier transform near infrared spectrometer;
KBF constant temperature and humidity chamber (for
microbial counting experiment); Double Biocao RNA/
DNAultra clean workbench; Ba-2s flapping sterile homog-
enizer; MS204 balance; Milli-Q Integral 10 ultra pure water
machine [20].

5.2. Preparation of Moldy Samples. Put the redried tobacco
leaf sample under the environment of temperature (22± 2)°
C and humidity (60± 5)% for 48 h. Put the balanced samples
into the constant temperature and humidity box, adjust the
temperature and humidity to 25°C and 85%, respectively,
and carry out the tobacco mildew test. Take 21 days as the
cycle, and take samples according to the following methods:

(1) )e first sampling shall be carried out on day 0, that
is, before putting the sample into a box with a
constant temperature of 25°C and humidity of 85%.

(2) On the 3rd to 9th day, take the 2nd to 4th sampling,
respectively, at the interval of 3 days.

(3) On the 11th to 21st day, take the 5th to 10th sam-
pling, respectively, at 2-day intervals.

)is process can completely collect the sample state that
the redried tobacco leaves have never been mildewed to near
mildewed and then to mildewed.

5.3. Mould Counting Test. According to YC/T 472-2013
microbiological examination of tobacco and tobacco
products mold count, the mold count of redried tobacco
samples with different degrees of mildew was detected.
According to the mold count test results, the mold degree is
divided into the following: nonmoldy samples (mold count
<2×103 CFU/g), adjacent moldy samples (2×103 CFU/
g≤mold count <104 CFU/g), and moldy samples (mold
count ≥ 104 CFU/g).

5.4. Near-Infrared SpectrumData Acquisition. MPA Fourier
transform near-infrared spectrometer was used in the ex-
periment. )e spectrum acquisition range was 4000
∼12000 cm−1, the resolution was 8 cm−1, and the scanning
times were 64. )e tobacco samples with different degrees of

mildew were loaded into the sample cup, and the near-in-
frared spectra of each sample were collected as the basic
spectral information of each tobacco sample. Repeat the
loading and determination for each sample twice, and then
calculate the average result as the final spectrum [21].

Near-infrared spectroscopy is affected by a series of
chemical and physical factors of samples. It is necessary to
take mathematical pretreatment methods to reduce system
noise, such as baseline change and light scattering. In this
study, after comparing the first derivative (1-Der), second
derivative (2-Der), multivariate scattering correction (MSC),
standard normal variable (SNV) correction, and other
preprocessing methods, discrete wavelet transform (DWT)
is used to preprocess near-infrared spectral data [22].

)e essence of wavelet transform is to decompose the
signal into wavelet subspaces with different scales and fre-
quencies. Choosing various mother wavelets according to
the waveform or length makes wavelet transform more
effective and flexible than other signal preprocessing
methods in extracting the features of signals. )rough
wavelet transform, the signal is decomposed into low-fre-
quency signal and high-frequency signal, approximation co-
efficient, and detail coefficient [23–29]. When wavelet
transform is used to preprocess the near-infrared spectrum,
there are two ways to establish the correlation model between
independent variables and near-infrared signals: first is to
reconstruct the spectrum with approximate coefficients and
detail coefficients after denoising or data compression and to
establish a model between the reconstructed spectrum and
independent variables; second, the wavelet coefficients ob-
tained by wavelet decomposition are directly used as variables
to establish the model. Obviously, the latter method is much
more convenient, time-saving, and widely used. In this study,
wavelet coefficient was used as a variable to establish a pre-
diction model for the mildew degree of redried tobacco leaves.

6. Results and Discussion

6.1. Classification ofMoldy Tobacco Leaves. After the mildew
experiment, 1160 tobacco samples with different degrees of
mildew were obtained from 116 kinds of single flue-cured
tobacco, which were sampled 10 times at different stages.
Microbiological tests were carried out on 1160 samples
according to YC/T 472-2013 microbiological examination of
tobacco and tobacco products mold count. )e research
results of some scholars show that when the mold number
reaches a certain amount (about 104CFU/g), it will start to
grow rapidly. In order to give early warning of tobacco
mildew, it is necessary to prejudge the samples near mildew.
)erefore, 104 CFU/g is taken as the critical point to judge
the “near mildew” samples. According to the method of
determining the degree of tobacco mildew, the tobacco
mildew was finally divided into three categories: nonmildew,
near mildew, and mildew. )e three types of samples ob-
tained from mildew test are shown in Table 8.

6.2. Near-Infrared Spectral Pretreatment. )e original near-
infrared spectra of 1160 redried tobacco samples with
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different degrees of mildew can be obtained from the
original near-infrared spectra during the mildew process of
redried tobacco. According to the principle of near-infrared
spectroscopy, the near-infrared spectral absorption band of
the sample is the frequency doubling and merging of hy-
drogen containing groups (O-H, N-H, C-H) in the mid
infrared spectral region, as well as the superposition of
differential absorption bands. When tobacco is mildewed,
the organic substances such as C source and N source in the
sample will change due to the catabolism of mold, and some
chemical components related to the composition of mold
cell wall such as ergosterol and chitin will be produced.
)erefore, in theory, the near-infrared absorption bands of
tobacco leaves with different degrees of mildew will change
with the change of chemical composition in the sample.
However, on the one hand, it is due to the serious overlap of
near-infrared spectra; on the other hand, tobacco mildew is a
complex process, and the changes of chemical components
are also extremely complex. It is difficult to directly extract
the information related to the degree of mildew from the
near-infrared spectra of tobacco leaves and give a reasonable
spectral analysis. It can be seen from the final results that the
absorption bands related to mildew in the near-infrared
spectra of tobacco leaf samples are difficult to be directly
judged from the spectra.

In this study, discrete wavelet transform (DWT) was
used to decompose the original near-infrared spectra of
redried tobacco leaves in the process of mildew. When using
DWT to process NIR spectra, there are two factors to be
considered: the selection of mother wavelet and the deter-
mination of decomposition level. At present, there is no
theory to follow for the selection of mother wavelets. )e
study investigated the influence of 15 mother wavelets, five
Daubechies series wavelets (db2, db4, db6, db8, and db10),

five Symlets series wavelets (sym2, sym4, sym6, sym8, and
sym10) and five Coiflets series wavelets (coif1, coif2, coif3,
coif4, and coif5), on the recognition accuracy of moldy
tobacco leaves. )e results of Daubechies series wavelets are
basically the same, but, in general, the prediction results are
better than those of the other two types of wavelets. Finally,
db6 is determined as the mother wavelet. When determining
the decomposition level, the dimension n of the input data
should generally be considered, which generally does not
exceed log2 (N). For the extraction of useful information, the
decomposition level should be as large as possible. In this
study, there are 2074 data points in the near-infrared
spectrum, so this paper selects 11 as the decomposition level
of wavelet transform. After each level of decomposition, a
detail coefficient vector and an approximate coefficient
vector are obtained. )e approximation coefficient is further
decomposed to obtain the detail coefficient and approxi-
mation coefficient until the 11th decomposition level. Fi-
nally, the vectors obtained by wavelet transform include
the approximate coefficients (ca) of the spectral signal of
each sample at the last decomposition level and the detail
coefficients (cd) at all decomposition levels. A total of 12
groups of wavelet coefficients, ca11, cd11, cd10, ..., cd1, are
obtained.

6.3. Establishment of Identification Model of Tobacco Mildew
Degree. To compare the reception results of the different
models, 1160 models were divided into training and test
modes. Approximately 2/3 of the models are used as training,
and 1/3 of the models are based on experiments. Finally, 773
models were selected for the training, of which 365 were
standard, 68 were standard, and 340 were standard. )e
remaining 387 models were used as standardized

Table 8: Classification of mildew degrees of tobacco leaf samples.

Mildewing degree Sample quantity Mold count (CFU/g)
Nonmildew 548 <2×103

Near mildew 102 [2×103, 104)
Mildew 510 ≥104

Table 9: Training results of random forest model based on different wavelet coefficients.

Wavelet coefficient Variable length Recognition rate/% Recognition rate 1/% Recognition rate 2/% Recognition rate 3/%
cd1 1051 78.53 77.81 45.59 85.88
cd2 540 80.85 81.10 58.82 85.00
cd3 284 82.79 80.82 58.82 89.71
cd4 156 90.94 90.68 80.83 93.24
cd5 92 84.22 90.14 73.53 80.00
cd6 60 82.28 87.95 72.06 78.24
cd7 44 81.76 83.29 70.59 82.35
cd8 36 79.69 83.56 70.59 77.35
cd9 32 79.04 79.45 58.82 82.65
cd10 30 74.77 81.37 36.76 75.29
cd11 29 73.48 79.73 35.29 74.41
ca11 29 59.51 67.67 27.94 57.06
[cd4, cd5] 248 93.40 93.42 91.17 93.82
Primitive harmonic 2074 69.73 73.15 30.88 73.82
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experiments. )is document categorizes mold-free designs,
mold designs, and multimold designs as “1,” “2,” and “3,”
respectively. )e accuracy of the training procedures and
examination procedures is determined by the fees and
assumptions.

It can be seen from Table 9 that the number of variables
from cd1 to cd11 and ca11 and from 1051 to 29 decreases in
turn. Among them, the random forest model constructed by
the wavelet coefficient cd4 with a small number of variables
(92) has the highest recognition rate: the total recognition
rate is 90.04%, the recognition accuracy rate of nonmildewed
samples is 90.68%, the recognition accuracy rate of near
mildewed samples is 80.88%, and the recognition accuracy
rate of mildewed samples is 93.24%, which are higher than
the recognition ability of other wavelet coefficients.

As can be seen from Table 10, from the perspective of
model accuracy, the prediction accuracy of the end of to-
bacco model> cut tobacco model> piece tobacco mod-
el> comprehensive model is similar to those of the end of
tobacco model, cut tobacco model, and piece tobacco model.

In the measurement model, the flue gas model was used
to calculate the sample size, and the calculated results are
shown in Table 11. As shown in Table 11, 175 of the 183
models were correctly calculated, not moldy. )e accuracy is
95.63%. Out of 34 samples close to the fungus, 31 samples
were calculated correctly, with an accuracy of 91.18%; 161
out of 170 yeast samples were calculated correctly, with an
accuracy of 94.71%.)e accuracy of the test lumped forecast
is 94.84%. )e results showed that the model established by
this method could effectively identify tobacco samples with
different degrees of mildew.

7. Conclusion

In this study, the redried tobacco leaf was taken as the re-
search object, the experimental conditions were high-tem-
perature and high-humidity environment, and the sample
data of tobacco mildew degree were obtained under different
experimental conditions. In this paper, a rapid identification
method of tobacco samples with different degrees of mildew
was established by near-infrared spectroscopy, which pro-
vided a basis for early warning of tobacco mildew. )e

wavelet transform was used to process the spectral data, and
[cd4, cd5] was selected as the spectral variable to establish
the random forest recognition model of tobacco leaves with
different degrees of mildew. )e recognition rate and pre-
diction rate of the model were 93.82% and 94.84%, re-
spectively. )e satisfactory recognition rates were achieved
for the normal tobacco leaves, the adjacent moldy tobacco
leaves, and the moldy tobacco leaves. It can be seen that
near-infrared spectroscopy combined with wavelet trans-
form and random forest algorithm can effectively identify
tobacco samples with different degrees of mildew. )is
method can be considered feasible to quickly predict the
degree of tobacco mildew.
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Table 10: Comparison of training results of cigarette model, cut tobacco model, cigarette end model, and comprehensive model.

Model Total recognition rate/% Recognition rate_1/% Recognition rate_2/% Recognition rate_3/%
Smoke model 93.40 93.42 91.17 93.82
Cut tobacco model 94.05 94.25 91.17 94.41
Smoke model 94.95 95.62 92.65 94.71
Integrated model 80.60 80.55 73.53 82.06

Table 11: Prediction results of test set based on [cd4, cd5] random forest model.

Parameter Unmodified samples Adjacent moldy samples Moldy samples Total
Number of test set samples 183 34 170 387
Accurately predict the number of samples 175 31 161 367
Correct prediction rate/% 95.63 91.18 94.71 94.84
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�e number of hearing-impaired people is increasing year by year; robotic cochlear drilling surgery is one of the safest methods to
treat deafness. Looking at the issue of low e�ciency of temporal bone posture positioning in cochlear implantation robotic
drilling, a novel auxiliary ring marker temporal bone positioning method was proposed to improve temporal bone posture
positioning e�ciency, optimize the operation time, and reduce auxiliary injuries caused by the surgery. First, the temporal bone
visual positioning assistant ring was designed based on the requirements for cochlear robotic drilling surgery.�e target detection
was conducted on the auxiliary ring and image processing and feature point extraction methods were designed. �en, the three-
dimensional coordinates of the measured feature points were obtained by binocular vision, and the auxiliary ring and temporal
bone postures were estimated. Finally, the auxiliary ring and temporal bone localization methods were validated. �e experiment
results indicated that the temporal bone was located quickly and e�ectively in a total time of about 33ms, which was faster and
more accurate than traditional visual localization methods and could satisfy real-time temporal bone localization during surgery.
�is study can reduce the time of temporal bone visual positioning in cochlear implant drilling operations, greatly improving the
robot’s capabilities to extract visual information during the operation, which has a better auxiliary role for future research and
applications of the cochlear implant drilling operation.

1. Introduction

Cochlear implant drilling is a new surgical procedure that
optimizes the surgical method and reduces surgical trauma
[1, 2]. As robot technology has developed, robot drilling
surgery has gradually become more acceptable [3, 4].
Compared with human-performed operations, robotic op-
erations for cochlear drilling have shown far more advan-
tages than the former, which is conducive to an e�ective,
quick, and safe methodology for cochlear drilling [5]. Hu-
man beings have innate advantages in visual information
perception and can quickly extract and identify information
and content during surgery; however, there is no perfect
computer model in this �eld, and the weak visual

information processing ability is the key to the challenges
facing robotic surgery for cochlear implant drilling [6]. In
recent years, temporal bone visual localization as the core
technology for robotic drilling surgery has garnered an
increasing amount of attention. �e goal is to map the
positions of key tissue structures in the ear and plan the
drilling path of surgery by using the postures of human
temporal bones [7].

Currently, many scholars are studying the rapid tem-
poral bone localization method, but most of them still abide
by the traditional image detection marker method. Cho et al.
proposed registering the locations of surgical wounds using
a tripod visual calibration rod as a marker [8]. �e cali-
bration rod could provide reliable geometric feature
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information and facilitate calculating wound location, but
the registration method for implanting the calibration rod
was cumbersome and would easily affect the operating space.
Dillon et al. used titanium screw implantation on temporal
bones to simplify the challenges inherent to marker im-
plantation [9], but the locations where the titanium screws
were implanted were random and riddled with uncertainties,
and it is difficult for computers to obtain such random
information. Jia et al. proposed a short-flow visual regis-
tration method of the malleus, which can effectively improve
registration accuracy for intra-aural structures and reduce
any damage caused by the registration process [10], but this
method requires a surgeon to have a lot of clinical
experience.

In conclusion, the temporal bone localization markers
used now cannot satisfy the requirements for rapid detection
in computer vision. To solve the aforementioned problems,
this paper proposed a temporal bone localization method
based on an auxiliary ring, named the Deep (DL-M), and
functions based on a combination of deep learning target
detection, computer vision, and medical requirements of
cochlear implant drilling surgery. )e DL-M reduces ex-
traction time for feature points and matching calculation of
irrelevant features through image processing. Compared
with BM, SGBM, and other methods, DL-M is faster, and its
overall duration is about 40ms, which meets the require-
ment for real-time detection of more than 20FPS. )e av-
erage detection accuracy of the auxiliary ring is less than
±0.63°.

2. Principles of Auxiliary Temporal Ring
Bone Localization

In the robotic drilling operation for a cochlear implant, a
surgical approach from the mastoid surface of the temporal
bone to the tympanic step needs to be drilled, so it is
necessary to locate the temporal bone in the body to de-
termine the drilling point and the direction of approach [11].
Since there is no fixed and easily identifiable feature in-
formation for the temporal bone, it is difficult to calculate its
pose through vision. )erefore, it is necessary to plant ex-
ternal markers to establish the spatial relationship between
the markers and the temporal bone and to detect and cal-
culate the pose information for external markers to obtain
the current pose information for the temporal bone.
)erefore, during robotic cochlear implant drilling surgery,
temporal bone position and pose information detection are
obtained by detecting temporal bone visual markers.

2.1. Temporal Bone Positioning Auxiliary Ring. During co-
chlear implant drilling, the temporal bone with implant
markers was initially scanned with high-precision CT, and
its three-dimensional image was reconstructed. )en, the
relative position of the tissue structure in the ear was cal-
culated to plan the drilling path based on the surgical
conditions, and the relative postural relationship between
the path and markers was calculated. Finally, the robot drills
the planned surgical approach through the relative postural

relationship between the postural information from the
markers and the path [12, 13]. )erefore, temporal bone
markers should not only have a clear shadow in a CT scan
but also visual features that can be detected by machine
vision. )e traditional locating method with external
markers is random and subjective, and the irregular pattern
is not conducive to machine vision detection and analysis.
)ere are three main effects of robotic drilling. First, the
spatial location of marker planting is too single, which will
affect the calculation of depth information, which will lead to
a large relative position error between marker and tissue
structure. Second, too many marker points will cause sec-
ondary damage to the temporal bone. )ird, it is difficult for
robots to detect and analyze the traditional irregular
planting location distribution. To resolve these issues, a
robotic drilling auxiliary ring for cochlear implantation was
proposed and designed, as shown in Figure 1.

)e auxiliary ring is structurally divided into three parts:
the inner ring, the outer ring, and the attached titanium
sphere. )e inner ring is nested in the outer ring, and the
titanium sphere is attached to the torus of the outer ring and
is sequentially mapped. )e effects of traditional markers
and auxiliary ring implantation are shown in Table 1. By
using the auxiliary ring as the temporal bone visual regis-
tration marker, up to three wounds on the temporal bone
can be fixed, thus reducing temporal bone injuries in the
implanting process. )e use of a circular structure is more in
line with human engineering properties. )e titanium
spheres attached to the outer ring can be used as markers in
CT scan reconstruction instead of titanium nails. )e inner
and outer ring structure adds visual features that are easy to
detect on the auxiliary ring surface. )e feature points of
colors, fixed shapes, and distribution laws are beneficial to
computer vision processing and analysis.

2.2. BinocularVisionMeasurements. In the cochlear implant
drilling operation, the auxiliary ring spatial position should
be calculated, and real-time feedback of image information
during the operation is needed. Binocular vision was used to
locate the auxiliary ring. Based on the parallax principle,
binocular vision reconstructs the three-dimensional coor-
dinates of the target in space according to the two-di-
mensional coordinates of the measured target in the left and
right images combined with the transformation relationship
between each coordinate [14]. Binocular ranging needs to
calibrate the binocular camera, determine the transforma-
tion relationship between the world coordinate system, pixel
coordinate system, and camera coordinate system, and fi-
nally calculate the rotation matrix and translation vector
between the internal and external camera parameters and
the left and right cameras. )e calibration tool for the
STEREO Camera Calibrator in MATLAB was adopted, and
Chang’s calibration method was employed to calibrate the
internal and external parameters of the left and right
cameras. )e calibration results are shown in Figure 2.

According to the mapping relationship between the
projections, external parameters, and internal parameters,
the distortion coefficients were obtained after the left and
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right cameras were calibrated, and the projection matrices of
the cameras were Ml Mr, respectively, allowing the world
coordinates of any point in space to be (X, Y, Z), then the
following formula can be obtained:
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(1)

In the above formula, Zcr Zclis the distance from the
projection of a point in space on the optical axis to the

optical center; Mr Ml is the projection matrix of the camera;
and (X, Y, Z) is the world coordinate of a point in space.

3. Auxiliary Ring Positioning Method

)e temporal bone auxiliary ring positioning method DL-M
proposed in this paper for cochlear implant drilling surgery
can generally be divided into three parts: target region
detection, feature point extraction, and position and pose a
solution. )e specific realization process is shown in Fig-
ure 3. First, the outer ring of the input image and the target
region of the characteristic titanium spheres are detected by
the trained deep learning model. Next, the feature points in
the boundary box are extracted quickly, and the image
coordinates are calculated. )en, binocular vision measures
the three-dimensional coordinates of the feature points.
Finally, the pose information for the auxiliary ring is solved
according to the three-dimensional coordinates of the fea-
ture points.

Table 1: Statistics of auxiliary ring model test results.

Target object identification Real quantities Quantity checks Missed checks Error checks
Outer ring 130 131 1 2
Titanium spheres 650 664 5 19
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Figure 1: Auxiliary ring 3D model.
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3.1. Auxiliary Ring Target Detection. How to efficiently
identify an object to be measured is always one of the most
important challenges for machine vision. Due to the in-
fluence of light, blood stains, instruments, and other factors,
it is difficult to obtain the characteristic information of the
auxiliary ring quickly and accurately through traditional
detection methods in cochlear implant drilling surgery. Due
to the development of the Convolutional Neural Network,
deep learning algorithms based on the Convolutional Neural
Network, it has gradually become the main method of target
detection. Compared with traditional detection methods,
deep learning algorithms are more advantageous in terms of
speed, precision, and structure [15, 16]. In drilling surgery,
the deep learning target detection algorithm can quickly and
accurately identify the characteristic information of the
auxiliary ring in complex surgical environments and ac-
celerate auxiliary ring positioning.

To accurately and quickly detect the target auxiliary ring
in a complex surgical environment, the YOLOV3 method
was employed in this paper to detect the target related to the
auxiliary ring [17]. )e outer ring and titanium spheres were
used as detection models for training auxiliary rings to
obtain the boundary information of the outer ring and ti-
tanium spheres. )e K-means clustering algorithm was used
to calculate the prior parameters of anchor points in the data
set, and the method for initiating random numbers in the
clustering algorithm was changed. By analyzing the data set,
9 anchor points are given for the initial calculation, which
can help the network better adjust the size of the bounding
box while learning. In this experiment, the outer ring region
and titanium sphere regions from about 650 images of the
auxiliary rings with a different attitude in different envi-
ronments were labeled, and the PASCAL VOC2007 dataset
was established.

3.2. Feature Extraction. After the target features of the outer
ring and titanium spheres were obtained by target detection,
the target feature information in the boundary box should be
further extracted, as shown in Figure 4. Firstly, the image of
the attitude auxiliary ring was preprocessed by filtration and
equalization. Secondly, the contour information in the
boundary box of the outer ring was detected, screened, and
fitted, and the fitted contour dataset was reconstructed by
using relevant mathematical functions. )en, the

reconstructed ellipse dataset was matched with the original
contour dataset to determine whether the contour was the
target contour that met the conditions. Finally, the center of
the fitted ellipse was calculated, which was the two-di-
mensional coordinate of the center of the auxiliary ring.

To reduce the image processing duration, RoI seg-
mentation was conducted on the original image in the range
of the bounding box information output after target de-
tection, and image pre-processing was conducted within RoI
to reduce the amount of image pre-processing calculations.
Bilateral filtering removed the noise in images in the region
of interest and the image edge information was retained.
)en the target feature points were extracted by ellipse
detection and a region growing algorithm. Finally, the
feature points of the left and right cameras are matched to
provide reliable matching points for binocular vision
calculation.

3.3. Posture Calculating. After the matching target feature
points were obtained, the characteristic coordinates of the
auxiliary ring were obtained through the principles of
binocular vision, and the auxiliary ring position and pose
information were further calculated. )e specific process is
shown in Figure 5.

)e feature points matched by the left and right images
were substituted into (1), and irrelevant variables were
eliminated. )e least square fitting method solved the three-
dimensional coordinates for the feature
points.(xi, yi, zi)i ∈ (1, 5), (qx, qy, qz) represented the co-
ordinates of the centers of the corresponding 1–5 titanium
spheres and the corresponding inner ring. )e obtained
coordinates were the three-dimensional space coordinates
for the auxiliary ring from the image plane coordinates.
Given the world coordinates of the camera, the coordinate
values of the auxiliary ring in the world coordinates can be
obtained through coordinate transformation. To coordinate
with each serial number corresponding to an individual
sphere, this paper combined with the distribution rules of
auxiliary ring attached titanium ball, and designed the co-
ordinate collation of feature points by considering the in-
tensive degree of space points. )e intensive degree ρi of the
coordinate distribution concerning the titanium cue ball was
calculated by using the formula (5), the feature points were
ordered by relative intension of ρi, and, thus, the titanium

Camera capture
pictures Target detection Target or not

N
Y

Extract features

Information
decoding

Real-time
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Coordinate
calculation

Assist ring pose
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Figure 3: Auxiliary ring positioning method flow.
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spherical coordinate in the image corresponded with the
actual serial number of the ball. It can provide accurate
characteristic correspondence information for the ring at-
titude solution.

According to the regular distribution of titanium
spheres, a virtual average point of titanium spheres is:

pavg �
sum pj 

j
. (2)

Find the square of the absolute distance between each
point and the average point.

ρ �
1
d
2 � p

j
− p

avg
 

2
, (3)

(2) and (3) are simultaneously established, and the ir-
relevant variables are eliminated to obtain:

ρi �
1


k

pik − 
5

j�1
pjk⎛⎝ ⎞⎠

2 k � (x, y, z) ,

(4)

Setting the auxiliary ring attitude as the initial attitude
when the width coordinate of the line between the No. 1
titanium sphere and the ring center is perpendicular to the
image.)e rotation angles around theX, Y, and Z coordinate
axes are defined as θx, θy, θz, respectively. )e initial angle is
defined as when the No. 2 titanium ball and the No. 3 ti-
tanium ball are parallel to the X-axis of the spatial coor-
dinates. )e connection between the center of the No. 2
titanium ball and No. 3 titanium ball is parallel to X, so the
rotation angle around the z-axis can be obtained only by
calculating the tangent value of the connection and X, so θz

can be expressed as:

θz � tan−1 y3 − y2
x3 − x2

 . (5)

To reduce errors in angle calculation caused by visual
detection and feature extraction, the three-dimensional
coordinates of the spherical center were substituted into the
spatial plane equation to fit the auxiliary ring plane by the
spatial multipoint SVD plane fitting method to reduce the
errors caused by binocular vision measurements and opti-
mize the attitude calculation results.
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Figure 5: Pose and pose calculation process.
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Taking the residual difference between the selected
feature points and the fitting plane as the goal of minimi-
zation optimization, the fitting objective function is
min‖AX‖, with constraint ‖X‖ � 1through a singular value
decomposition A � UDVT. )e feature vector corre-
sponding to the minimum singular value was the coefficient
vector of the fitting plane. )e geometric meaning of a, b, c

was the coordinate component values of the normal plan
vector, so θx, θy can be expressed as:

θx � tan−1 a
c

 

θy � tan−1 b
c
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(7)

)rough the aforementioned coordinate calculation of
feature points and plane fitting operation, the spatial co-
ordinate position of the auxiliary ring under the camera
plane was obtained. Since the spatial relationship between
the temporal bone and the auxiliary ring was obtained by
preoperative CT scanning, the spatial position of the tem-
poral bone and structural tissue in the ear could be obtained
by coordinate transformation.

4. Rapid Extraction of Auxiliary Ring Features

In the temporal bone auxiliary ring visual positioning
method, the key to pose detection is to extract the set features
quickly and accurately. )e more traditional BM or SGBM
needs to calculate the pixel points of an entire image, and the
algorithm takes a long time and is prone to producing
parallax holes, which is not conducive to extracting specific
feature points. In this paper, the DL-M feature point ex-
traction scheme can quickly and accurately extract target
features and, through improved ellipse matching, regional
growth point selection and matching methods, accelerate
target feature extraction.

4.1. Ellipse Matching Based on Image Moments. While
detecting contour ellipse in the auxiliary ring, because the
input contour was not screened in the Hough ellipse fitting,
it is impossible to judge whether the original contours before
fitting are an elliptic contour. To solve this problem, based
on the concept behind the Hu moments image moment, this
paper calculated the Hu-moment for the fitting contour and
the original contour and judged it, which greatly eliminated
any interference from nonelliptical contours. On this basis, a
contour screening mechanism was added to reduce the
computational burdens for ellipse recognition. After fitting
the selected contour, the mathematical expression for the

fitting ellipse was established by using the rotation matrix
information returned by the fitting, and the fitting ellipse
pixel group was reconstructed. )e calculation formula is:
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)e geometric moments for the reconstructed elliptic
contour and the original image contour were calculated, and
the reciprocal deviations of the geometric moments were
calculated to accumulate the moment errors in the original
contour and reconstructed contours.)e specific calculation
formula is:

Mx � 
M
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j�1
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I(A,B) � 
7

i�1

1
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i
−

1
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i




.

(9)

)e accumulated error function was then normalized.
When the fitted ellipse contour was similar to the original
contour, I(A, B) approached 0; otherwise, it approached 1.
)e maximum threshold was set to limit the errors between
its geometric moments, and then the similarities between the
two were judged.

4.2. Obtaining the Planar Center of the Titanium Spheres.
While calculating the titanium sphere centers by the angle of
view, part of the titanium sphere boundaries will be blocked
by the outer ring plane, so they cannot be completely de-
tected in the image. In this paper, the region-growing al-
gorithm [18] and circle compensation were used to calculate
the image coordinates of the titanium sphere centers. )e
challenge for the regional growth algorithmwas selecting the
seed starting point. Usually, the seed point is judged arti-
ficially, or the starting point of the seed is obtained by using a
clustering algorithm adhering to a certain set of rules. )is
method was difficult to apply to the seed point selection for
the titanium spheres because of their small size and indis-
tinct features.

To solve the aforementioned problem, the region growth
algorithm was designed in combination with the titanium
sphere boundary box information obtained from YOLOV3
target detection. )e specific process is shown in Figure 6.
)e midpoints of the titanium sphere beam boxes were
utilized as the growth starting points, and the shape of the
visible portions of the titanium spheres were described, and
the field pixel values and growth sizes at the midpoints of the
titanium sphere beam boxes was limited to exclude any
incorrectly detected targets during target detection. )e
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minimum circumferential circle was used to complete the
spherical surfaces of the titanium spheres, and their centers
were calculated.

4.3. Feature Point Matching Based on Polar Constraints.
After the feature points on the auxiliary rings from the left
and right images were obtained through the aforementioned
calculation, the order of the titanium spheres in the left and
right images was different. Based on the concept of polar
constraints, this paper matches the feature points of the
titanium spheres, and the main process is:

(1) Calculated the polar equation on the right image
plane through the coordinates of the characteristic
points of the centers of the titanium spheres on the
left image plane.

(2) Calculated the distances between the feature points
in the right image and the polar line, and found the
right feature points with the smallest distances after
feature traversal. )e smallest point was the
matching point of the left image in the right image.

(3) )e matching feature information was stored, and
the distance error was analyzed. If the error was
greater than the set value, the point was brought into
the region again for growth calculation.

With this method, the target feature points for the
centers of the titanium spheres could be accurately matched.
When compared with the traditional matching methods BM
or SGBM based on polar line constraints, the calculation of
useless coordinates during feature matching can be reduced.
In addition to accelerating the matching speed, the precision
of regional growth feature points was also calculated and
analyzed.

5. Results and Discussion

In this paper, the method that calls for drilling an auxiliary
ring for cochlear implants was used as the test object to
detect features and calculate position and pose information.
Firstly, the trained auxiliary ringmodel was tested on the test
set, and the average detection rate, the missed detection rate,

and the false detection rate were calculated, and the effect of
the model was evaluated by comparing it with the detection
method. )en, the method of extracting feature points is
verified to evaluate its reliability. Finally, the pose infor-
mation of the auxiliary ring under different positions and
postures is measured and the error is analyzed.

In the target detection experiment, 130 test pictures were
tested, and some of the test results are shown in Figure 7.
Among them, the number of auxiliary rings was 130, and the
number of titanium spheres was 650. )e number of de-
tections, missed detections, and false detections for the
model was statistically analyzed, and the results are shown in
Table 1. It can be observed that the model presented in this
paper has a high recognition rate for both the outer ring and
the titanium spheres on the auxiliary ring, and the detection
effect for the outer ring was better than that of the titanium
sphere.

Using auxiliary ring structure characteristics of the
feature point extraction scheme design, by combining deep
learning target detection and image processing with a feature
point detection method that incorporated a feature point
matchingmethod based on polar constraints, a large number
of target detections were decreased, and the time needed for
binocular image feature matching quickly extracted accurate
target feature points. )e specific process and effects are
shown in Figure 8.

To better evaluate the current morphology and mea-
surement data for the auxiliary ring during the operation,
this paper used QT to design the image interactive interface.
Multithreading displayed current image information in real
time and controlled target detection, image processing, and
information transmission programs, as shown in Figure 9. In
the figure on the left, the image content obtained in real time
by the left and right cameras was provided for real-time
observation during the experiment.)e image on the right is
the target detection effect. )e image in the lower right
corner displays the current coordinate information of the
auxiliary ring in real time. )e interface of information
transmission is also reserved in the program, which makes
preparation for the interaction between the surgical robot
and visual information.

)e auxiliary ring was fixed on the experimental plat-
form with a variable dip angle, and the auxiliary ring po-
sition and attitude were measured by changing the platform
angle and setting the auxiliary ring dip angle. )e binocular
camera was placed about 25 cm above the experimental
platform. To eliminate any error interference caused by the
camera’s own attitude, the camera was fixed, and the error
between the actual and measured angle changes was cal-
culated through the differences in experimental angle
measurement. )e position and attitude information of the
auxiliary ring under random different attitudes were mea-
sured several times (greater than 50), and the standard
deviations and maximum deviations obtained from all
measurements were counted. )e test results are shown in
Table 2. Experimental data shows that the method has
relatively high accuracy and small measurement fluctuations
in the test environment, and the measurement results have
good stability.

Computing center of
the circle

Enter the next
boundary

Titanium sphere
boundary box

Seed point calculation

whether it is a
seed point

Y

N

Circular
compensation

Image input

Region growing

Figure 6: Calculation process for center coordinates.
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In robotic surgery, the use of titanium nails as markers
does not give a fixed structure. )e use of a triangulation bar
usually requires the secondary calibration in the operation,
which takes time and has a certain impact on the operating

space. )e auxiliary ring of cochlear implant drilling used in
this paper adopts the combination of simple shapes, colors,
and materials, which not only meets the positioning re-
quirements of the auxiliary robot cochlear implant drilling

(a) (b) (c)

(d) (e) (f )

Figure 8: Feature Point Extraction Effect. (a) Target detection; (b) ellipse fitting; (c) region growing; (d) contour detection; (e) compensation
outline; and (f) final exaction effect.

Figure 7: )is is a figure. Schemes follow the same formatting.
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surgery but also provides enough operating space. It has
certain advantages compared with titanium nail implanta-
tion or the use of a visual calibration rod. )e effects of
traditional markers and auxiliary ring implantation are
shown in Table 3.

In this paper, the deep learning algorithm was combined
with the binocular vision image processing auxiliary ring
detectionmethodDL-M.)e neural networkmethod is used
to train the model of specific auxiliary rings in advance, and
the deep learning target detection method is applied to
medical-assisted detection, which is faster and more accu-
rate than the traditional target detection method, and the
detected perceptual region helps to reduce the computa-
tional effort and difficulty in the subsequent feature ex-
traction. Compared with the traditional binocular vision
matching algorithms, such as BM and SGBM, the detection
speed and matching effect were improved. )e DL-M
method used in this paper is similar to the BM matching
algorithm in speed, but the effect is more accurate. In this

paper, the DL-M method eliminated the duration of useless
feature point matching and 3D coordinate calculation and
utilized a fast image processing method to increase the
accuracy of effective feature extraction for the auxiliary ring.
In this paper, an image with a resolution of 1280∗ 720 was
used to compare three visual matching algorithms, and the
results are shown in Table 4.

Based on the aforementioned experiments, it can be seen
that the DL-Mmethod designed to detect the temporal bone
in cochlear implant surgery using the auxiliary ring as the
temporal bone marker in this paper can quickly and ac-
curately detect the auxiliary ring, extract the features, solve
the relative pose information, and then calculate the tem-
poral bone pose. It reduces the duration spent on temporal
bone localization while the cochlear implant robot drills, and
the average detection and calculation efficiency is about
25FPS, which is a great improvement over traditional
medical image navigation systems and binocular matching
algorithms. )e average attitude measurement accuracy is

Figure 9: GUI interactive interface.

Table 2: Position and angle measurement results statistical table.

Measuring object Max deviation Standard deviation
X/Y 0.562mm 0.287mm
Z 1.331mm 0.718mm
θx/θy 0.632° 0.265°
θz 0.312° 0.205°

Table 3: Comparisons of marker implanting effects.

Marker object Volume Number of wounds Visual features Feature fixed Workspace impact
Titanium nail Smallest 3∼5 Shape N Minimal
Tripod visual calibration rod Biggest 3∼5 Shape Y Greatest
Auxiliary ring Smaller 2∼3 Shape, color Y Less
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about ±0.6°. )e high frequency detection ability can further
compensate for measurement errors and meet the re-
quirements for the real-time acquisition of temporal bone
postures in cochlear implant drilling surgery.

6. Conclusions

Combined with target detection, image processing, and
binocular vision, this paper proposes a fast and real-time
detection and calculation method for temporal bone marker
localization in cochlear implant robot drilling surgery. )e
detection rate for auxiliary ring features is about 97%, and the
overall detection and calculation time is about 40ms. )e
average attitudemeasurement accuracy is ±0.63°.)e position
and attitude information of the auxiliary ring can be obtained
quickly, and the rapid calculation for the auxiliary ring po-
sition and pose can reduce the time of temporal bone visual
positioning in cochlear implant drilling operations, greatly
improving the robot’s capabilities to extract visual informa-
tion during the operation, which has a better auxiliary role for
future research and applications of cochlear implant drilling
operation. Since the accuracy of visual positioning is closely
related to the binocular camera itself, the positioning accuracy
of this method is still very limited. )e accuracy of mea-
surement may not yet fully meet the requirements of surgical
positioning. )e accuracy of the detection calculation is
limited by camera performance, and the future research di-
rection is to improve the accuracy of target detection and
visual measurement, and our team will continue to conduct
in-depth research in this direction.With the improvements in
binocular vision technology and camera performance, this
method will also make the research results more robust, and
the use of this method will also obtain higher measurement
accuracy, which our team will investigate here next.
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)e rapid development of computer software and hardware, network technology, and various Internet platforms has brought
mankind into a new era. In recent years, “virtual reality” can be regarded as a huge hot spot, whether in the field of industry,
education, or research. At present, although the heat has subsided a little, the technical teams involved in various fields are also
working collectively to continuously innovate. Based on the mixed teaching mode of English education, this article conducts in-
depth research on deep learning and virtual reality technology, integrates deep learning and virtual reality learning environment,
and builds a learning model of English education learning environment based on virtual reality. )e teaching design of the course
aims to fully combine the main content of deep learning with the virtual reality environment.)rough experimental research, it is
explored whether the learning environment based on virtual reality can promote deep learning. )e relevant data of the ex-
perimental class and the control class are collected through questionnaires, starting from the four dimensions of motivation
dimension, investment dimension, strategy dimension, and result dimension, and conduct a comparative analysis, and use the
auxiliary interview method to understand the experience of students and teachers on virtual reality equipment and put forward
relevant suggestions.

1. Introduction

With the continuous development of society and the con-
tinuous integration of education and information technol-
ogy, the country’s education informatization has also
ushered in rapid development. )e continuous populari-
zation of the Internet, virtual technology, cloud computing,
etc. provides education with an interactive and cooperative
teaching environment of “Internet +.” )e rapid develop-
ment of these technologies will promote the development of
education and teaching, and change the demand for talents
and the form of education. Among them, the rise and de-
velopment of virtual reality (VR) technology will have an
increasingly important impact on future education forms.
As a new technology applied to the field of education, virtual
reality has gradually become a brand-new educational
method to help teachers teach and promote the development

of education, enriching the dimension of education from the
aspects of the learning process and results. Different from
the traditional teaching mode and teaching environment
where the teachers of traditional education stand on the
podium, Internet technology and virtual reality technology
are fully utilized, so that the teaching mode and students’
learning environment have undergone great changes, and
they can intuitively feel the real and specific )is kind of
learning environment relieves the pressure on schools and
learner resources, can help students become participants in
the learning environment, knowledge is more easily ac-
cepted and recognized by students, and promotes students’
enthusiasm for learning. )e continuous improvement of
learning enthusiasm can make students’ thinking continue
to expand, and also can make students’ interest in learning
continue to improve, which has a very important positive
effect on students’ learning efficiency. It can be seen that the
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in-depth application of virtual reality technology in edu-
cation and teaching and the exploration of innovative ed-
ucation and teaching models are highly valued by the
country, and the application of virtual reality in education
has also become one of the main directions of virtual reality
research and development. Its application will inject new
vitality into traditional teaching. In the era of an increasingly
informatized and globalized knowledge economy, learners
are faced with complex and diverse social and learning
environments. Based on this, American scholars and all
walks of life have launched “deep learning” activities to help
students be able to have a comprehensive understanding of
people’s daily life, daily work, and university life in the
future. In order to achieve the goal of deep learning, teachers
should adopt new and effective teaching modes and teaching
strategies, so that students are not limited to shallow un-
derstanding, but stay at the shallow learning level. Students
build new knowledge on the basis of existing knowledge and
experience and transfer it to new situations, so as to achieve
deep learning. )e immersion, interactivity, and conception
of virtual reality technology provide technical support for
deep learning. It can not only create and reproduce the
existing scenarios in reality but also create and conceive
scenarios that cannot be experimented with or not in reality,
which helps to effectively enhance the state of students’ deep
learning. )erefore, the deep learning and virtual reality
learning environment integrate, build a learning model of
English education blended teaching based on the virtual
reality learning environment, and carry out teaching design
according to the learning model and related courses, aiming
to fully combine the main content of deep learning and
virtual reality environment, so that students can learn more.
)e state of learning has been effectively improved, and the
students’ learning efficiency has been continuously im-
proved [1–10].

2. Related Works

With the continuous change of VR technology, virtual reality
has been widely used in medicine, education, film and
television, and other fields and in the educational application
of virtual reality technology. )e earliest country to apply
virtual reality technology in education is the United States,
where it is widely used in military teaching. )e research and
application of VR technology in the United Kingdom is the
most advanced country among all European countries; at the
same time, the University of Nottingham has achieved ex-
cellent results in the application of virtual reality technology
in the field of education. VR technology is used in the field of
education to help students with physical disabilities and
learning difficulties to further improve their learning effi-
ciency. In virtual reality, learners interact with the learning
environment according to the specific object content. )is
interaction is immediate, and the virtual environment can
react in real-time based on the learner’s behavior, for ex-
ample, providing language input to learners in a targeted
manner. )e combination of virtual technology and educa-
tion can also improve student outcomes. Research has found
that students in VR English teaching classes get higher grades

than other students, and VR also helps with memory re-
tention. EdTech reports on a recent study that showed a
nearly 9% increase in memory retention for students who
learned in a VR immersive environment. Virtual reality
technology has a wealth of practical experience in the field of
education. However, there are obvious limitations in the
application of virtual reality technology in today’s education
field. Deep learning makes virtual reality education more
rigorous. Using new software and hardware equipment and
combining intelligent learning environments for deep
learning can better promote students’ self-learning and
lifelong learning. Learning, thus cultivating new talents to
adapt to the development of the times. )e application of
virtual reality education not only provides unique advantages
for learners in the learning environment, interactive envi-
ronment, and experimental environment but also requires
strengthening and improving the self-awareness and initiative
of learners in autonomous learning, which is in line with the
established goals of deep learning at all stages. Immersion,
interactive functions, and conception in the virtual reality
environment provide support for deep learning. Deep
learning is a situation-based learning method. If knowledge
cannot be applied to new and real situations to solve prob-
lems, only superficial understanding, mechanical memory,
and simple copying, then this kind of learning will still remain
on a shallow learning level. )is research will be based on
virtual reality technology combined with English education
mixed teaching courseware, allowing students to experience
English learning in virtual scenes, so as to carry out in-depth
learning. In the process of English mixed teaching practice,
virtual reality technology can provide the interaction of real
role models and dialogue scenes [11–15].

3. Related Theories and Technical Methods

3.1. Virtual Reality Technology

3.1.1. Virtual Reality System. Virtual reality is a simulation
technology that uses a computer to create a near-real virtual
environment that is dynamic, three-dimensional, and fully
immersive when the user interacts with it. According to
different functions and implementation methods, virtual
reality systems can be divided into four categories such as
wearable virtual reality systems, desktop virtual reality sys-
tems, augmented virtual reality systems, and distributed
virtual reality systems. According to the scenario materials
and suggestions in the learning activities in the English
teaching curriculum standards, combined with the results of
the school’s pre-investigation, the virtual reality system in this
study is planned to use a wearable virtual reality system. Due
to the uneven situation of VR hardware in schools at this
stage, the selection of the type of virtual reality system will be
based on the VR teaching resources and hardware status of
the selected high schools’ virtual reality system. Wearable
virtual reality systems are also known as “immersive virtual
reality systems.” Users enter a virtual environment with
hardware devices such as virtual reality glasses and digital
helmets and then interact with the virtual environment
through sensing devices such as data gloves (Figure 1) [16].
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3.1.2. VR Teaching Resources. English teaching resources
refer to many materials and conditions that can be used by
teachers in all aspects of English teaching, including English
course textbooks, English teaching cases, relevant English
video pictures, PPT English teaching courseware, as well as
teachers’ resources, teaching aids, and teaching infrastruc-
ture such as desks. In a broad sense, English teaching re-
sources can refer to all elements used by teachers in the
process of English teaching, including people, money, ma-
terials, and information that support and serve teaching; in a
narrow sense, English teaching resources (learning re-
sources) mainly include teaching materials, teaching envi-
ronment, and teaching support system. )e VR English
teaching resources in this study belong to the narrow English
teaching resources in the broad and narrow sense, including
(1) VR hardware equipment: wearable complete sets of
virtual reality glasses for English teaching, virtual reality all-
in-one machine. (2) VR software resources: virtual reality
software resources that are matched with equipment, related
to courses, and developed maturely. (3) VR supporting
classrooms: VR supporting classrooms that can properly
store and easily access VR-related hardware equipment, have
enough space for students to interact and explore inde-
pendently with the virtual environment, and have an in-
teractive learning space design.

3.2. Deep Learning +eory. According to the subject core
literacy and course objectives of the English blended
teaching course, carefully analyze the English textbooks
used, collect data on virtual reality and deep learning, and
draw lessons from the famous teaching reform experts
LeAnn Nickelsen and Eric Jensen in their works. Based on
the study of learning, a detailed process system is con-
structed, and based on each link of the model, a complete
deep learning process is formed (Figure 2) [17].

Based on the theoretical framework of deep learning, this
research constructs a deep learning model based on a virtual
reality environment (Figure 3).

Analyze the current students’ understanding of virtual
reality, based on the deep learning model, combine virtual
reality and English courses, follow the basic principles of

teaching design, and construct a virtual reality environment-
based English mixed teaching curriculum design framework
(Figure 4) [18–20].

4. ResearchDesign andResultAnalysis ofMixed
Deep Learning in English EducationBased on
Virtual Reality Environment

4.1. Experimental Design

4.1.1. Experimental +eme. )rough the case of a VR ed-
ucational game called “In Order To Dr.,” an experimental
class and a control class were set up, and the traditional
teaching methods and the teaching methods with the help of
VR educational games were used to conduct comparative
experimental teaching in the English mixed teaching
classroom. Taking Unit 1: Where did you go on vacation?
For the experimental class in the first week as an example,
the teaching objectives are drawn up, as shown in Table 1
[21].

4.1.2. Experimental Variable. Independent variable:
whether to adopt the English blended teaching-learning
mode based on a virtual reality environment.

Dependent variable: whether it helps to promote deep
learning, that is, whether it has achieved the promotion of
problem-solving ability, communication, active coopera-
tion, knowledge processing level, and reflective evaluation
level.

Irrelevant variables: students’ initial cognition, opera-
tional level, mastery of basic knowledge, and grades in
English class.

Number of students, teachers, English teaching content,
study hours, etc.

4.1.3. Experimental Hypothesis. In view of the existing
problems in the current English mixed teaching and the
current teaching practice research of virtual reality, the
design and construction.

)e deep learning teaching mode of the English blended
teaching course is based on the virtual reality environment,

Figure 1: Selected school virtual reality device.
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and the experimental research on the effectiveness of this
teaching mode. )e experimental hypotheses proposed in
this experimental study are as follows:

Hypothesis 1. the level of deep learning in the English
learning environment based on virtual reality is significantly
improved compared with the control class in the traditional
teaching environment.

Hypothesis 2. the motivation level in the English learning
environment based on virtual reality is significantly im-
proved compared with the control class in the traditional
teaching environment.

Hypothesis 3. the problem-solving ability in the English
learning environment based on virtual reality is significantly
improved compared with the control class in the traditional
teaching environment.

Hypothesis 4. the ability of communication, communica-
tion, and cooperation in the English learning environment
based on virtual reality is significantly improved compared
with the control class in the traditional teaching
environment.

Hypothesis 5. the knowledge processing level in the English
learning environment based on virtual reality is significantly
improved compared with the control class in the traditional
teaching environment.

Hypothesis 6. the level of reflective evaluation in the English
learning environment based on virtual reality is significantly
improved compared with the control class in the traditional
teaching environment.

4.1.4. Experiment Process. According to the specific content
of the research topic and the actual situation, the specific
process designed in this article is shown in Figure 5.

4.2. Matching of VR Teaching Resources. Learn about school
VR equipment availability. )e classroom is a smart class-
room that integrates modern educational technologies such
as smart blackboards, smart tablets, smart recording and
broadcasting, and VR teaching equipment. In order to
promote students’ communication and discussion, the desks
are set up with closed polygons, and the classroom setting
conforms to the characteristics of the teaching mode
designed in this study, which is mainly based on

Attention and
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Activate prior
knowledge

Selective perception

Integrate knowledge
information

critical analysis

Knowledge
construction Knowledge transfer

Extract application Migrate apps

Evaluation

create

Import phase

Main stage

Evaluation stage

Figure 2: )e deep learning process.
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Figure 4: Instructional design framework.
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Figure 3: Deep learning model based on virtual reality environment.
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independent inquiry and cooperative inquiry. High school B
sets up the VR teaching equipment in an independent VR
classroom. As shown in Figure 6, the desks of the students in
this classroom are set in rectangles, and the teachers have no
other educational information equipment except VR
equipment.

VR Science Corner is the first VR Science Corner in
China that truly combines VR technology with science
education. It aims at popular science knowledge points; uses
virtual reality technology and virtual reality equipment; is
based on high-quality VR science resources; breaks the

traditional form of science education courses. Time provides
immersive science knowledge learning and experience in
order to realize various personalized teaching methods such
as independent learning and inquiry-based learning, and
enhance students’ interest in learning. As shown in Figure 7.

However, each VR classroom is equipped with only one
VR all-in-one machine, which is difficult for classroom
teaching. )erefore, in the English classroom, another VR
equipment for English classroom teaching is set up. VR/AR
education brand Class VR product, its initial interface is
shown in Figure 8.

Experimental class Control classPre-test

virtual reality
learning

environment

Teaching
experiment

traditional learning
environment

Motivation level
problem solving skills

Communication,
communication and

cooperation skills
knowledge

processing level
Reflective evaluation

level

post test

Comparative analysis
get conclusion

Questionnaire
interview

Motivation level
problem solving skills

Communication,
communication and

cooperation skills
knowledge

processing level
Reflective evaluation

level

Figure 5: Experimental process design.

Table 1: English teaching objectives.

Teaching objectives

1. Knowledge and skills: understand the meaning and usage rules of indefinite pronouns, learn to use Where and
How to ask questions in English activity conversations, and learn to use Did to ask questions about what happened
in the past. Master the following words: wonderful, most, something, nothing, of course, everyone, myself, yourself,
anyone, anywhere. Master the following sentence patterns: a. Where did you go on vacation?—I went to the

mountains. b. Where did Tina go on vacation?—he went to the beach. c. Did you go with anyone?—Yes, I did./No, I
didn’t.

2. Process and method: the teacher’s demonstration and the VR educational game explain the use of the context in
the simple past tense. Conduct group inquiry learning to complete the contextual use of the simple past tense in VR
educational games. Use special interrogative sentences in the simple past tense, general interrogative sentences, and

their affirmative and negative answers.
3. Emotional attitudes and values: feel the convenience of past tense in English expression, and improve the ability to
use information technology to solve problems in real contexts. In the process of learning with VR educational games,

cultivate a rigorous and realistic learning attitude.
Difficulties in
teaching

Past tense in the correct context, the use of reflexive pronouns such as yourself, myself, and the use of the indefinite
pronoun something, anything, someone, anyone, and other words.
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4.3. Teaching Objective Design. To promote deep learning of
English education blended teaching. )rough the imple-
mentation of a virtual reality-based teaching model designed
to promote deep learning in English education blended
teaching courses, through quasi-experimental research, to
explore whether the virtual reality learning environment can
help promote students’ deep learning.

4.3.1. Design of Teaching Activities. Teaching activities to
promote students’ in-depth learning means that students,
under the guidance of teachers, carry out constructive

activities based on existing knowledge, solve problems in
different situations through experiments, analysis, sum-
marization, etc., and finally form higher order thinking and
complete shallow learning. )e design of activities to pro-
mote deep learning mainly includes the form of activities,
the selection of teaching resources, and the methods of
implementing activities. )ese designs need to be closely
combined with the in-depth learning objectives determined
in the design of teaching objectives, especially the activities
necessary for driving questions and content questions de-
termined according to the objectives, to ensure the devel-
opment of students’ core literacy of English subjects and the

Figure 6: VR classroom.

Figure 7: Placement of VR all-in-one.

Figure 8: Class VR and initial interface.
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construction of self-knowledge systems, so as to promote
high-level learning. )e formation of order thinking.

At present, students’ lack of initiative in learning English
and lack of enthusiasm for learning are actually related to the
current “dead” classroom. How to make the classroom really
live, it is definitely necessary to design a variety of activities.
)e rational use of VR teaching resources is the key to
changing this situation. )erefore, important activities that
require teacher guidance should be given sufficient time for
students to prepare in the classroom, and secondary students
or activities that students are expected to be capable of
should be completed after class. )e purpose of deep
learning includes the acquisition of disciplinary thinking
methods, the cultivation of higher order thinking, etc., all of
which require students to truly carry out activities inde-
pendently, which cannot be achieved by teachers’ elabora-
tion alone. Of course, to ensure the quality of the activity, it is
necessary to integrate various factors, such as whether the
activity design is in line with the goals of deep learning;
whether the students are given enough time; whether the
students have enough opportunities to experience; the ac-
tivity design of each link; and whether it is organically
combined and matched with the purpose. )erefore, the
teaching mode in this study requires teachers to design a
study guide program for students to use in the course
content in the teaching process. )e purpose is to gradually
guide students to achieve in-depth learning in the stages of
autonomous exploration of VR experience and group dis-
cussion and cooperative exploration. Make students enter
the virtual environment with questions to explore, and take
part in group discussion and exploration with tasks.

4.3.2. Teaching Evaluation Design. In fact, most learners
cannot complete deep learning the first time, and most
people can only complete simple learning, that is, the
“knowledge” level. )e completion of deep learning requires
continuous evaluation and feedback. It can be said that
without evaluation and feedback mechanisms, it is almost
impossible for learners to learn abstract and complex cog-
nitive skills. Many studies have shown that evaluation can
promote the improvement of course performance, promote
learners to consolidate and internalize information, and is
conducive to the path to understanding, comprehension,
synthesis, evaluation, higher order thinking, and deep
learning. Provide continuous evaluation to students so that
as students engage in learning activities, they can continue to
see, hear, and experience the results of their efforts.

4.4. Experimental Results and Analysis. By randomly dis-
tributing questionnaires to other students, the purpose is to
ensure the rigor and rationality of the questionnaires, and
the reliability and validity of the recovered effective ques-
tionnaires are tested using SPSS 23.0. )is questionnaire sets
the current situation of students’ deep learning into four
dimensions: motivation dimension, investment dimension,
strategy dimension, and outcome dimension, which are
mainly reflected in the level of reflection and evaluation,
knowledge processing level, active cooperation ability,

communication ability, problem-solving ability, and moti-
vation. Basic information such as level mainly includes the
following types of questions and the details are given in
Tables 2 and 3.

4.4.1. Questionnaire Reliability and Validity Analysis.
)e Cronbach’s alpha coefficient of the posttest question-
naire dimension is 0.929, which is greater than 0.8, indi-
cating that this questionnaire has very high consistency and
the design content of this questionnaire is reasonable.

)e KMO value of the posttest questionnaire is 0.717,
which is greater than 0.6, indicating that the questionnaire
has good validity and is suitable for exploratory primer
analysis; the significance of Bartlett’s spherical test value is
less than 0.05, reaching a significant level, indicating that the
questionnaire contains items suitable for performing factor
analysis.

4.4.2. Group Statistics

(1) Dimensional analysis. From the analysis in Table 4, we
can see that from the perspective of motivation, the averages
of the experimental class and the control class are 4.8308 and
4.2923, respectively, with a difference of 0.5385; from the
perspective of investment, the averages of the experimental
class and the control class are 4.7322 and 4.1994, respec-
tively, with a difference of 0.5385. 0.5328; from the per-
spective of the strategy dimension, the averages of the
experimental class and the control class are 4.7590 and
4.3949, respectively, with a difference of 0.3641; from the
perspective of the result dimension, the averages of the
experimental class and the control class are 4.7885 and
4.3590, respectively, with a difference of 0.4295; thus it can
be seen that the mean value of each dimension of the ex-
perimental class is greater than the mean value of each
dimension of the control class.

(2) Ability level analysis. From the analysis in Table 5, it can
be seen that from the perspective of motivation level, the
mean of the experimental class is 4.8376, and themean of the
control class is 4.8376.

)e average value of the experimental class is 4.2735, a
difference of 0.5641; from the perspective of problem-solving
ability, the average value of the experimental class is 4.7650,
and the average value of the control class is 4.4017, a dif-
ference of 0.3633; from the perspective of communication,
communication, and cooperation ability, the average value
of the experimental class is 4.7564, and the average value of
the control class is 4.7564. )e average value of the ex-
perimental class is 4.3419, a difference of 0.4145; from the
perspective of knowledge processing level, the average value
of the experimental class is 4.7607, and the average value of
the control class is 4.2393, a difference of 0.5214; from the
perspective of reflection evaluation level, the average value of
the experimental class is 4.7404, and the average value of the
control class is 4.7404. It is 4.3173, with a difference of
0.4231; it can be seen that the mean value of each dimension

8 Scientific Programming



RE
TR
AC
TE
D

of the experimental class is greater than the mean value of
each dimension of the control class.

(3) Independent sample t-test. An independent sample t-test
was performed on the data of the survey results using SPSS
data statistical analysis software. )e analysis of the results
is carried out from four dimensions (motivation dimen-
sion, investment dimension, strategy dimension, and
outcome dimension). From Table 6, we can see that the
independent sample t-test results of the motivation di-
mension of the experimental class and the control class
show that there are significant differences between the two
teaching environments (t= 7.389, p< 0.001), the motiva-
tion dimension of students based on virtual reality learning
environment is significantly higher than that of students
based on traditional teaching form; the independent

sample t-test results of the input dimension of experimental
class and control class show that the two teaching envi-
ronments exist significant difference (t= 6.479, p< 0.001),
students based on virtual reality learning environment have
significantly higher input dimension than students based
on traditional teaching form; independent sample t-test
results of strategy dimension of experimental class and
control class show that the two. )ere is a significant
difference in the teaching environment (t= 4.193,
p < 0.001), and the students’ strategy dimension based on
the virtual reality learning environment are significantly
higher than that of the students based on the traditional
teaching form; the independent sample t-test results of the
experimental class and the control class’s outcome di-
mension. It shows that there is a significant difference
between the two teaching environments (t= 5.033,

Table 2: )e distribution of deep learning according to dimension question type.

Dimension Number of questions Question number
Motivation dimension 5 Q3, Q4, Q5, Q6, Q7
Input dimension 9 Q8, Q9, Q10, Q11, Q12, Q13, Q14, Q15, Q16
Policy dimension 10 Q17, Q18, Q19, Q20, Q21, Q22, Q23, Q24, Q25, Q26
Outcome dimension 8 Q27, Q28, Q29, Q30, Q31, Q32, Q33, Q34

Table 3: Deep learning questionnaire distribution of question types according to ability levels.

Ability level Number of questions Question number
Motivation level 6 Q3, Q5, Q6, Q7, Q15, Q18
Problem-solving skills 6 Q4, Q12, Q17, Q20, Q23, Q30,
Communication, communication, and cooperation skills 6 Q11, Q13, Q14, Q19, Q31, Q32
Knowledge processing level 6 Q8, Q9, Q10, Q16, Q21, Q33
Reflective evaluation level 8 Q22, Q24, Q25, Q26, Q27, Q28, Q29, Q34

Table 4: Posttest four-dimension group statistics.

Class N Average value Standard deviation Standard error mean

Motivation dimension Experimental class 39 4.8308 0.24078 0.03856
Control class 39 4.2923 0.38620 0.06184

Input dimension Experimental class 39 4.7322 0.31086 0.04978
Control class 39 4.1994 0.40879 0.06546

Policy dimension Experimental class 39 4.7590 0.36398 0.05828
Control class 39 4.3949 0.40194 0.06436

Outcome dimension Experimental class 39 4.7885 0.33339 0.05338
Control class 39 4.3590 0.41575 0.06657

Table 5: Posttest five ability level group statistics.

Class N Average value Standard deviation Standard error
mean

Motivation level Experimental class 39 4.8376 0.26070 0.04175
Control class 39 4.2735 0.34937 0.05594

Problem-solving skills Experimental class 39 4.7650 0.30038 0.04810
Control class 39 4.4017 0.41836 0.06699

Communication, communication, and cooperation skills Experimental class 39 4.7564 0.32183 0.05153
Control class 39 4.3419 0.35858 0.05742

Knowledge processing level Experimental class 39 4.7607 0.31250 0.05004
Control class 39 4.2393 0.46641 0.07469

Reflective evaluation level Experimental class 39 4.7404 0.39982 0.06402
Control class 39 4.3173 0.44040 0.07052
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p< 0.001), and the outcome dimension of students based on
the virtual reality learning environment is significantly
higher than that of students based on the traditional
teaching form.)e experimental results show that there are
significant differences in the four dimensions of the ex-
perimental class and the control class, and the experimental
class is significantly higher than the control class in the four
dimensions of motivation, investment, strategy, and
results.

Use SPSS data statistical analysis software to conduct an
independent sample t-test on the data of the survey results.
From the analysis in Table 7, it can be seen that the inde-
pendent sample t-test results of the motivation level of the
experimental class and the control class show that there are
significant differences between the two teaching environ-
ments (t� 8.081, p< 0.001), the motivation level of students
based on virtual reality learning environment is significantly
higher than that of students based on traditional teaching
form; the independent sample t-test results of the problem-
solving ability of experimental class and control class show
that there are significant differences between the two teaching
environments (t� 4.405, p< 0.001), the problem-solving
ability of the students based on the virtual reality learning
environment was significantly higher than that of the students
based on the traditional teaching form; )ere is a significant
difference between the two teaching environments (t� 5.373,
p< 0.001). )e students’ communication, communication,
and cooperation abilities based on the virtual reality learning
environment are significantly higher than those based on the
traditional teaching form. )e independent sample t-test
results show that there is a significant difference between the
two teaching environments (t� 5.799, p< 0.001), and the
knowledge processing level of students based on the virtual
reality learning environment is significantly higher than that
of students based on traditional teaching form. )e inde-
pendent sample t-test results of the reflective evaluation level
showed that there was a significant difference between the two
teaching environments (t� 4.442, p< 0.001), and the reflective
evaluation level of students based on the virtual reality
learning environment was significantly higher than that of
students based on traditional teaching form.

5. Conclusion

In the information society, the progress of science and
technology is reflected in all aspects, and high technology
and new technology are constantly integrated into us.

)e integration of modern technology into education
and teaching can better improve the quality of teaching. As a
modern technology, virtual reality technology, its interactive
and immersive characteristics can make users feel immersive
and inject into education. New vitality, the combination of
virtual reality technology and education will create a dif-
ferent spark, which will also help deep learning.

In this study, the teaching application of virtual reality,
the research level of deep learning and the two learning
theory, embodied cognitive learning theory, and situational
cognitive learning theory, an instructional design based on
virtual reality to promote students’ deep learning is con-
structed and applied in the actual English class, observe
students’ performance through teaching experiments, collect
questionnaires and analyze data by distributing question-
naires after teaching is completed, and find that the learning
environment based on virtual lines is conducive to the
improvement of students’ in-depth learning, whether it is
classroom discipline or group discussion, )e overall en-
gagement of the students in the experimental class is sig-
nificantly higher than that of the students in the control
class. Based on the analysis results of the four dimensions of
motivation, engagement, strategy, and outcome of the deep
learning questionnaire, the experimental class has a higher
level of engagement in each dimension. )e performance
level is higher than that of the control class, which provides a
new idea for promoting the deep learning of English courses.

Virtual reality provides a new teaching environment for
teaching. Virtual reality technology needs to be skillfully
combined with the teaching mode, which subverts the
traditional teaching environment and provides a more ef-
fective way for the realization of deep learning. Due to the
limitations of the research, this research is only at the initial
stage of related research, and future research can add ex-
perimental measurement methods, collect, and use a variety
of data, such as comprehensive analysis through eye trackers,

Table 6: Sample t-test in four dimensions of posttest.

t Degrees of freedom Significance (two-tailed) Mean difference Standard error
Motivation dimension 7.389 63.664 p 0.53846 0.07288
Input dimension 6.479 76 p 0.53276 0.08223
Policy dimension 4.193 76 p 0.36410 0.08683
Outcome dimension 5.033 76 p 0.42949 0.08683

Table 7: Independent sample t-test for posttesting five ability levels.

t Degrees of freedom Significance
(two-tailed) Mean difference Standard error

Motivation level 8.081 70.303 p 0.56410 0.06980
Problem-solving skills 4.405 68.954 p 0.36325 0.08247
Communication, communication, and cooperation skills 5.373 76 p 0.41453 0.07715
Knowledge processing level 5.799 66.395 p 0.52137 0.08990
Reflective evaluation level 4.442 76 p 0.42308 0.09525
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With the growing development of the era of big data, data acquisition and analysis have become hot spots, and Python-based
crawler technology is one of the most widely used tools in data analysis work at present. In this paper, we apply Python crawler key
technology to acquire data of movie list and hot movies on Cat’s Eye movie network, analyze data based on Python development
environment Spyder, use the Numpy system to store and process large data, Chinese Jieba word separation tool to crawl data for
word separation text processing, Snownlp library to process text sentiment, and �nally by the word cloud map and web dynamic
map display information such as viewers’ emotional tendency and movie rating statistics, and provide decision support for users’
movie viewing.

1. Introduction

With the rapid development of web technology, the amount
of web information is also growing rapidly [1, 2]. In order to
better meet the personalized needs of users, various rec-
ommendation systems have emerged, which automatically
establish the connection between users and information by
studying their interest and preferences, thus helping users to
discover their potential needs from the huge amount of
information. Python is an open source, free, cross-platform
interpreted high-level dynamic programming language, and
its powerful functions and simplicity make it the preferred
language for Internet application development.

Scholars at home and abroad have also made many
contributions to the research of �lm rating prediction. Karl
Persson collected the attribute and feature information of
3,376 Hollywood movies from the IMDB website and
constructed a random forest model and a support vector
machine model to predict the movie ratings. Liu Changming
proposed a hybrid prediction model of movie scoring based
on the machine learning algorithm and movie features and

predicted movies on Douban [3, 4]. Lu Junzhi (Spark Mllib
machine learning framework, 2018) built a movie score
prediction model through the random forest regression
algorithm, with good results. In general, domestic and
foreign scholars have studied the prediction of �lms, but the
prediction of foreign �lm is more mature, and there is still
room for improvement in domestic research on �lm pre-
diction models.

In this paper, the movie data are obtained from Douban
website, and a total of 91,368 movie records are crawled for
movie ratings, number of ratings, number of stars, genres
and tags, etc [5, 6]. �e data are analyzed based on Python’s
integrated development environment, using Numpy for
storing and processing data, pandas for data analysis, and
matplotlib, and this data analysis project is mainly
composed of three parts: production and quality analysis of
the movie industry, analysis of Douban rating factors, and
prediction of rating models, which can be used to
intuitively grasp movie-viewing orientation and quickly
�nd preferred high-quality movies through data
visualization.
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2. Python-Based Movie Data Acquisition

2.1. Introduction to Python. Python is a high-level combi-
nation of interpreted, compiled, interactive, and object-
oriented scripting language that is powerful, syntactically
simple, and easy to maintain. It is a great language for
beginners because of its highly readable design, its more
distinctive syntax than other languages, and its support for a
wide range of applications [7, 8].

2.2. Movie Ranking Acquisition Techniques. For the movie
ranking acquisition, we mainly use the re module and the
request the HTTP client library to get the data of the Hot
100, Most Anticipated, Domestic Box Office, North
American Box Office, and Top 100 lists. We use the browser
to login to the CatEye movie page, view the html body data
of the page, analyze the html structure of the page, extract
the URL information using regular expressions, and then
collect the data in the next step. *e key code is as follows:

def getOnePage(url)
response� requests.get(url, headers� header)
if response.status_code� � 200:
allTop� re.findall(“<dd>. ∗?board-index-(\d+). ∗?
title� ”(. ∗?)”. ∗?/p>. ∗? </dd>”, response.text, re.S)
return allTop, response.text

2.3. Movie Data Fetching Techniques. *e movie data ac-
quisition mainly uses requests HTTP client library, json
package, random library, csv function package, datatime
module, and re module. re module and requests library and
random library are mainly used to crawl data, json package is
used to convert the acquired data format to json format,
datatime module the csv function package is used to store
the data [9, 10]. *e User-agent proxy mechanism is used to
represent the requester’s information, the User-agent can be
collected and saved, and the User-agent can be dynamically
changed during the crawling process to prevent the data
from being terminated due to frequent acquisition. In this
paper, the movie “Spirited Away” is selected for analysis
according to the hot word-of-mouth list, and finally, 13318
records are obtained for visualization using Python crawler
technology.

3. Acquisition of Douban Top 250 Movie Data

3.1. IntroductionofConceptsRelated toDoubanTop250Movie
List. Douban is a sharing and review community website
that provides users with information about books,
movies, music, and others. Douban.com is a community
website that provides users with information about
books, movies, music, and other works, with descriptions
and comments provided by users, and is one of the most
unique Web 2.0 websites [11, 12]. As an important part of
Douban.com, Douban Movies provides users with movie-
related information, such as descriptions, schedules,
ticket prices, and reviews of currently released movies.
*e Top 250 movie list is based on the number of people

who have seen each movie and the reviews it has received
and represents the movie preferences of the majority of
users.

3.2. Data Acquisition and Cleaning. In this paper, we choose
Octopus collector to crawl the information of Douban Top 250
movie list and enter the URL of Douban Top 250 movie
“https://movie.douban.com/top250” on the home page to enter
the interface of the collection process [13, 14].*e total number
of information crawled was 250, and 20 fields were obtained
after data cleaning with the Pandas library in Python, namely,
movie name, score, number of ratings (num), number of five-
star ratings (star5), number of four-star ratings (star4), number
of three-star ratings (star3), number of two-star ratings (star2),
and number of one-star ratings (star3). (star1), short reviews
(short), director (director), writer (writer), actor1, actor2, ac-
tor3, type1, type2, region of production (region), year of release
(year), month of release (month). year, month, and time.

4. Exploratory Analysis of Douban Top
250 Movies

4.1.Number ofMovies in EachRegion. *e origins of Douban
Top 250 movies are divided into UK, USA, Italy, France,
Korea, Japan, and China, as shown in Figure 1. Since the
number of movies from the remaining regions is small, it is
not shown in this paper. In the Douban Top 250 movie list,
there are 114 American movies, accounting for 45.6% of the
overall total. *is is followed by a total of 41 Chinese movies,
including 16 movies from Mainland China, 19 movies from
Hong Kong, and 6 movies from Taiwan. In addition, there
were 32 Japanese films, 17 British films, and 10 Korean films
[15, 16]. It can be seen that Western countries have some
influence on Chinese film culture. Since most of the users of
Douban are young people, the reason why American movies
are highly rated by young people is inseparable from their
movie culture and dissemination. In addition, further analysis
of Japanese movies shows that most of the movies are anime,
which is an important part of Japanese soft culture and reflects
the preference of young people for anime culture.

4.2. 0e Overall Distribution of Movie Ratings. Because the
list of Top 250 movies is selected, the ratings of movies are
relatively high, concentrated in the range of 8∼10, and the
number of movies with each score is shown in Figure 2.

As we can see from Figure 2, the lowest rating among the
movies crawled is 8.3 and the highest is 9.7.93.2% of the
movies which are rated 8.5∼9.3, and most of them are rated
8.5 and above, indicating that the quality of these movies is
relatively high. In addition, there are very few movies with
high ratings, which shows that audiences have different
preferences for movies, and movies that seem to be highly
rated by some people are not liked by all [17, 18].

4.3. Analysis of Movie Genres. In order to better understand
the movie genres that viewers pay attention to, we first use
the wordcloud word generation library in Python to create a
word cloud map of Douban Top 250 movie genres.
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*e movies with the highest frequency in the list are
romance movies. *is is followed by comedy, suspense,
family, and drama movies, and song and dance movies
appear very infrequently [19, 20]. After further statistical
analysis, the movie genres in the Douban Top 250 movie list
are mainly divided into 20 types, such as romance, comedy,
suspense, family, drama, action, and crime. According to
the classification and number of movies, the movie genres
with more than 10 movies were selected for the analysis of
the number of movies and rating averages, as shown in
Figure 3.

As can be seen from Figure 3, there are ten categories of
movies with a number of movies greater than 10. *e most
movies are in the romance category, with 42 movies in total.
*e next category is comedy, with 32 movies. *ere are 22
suspense movies, 19 family movies, 19 dramamovies, and 16
action and crime movies. *e number of movies in the
fantasy, animation, science fiction, and thriller categories is
relatively small, but all of them have more than 10. In ad-
dition, the average rating of most types of movies is around
8.9 points. *e highest is drama movies with an average
rating of 9.07, and the lowest is thriller movies with an
average rating of 8.75.

5. Python-Based Visual Analysis of Movie Data

5.1. Sentiment Analysis and Word Cloud Generation.
Snow NLP is a class library of Python, which can easily
process Chinese text content, call the classification method
under sentiment, and score the emotional tendency of the
review, between 0 and 1; the more positive emotional
tendency corresponds to a higher score, as shown in Fig-
ure 4. We can find that the user reviews of the movie
“Spirited Away” are mostly positive tendency words, which
means the movie has more positive comments.

Using the lexicon-based sentiment analysis method, the
text is borrowed and analyzed through the sentiment
dictionary and rules, and the sentiment value is calculated
by traversing the sentiment words, degree words, negation
words, matching words, and exclamation words, and fi-
nally, the sentiment value is used as the basis for the
sentiment tendency of the text [21–23]. *e specific op-
eration process is “text preprocessing, text word split-
ting—exact pattern word splitting, customizing common
word removal database, removing individual words, doing

word frequency statistics on word splitting, getting the top
100 most frequent words, reading positive and negative
word database, counting positive words and negative
words, and drawing word cloud.” *rough the word cloud
chart, we found that the overall feeling of the audience for
the film is good and classic, and we also found that the most
watched cities in China are Beijing, Guangzhou, Shenzhen,
and Shanghai.

5.2. Movie Star Rating Analysis. *e Pie component in the
Pyecharts library is imported and used to generate pie charts
[24, 25]. Pandas incorporates a large number of libraries and
some standard data models, providing the tools needed to
manipulate large data sets efficiently, and the movie ratings
are grouped and summed using Pandas to derive the per-
centages, which are finally displayed in the form of dynamic
graphs on web pages, as shown in Figure 5.

*ree pieces of information are captured according to
the html structure: the rating level for each account; the
review message for each account; and the http link to jump
to the next review page. After acquiring all the information
and processing the information, the total number of each
star rating and how many accounts in total were rated were
calculated [26–28]. *rough the results, it can be found that
78.97% of the viewers were five-star positive, and the overall
rating of the movie was high and worthy of recommenda-
tion. *e key code for star rating analysis is as follows.

import pandas as pd from pyecharts import Pie #
Import Pie component for generating pie charts.
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# pandas.
df� pd.read_csv(“D:comments.txt,” encod-
ing� “gb18030,” names� [“id ,” “NickName,” “user-
Level,” “cityName,” “content,” “score,” “startTime”])
attr� [“one-star,” “two-star,” “three-star,” “four-star,”
“five stars”] score� df.groupby(“score”).size() # sum by
group.
value� [
score.iloc[0] + score.iloc[1] + score.iloc[1],
score.iloc[3] + score.iloc[4],
score.iloc[5] + score.iloc[6],
score.iloc[7] + score.iloc[8],
score.iloc[9] + score.iloc[10],
]
pie�Pie(“Spirited Away Star Ratings Ratio,”
title_pos� “left,” width� 600)
pie.use_theme(“dark”)
pie.add(“rating,” attr, value, center� [40, 50], radius�

[25, 75], rosetype� “raea,” is_legend_ show�True,
is_label_show�True)
pie.render(“rating-star.html”)

6. Douban Top 250 Movie Rating Prediction

In this paper, the random forest regression algorithm, re-
gression tree algorithm, and gradient boosting regression
algorithm were selected to train and predict the ratings of
Douban Top 250movies. By evaluating the prediction results
of the three algorithms, the gradient boosting regression
algorithm was selected to predict the ratings of the exper-
imental data [29, 30].

6.1. Introduction of the Algorithms

6.1.1. Random Forest Regression Algorithm. *e random
forest regression algorithm is a fusion algorithm constructed
based on a decision tree classifier, which is composed of
multiple decision trees. *e algorithm performs multiple
sampling from the sample data by sampling with put-back,

constructs a corresponding decision tree for each sample
subset, then averages or votes on the prediction results of all
decision trees, and then selects the optimal prediction result.
*e advantage of this algorithm is that it is insensitive to the
correlation between variables and avoids the effect of
multicollinearity [31–33].

6.1.2. Regression Tree Algorithm. *e decision tree regres-
sion algorithm is a relatively common algorithm for re-
gression and classification, where data are regressed by rules
in order to construct a regression tree model. Creating a
decision regression tree requires using the values obtained
from the observed data to establish a rule for constructing a
model in which each characteristic attribute is a variable, and
after classifying, a variable according to the rule so that the
sum of squared residuals of the two parts is minimized to
form a regression tree with good results.

6.1.3. Gradient Boosting Regression Algorithm. *e gradient
boosting regression algorithm is a representative algorithm
in machine learning algorithms, which can be used for
regression or classification problems, and the common
gradient boosting algorithms include AdaBoost and gradient
boosting algorithms. In this paper, the gradient boosting
algorithm is used to predict movie ratings, and the principle
of the gradient boosting algorithm is to evaluate the reli-
ability of the model using a loss function [34, 35]. According
to the established loss function, each iteration of the model
will refine the model according to the direction of gradient
descent, gradually reducing the value of the model’s loss
function. *e gradient boosting algorithm is based on re-
gression trees for model construction, and the residuals of
the previous tree are used as the next learning target, so as to
construct new regression trees until the residuals of the
model reach the allowed range.

6.2. Model Construction and Result Analysis

6.2.1. Feature Selection and Data Processing. By processing
the feature information, this paper selects 9 feature variables
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Figure 5: Scale diagram of star evaluation.
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for modeling according to the characteristics of each feature
information and referring to related literature, which are
score, num, star5, star4, star3, star2, short, time, and year,
where score is used as the target variable and the other 8
variables are used as predictor variables [36, 37]. In this
paper, we divide 250 data into training set and test set by
train_test_split ( ) in sklearn.model_selection, then stan-
dardize both training set and test set data of predictor
variables by using StandardScaler ( ), and use the stan-
dardized data to build the prediction model.

6.2.2. Model Construction. In this paper, the random-forest
classifier and gradient boosting regressor in sklearn.en-
semble are used to implement the random forest algorithm
and the gradient boosting regression algorithm, and the tree
package in sklearn is used to implement the regression tree
algorithm. *e processed training set data are used to
construct the random-forest regression model, gradient
boosting regression model, and regression tree model, re-
spectively, using these three algorithms, and the corre-
sponding values, i.e., movie ratings, are predicted for the test
set using the predict( ) method.

*e error results obtained from the three models are
shown in Table 1.

From Table 1, we can see that the gradient boosting
regression model has the best evaluation result, with the
model prediction accuracy reaching 91.16%, the mean
square error only 0.5974, and the average absolute error
0.6268, which is obviously better than the other two models.
*erefore, the gradient boosting regression model is selected
in this paper for movie rating prediction of experimental
movie data. *e prediction results are shown in Table 2. It
can be seen that the errors between the predicted and actual
ratings of the five movies are small, and the prediction
results are highly accurate [38].

7. Thinking and Countermeasures

In recent years, the habit of movie-going in China has not
only created the prosperity and development of the movie
market but also put forward higher requirements for movie
workers. China is undoubtedly a big movie country, but
there is still a small gap from being a strong movie country,
and how to get out of the country and further enhance the
cultural influence of domestic movies is perhaps the next
step that should be considered.

7.1. Improve the Quality of Movies. People often hope that a
“good movie” with high rating can get a high box office to
match it, instead of relying on publicity and marketing and
the participation of big popular stars, so as to promote the
benign development of the film industry and promote more
high-quality films [29]. *e era of relying on large-scale
marketing and publicity to obtain the market has long
passed, and the final factor that attracts the audience to enter
the theater is still the film’s choreography and production.
As a big movie country, the rate of bad movies is much
higher than that of other countries, so it is important for all

filmmakers to set the right attitude and do a good job in film
arrangement and production, not to meet the market de-
mand, but to make films that really resonate with the public
and cause society to think [39].

7.2. Create Diversified Cinema Lines. *e full explosion of
the movie market is destined to be accompanied by the
diversification of people’s movie-going preferences [30–39].
In the future development of domestic movies, under the
influence of the new film industry pattern, movie genres will
become more and more abundant, and traditional comedies
and romances will join hands with new genres such as
suspense and crime to the screen. It will be difficult to
summarize the genre of a movie with one or two genres, and
there will be more and more movies with multiple genres at
the same time, and their structure and methods will be more
mature.

8. Conclusion

In this paper, we use Python crawler technology combined
with Python library to analyze the data of movie information
on Douban website, clean and analyze the scattered movie
data, and use word cloud and charts to visualize and display
the data to achieve self-interpretation. *e user evaluation
data are focused in multiple dimensions and levels, and the
patterns and features of the data are discovered to make it
have reference value for the audience’s movie viewing be-
havior. For the construction of the movie score prediction
model, three algorithms of random forest, regression tree,
and gradient lifting are adopted. *e model evaluation re-
sults show that the best prediction effect is the gradient
boosting regression model, with an accuracy of 91.16%. *is
model was used to score the five films, and the prediction
score and the actual score were very close. In the next step,
the program will be further extended so that it can be de-
veloped into a complete film evaluation visualization system
equipped with a user interface for smooth operation. At the
same time, it will focus on dynamic data crawling for
mobility so that it can achieve multiple data acquisition and
evaluation and can play a greater role in public opinion
analysis in the future.

Table 1: Error comparison of the three models.

Model Accuracy rate R 2 MSE MAE
Random-forest 0.2540 0.7040 2.0000 1.0793
Regression tree 0.74860 0.7486 1.6984 0.9683
Gradient boosting 0.9116 0.9116 0.5974 0.6268

Table 2: A part of the movie score prediction results.

Movie Prediction score Actual ratings
Gone with the Wind 9.1775 9.3
Contratiempo 8.8002 8.8
Little Woods 8.9806 9.0
How to Train Your Dragon 8.7177 8.7
Days of Being Wild 8.5237 8.5
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With the rapid development of computer science and Internet technology, face recognition technology is widely used in such as
public security, judicial and criminal investigation, public security, information security and access control system, such as public
security system need to �nd out the criminals in the system library, or from the entrance control system quickly identify andmatch
the identity of relevant personnel information. As a stable, intuitive and highly recognizable biometric feature, human face is being
paid more and more attention by researchers. Compared with other bioinformation recognition methods, face recognition is
characterized by direct, friendliness and convenience. Users are not easy to resist, and compared with other recognition
technologies, they are easy to be accepted by users, so it has received attention and research. �is paper designs a face recognition
system based on a convolutional neural network. Compared with the traditional face recognition method, the convolutional
neural network model does not need manual complex and time-consuming feature extraction algorithm design, only need to
design an e�ective neural network model, and then end-to-end training on a large number of training samples for simple and
e�cient training, can get a good identi�cation e�ect.�e design uses the target detection algorithm to conduct accurate, real-time,
e�cient face recognition, and can accurately identify the people in the camera.

1. Introduction

1.1. Research Background. �e narrow sense of facial rec-
ognition technology refers to a computer vision technology
that performs authentication or search by analyzing and
comparing facial visual feature information. Some of the
more common recognition technologies in daily life, such as
�ngerprint recognition, belong to the same �eld and the �eld
of biological information recognition, and facial recognition
technology is also widely used in daily life. �is authenti-
cation method has many advantages compared with the
traditional identity authentication. Password, card, certi�-
cate as the featured authentication technology, biometric
technology is di�cult to forge, and there will not be lost,
biometric technology has become the most secure and the
most reliable authentication technology in the world.

In the information age, information protection is par-
ticularly important, and China attaches great importance to
public security, and the demand for security protection

application of new technologies and new products is strong.
Face recognition technology uses the di�erence of individual
facial characteristics to realize human identity characteristics
recognition. Face is the most direct performance and the
most unique biological feature in biology, which makes face
recognition technology have unique recognition advantages.
Based on this advantage, face recognition has shown great
potential in the application of many �elds, especially to the
public security investigation system [1].

In today’s Internet + environment, O2O, P2P, B2C, B2B
andother formsofnetworkbusinessmodelgraduallyemerging,
and in various network businessmodel themost important key
technology is network payment, network payment security
problem determines the development of business model, so
safe, fastnetworkpayment is theurgentneedofmodernsociety,
face recognition is easy to forget, theft, and convenient and fast,
security has become a new way of network payment [2].

Face recognition technology as the security of the city,
realize the convenient life core technology, with the
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construction of intelligent information city in China, some
high-tech company investment and strategic transfer, make
the application of face recognition technology more and
more wide, brush face payment, brush face clock function
application, can say the new era of face recognition appli-
cation has come.

1.2. Research Meaning. Face recognition has some charac-
teristics that other recognition methods do not have, making
it has unique advantages in specific applications [3, 4]:

1.2.1. Non-Contact, Imperceptible. Face recognition is
generally carried out under conditions with visible light or
infrared interaction with visible light and if the face is
exposed to light, it is difficult to camouflage and change.
*erefore, face recognition can easily access to identity
information but cannot be detected and disgusted. *is can
play a great role in the arrest process of criminal suspects,
because criminal suspects generally have a high vigilance, it
is difficult to gain their trust, get their identity information.
Face recognition does not require direct contact between
people and the device, and other methods such as fingerprint
recognition require contact with the device. On the one
hand, it is not easy to be noticed that the collection can be
completed inadvertently, without too much intervention
from the staff. *e collection person will not resist, because
the face compared with fingerprint, iris and other charac-
teristics are exposed characteristics, and we can accept it. On
the other hand, it is clean and hygienic, and will not spread
infectious diseases. During the epidemic prevention and
control period, non-contact even reflects the unique ad-
vantages that other identificationmethods do not have [5, 6].

1.2.2. Concurrency, Equipment Requirements are Single.
Face recognition for equipment requirements are mainly
high pixel camera, the equipment requirements of a single.
With the improvement of smartphone front camera pixels,
more and more smartphone brands regard human recog-
nition as an important way to unlock it. With people’s
increasing requirements for urban security, the urban video
surveillance system is increasingly perfect, and the number
of high-performance cameras is increasing greatly. Com-
pared with fingerprint recognition, iris recognition and
other recognition devices, face recognition has obvious
hardware basic advantages. And the price of face recognition
equipment has significant advantages compared with the
price of other recognition devices, and the price of face
recognition equipment belongs to the acceptable range of
users [7]. At the same time, with the improvement of the
monitoring system, it can also be used to find the lost
property and accurately crack down on the crime of pop-
ulation trafficking and other functions, because the sur-
veillance can save the video and restore the scene at that
time, which is impossible for other recognition methods.
With the increasing accuracy of face recognition, face rec-
ognition will become a large-scale social recognition tech-
nology [8].

1.2.3. Natural Advantage. *e advantage of nature is simply
being able to distinguish with human eyes, rather than
having to be processed by the device to distinguish [9]. Face
recognition is very simple, just a few seconds after standing
in front of the camera, users do not need to be trained, and
do not need to carry documents. It also improves security.
Fingerprint and iris recognition humans cannot be distin-
guished by the naked eye and must be scanned through
devices, so they are not natural. Criminals have the
opportunity to cheat devices by collecting fingerprints and
iris to commit crimes [10, 11].

1.3. Development Trends

Stage 1: *e initial stage of face recognition technology.
In the initial stage of face recognition technology to
Parke, mainly on the face gray scale graph model re-
search, at this stage has no key progress, basic in
practical application is with artificial to identify,
identification efficiency is very low, recognition effect is
poor, it is easy to identify error, and manual operation
is too large, the system has no automatic recognition
ability [12, 13].
Stage 2: *e transition stage of face recognition tech-
nology. *e excessive stage of face recognition
technology has achieved many very important results,
pointing out the direction for face recognition tech-
nology. After going through the initial stage, the
researchers study face recognition as one of the pattern
recognition problems. *e geometric structure features
of the human face, such as the relative position and
distance of the nose, eyes and mouth, constitute the
feature vectors, which are matched for face recognition.
*e main characters are AJ Goldstein [5], LD Harmon
and AB Lesk use geometric feature parameters to rep-
resent the front image of the face; Kaya uses statistical
methods to study the Euclidean distance as the face
features; Kanade [6] has designed a semi-automatic
backtracking recognition system. *e Turk of MIT and
the characteristic face method proposed by Pentland are
of great significance, and they are the most represen-
tative method during this period. Face Recognition
technology Test has created its own FERET face image
library, using it to evaluate various algorithms and look
for algorithm flaws and improvements [14].
Stage 3: Face recognition technology gradually mature
stage. With the improvement of computer computing
power, the concept of artificial intelligence and
machine learning, face recognition technology has had
a new development. At this stage, automatic face
recognition has been available. At this stage, the re-
search focus has gradually shifted to face recognition
under non-ideal conditions. *e current face system
will still be affected by expression changes, posture
changes, light conditions. *e main characters include
face recognition based on light cone model under
multi-pose and multi-illumination conditions pro-
posed by Georghiades, face image recognition based on

2 Scientific Programming



multi-pose and 3D deformation model under multi-
illumination conditions proposed by Blanz, and face
recognition method for statistical learning of support
vector machine SVM.

2. The Theoretical Basis of the Convolutional
Neural Networks

2.1. Artificial Neural Nets. Artificial neural network is a
mathematical model that mimics the coping mechanism of
the human neural system and the process of external
excitation, according to the principle of various information,
as shown in Figure 1. *is mathematical model has some
features similar to biological systems, such as nonlinearity,
robustness, non-limitation, very qualitative, fault tolerance,
and fuzzy information that can be processed. *erefore, this
model has achieved good results in pattern recognition,
image processing and other aspects. Simply put, the artificial
neural network first provides some data with the input-
output mutual response relationship, and then analyzes the
relationship between the two, to get the law, and to predict
the corresponding results of the new input data according to
this law. Convolutional neural network belongs to a kind of
artificial neural network, so mastering artificial neural
network is beneficial to understand convolutional neural
network. Figure 1 shows a cerebellar model arithmetic
computer.

2.1.1. Loss Function. *e loss function [9] is used to measure
howwell the model predicts results at a time. Using the input
and output of a set of data to adjust the parameters in the
model to achieve the required performance, the process is
supervised learning. Take it as an example, and arbitrarily
choose a model that corresponds to a function, and for any
input, the model will output a corresponding output result.
*e output may be the same as the true value, but there may
be some error. At this point, a function is needed to describe
the error of the model output, which is known as a loss
function.

2.1.2. Gradient Descent. In order to reduce the error be-
tween the output of the model and the real value, the
minimum value of the loss function is actually found. In
practice, we generally iterate through gradient descent to
find the minimum value of the loss function, a function
image shown in Figure 2.

Assuming that the vertical axis of the function curve is
the loss function value of the model, and the horizontal axis
is a certain parameter value of the model, the loss function of
the best predicted model that we want to obtain must be
minimal. As can be seen from Figure 2, the image has two
stagnation points, respectively, the maxima and minima of
the function, but the minimum value of the function is only
one. For machine learning models, the vast majority of them
cannot directly obtain the minimum value through calculus,
so we can only try to obtain the global minimum value
through the step-by-step iteration method.

For a unary function, you can find the minimum value
of the function method can be divided into several steps,
each time along the derivative is negative way. For mul-
tivariate functions with multiple independent variables, it
can be gradually found gradually along the direction of its
gradient descent, which is the gradient descent algorithm.
To get the minimum value of the loss function, you need to
get the gradient of the loss function, and then update it in
the direction where the gradient is negative, where pa-
rameter η is known as the learning rate, the gradient de-
scent convergence case at different learning rates is shown
in Figure 3.

It can be seen that either too large or too small of the
learning rate setting will affect the convergence effect, so a
suitable learning rate is very important for the convergence
of the model.

2.1.3. Optimizer. *e learning rate parameter has a great
impact on the quality of the trained model, but this pa-
rameter is not easy to set, either too large or too small.
*erefore, one hopes that the model can both converge
quickly and get a good result during the training process.
Some scholars have proposed an optimizer that can auto-
matically adjust the learning rate. By introducing the con-
cept of momentum to adjust the speed of gradient descent,
so that it can accelerate the decline when it should fall faster,
and then converge quickly. *ere are many such optimizers,
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Figure 1: Cerebellar model arithmetic computer.
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Figure 2: A function image of a certain loss function.
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such as RMSprop, Adagrad, Adadelta, Adam, etc. *is de-
sign uses the Adam optimizer, which mainly has significant
advantages:

(i) Easy to use, fast operation speed
(ii) Memory footprint is not high, and the computer

configuration requirements are low
(iii) Suitable for the unstable objective functions.

In general, the Adam optimizer is highly efficient, simple
to call to, and it is perfect for this design.

2.1.4. Error Backpropagation Algorithm. *e error back-
propagation algorithm in the 1980s is one of the most
widely influential, Rumhart et al. the core content of the
error backpropagation algorithm [11] is to divide the
learning process into forward propagation process and
backpropagation process. *e forward propagation process
is the input sample from the input layer, and the output
layer from the hidden layer. If the actual output of the
output layer does not match the desired output, the
backpropagation process enters the error. Error back-
propagation is to input the output error to the input layer
through the hidden layer in some form, and the main
purpose error is apportioned to all the units in each layer to
obtain the error signal of each layer and correct the weights
of each unit.

2.2. Convolutional Neural Network. Convolutional neural
network is a feedforward neural network with deep structure
composed of many layers. As shown in Figure 4, a typical
convolutional neural network architecture is seen. *e

structure of convolutional neural network (CNN) includes
convolutional layer, pooling layer, rectifier linear unit
(ReLU), and fully connected layer.

2.2.1. Convolutional Layer. Convolutional layer [12] is the
main building module used by convolutional networks,
which performs most computationally heavy work. *e
main work of the convolutional layer is to extract the feature
[13] from the input data of the image. Convolution preserves
the spatial relationships between pixels by learning image
features using small squares of the input image. Input images
were convolved by using a set of learnable neurons. A feature
graph or an activation graph is generated in the output
image, which is then input to the next convolutional layer as
input data. Layers of deep convolution is designed to extract
the information of the various dimensions of the image, as
shown in Figure 5, and the different features in the images
are obtained through multiple extraction.

2.2.2. �e ReLU Activation Function Layer. ReLU [14] is a
nonlinear function, also known as a modified linear unit, and
is a common activation function commonly used in artificial
neural networks, as shown in Figures 6. *is means that the
operation will be applied to each pixel, reconstructing all
negative values in the feature graph to zero. To understand
how ReLU works, we assume that there exists a neuronal
input with an input of x, whose function is defined as:

f(x) � max(0, x). (1)

As shown in the schematic diagram of the neuron model
in Figure 7, from formula y �  

(w∗ x) + b, the function of

n0

(a)

n0

(b)

n0

(c)

Figure 3: Convergence case of the gradient descent at different learning rates. In Figure 3 (a) the learning rate is too hours. *e small
learning rate setting can find the minimum, but the convergence rate is slow and easier to enter the local minimum. (b) When the learning
rate is set to moderate. *e convergence process of the model is oscillating and converges faster. (c) *is is shown when the learning rate is
set to be too large. *e convergence process of the model is violently volatile and difficult to converge.
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Figure 4: Traditional convolutional neural network architecture.
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using the ReLU activation function is to change the original
linear output to the nonlinear output, and in practical in-
dustrial applications, more often, there are various nonlinear
distributions.

*e activation function also has the Sigmoid function
and the Tanh function, as shown in Figures 8 and 9. *e
output of these two functions when x tends to infinity is 0
and 1, −1 and 1, respectively, but finding the gradient

requires the first partial derivative of the function. When the
value of the function is constant, the partial derivative of the
function is 0, and the gradient does not exist, which is called
gradient vanishing. Eventually the weight w, and the bias b
cannot be updated. However, when the ReLU function
approaches 0 at x, the derivative of the ReLU function exists

Low-Level
Feature

Mid-Level
Feature

High-Level
Feature

Trainable
Classifier

Figure 5: *e effect of multiple convolutions.
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with a value of 1, which can reduce the computational
amount of backpropagation. *e gradient explosion prob-
lem occurs in the Sigmoid function, because the Sigmoid
function is an exponential function, causing the problem of
too large data in the result.

2.2.3. Pooling Layer. *e function of the pooling layer is to
reduce the size of the matrix, and can reduce the amount of
operation in subsequent operations. *e pooling layer re-
duces the broadband and height of the matrix and does not
change the depth of thematrix to extract themain features of
thematrix.However, there isnodenying that after thepooling
layer, the characteristics of the matrix will be lost. Pooling
layers generally subsample each region through nonlinear
operations such as average pooling or maximum pooling.
*us achieving better generalization, faster convergence, and
better robustness to translation and distortion. *e pooling
layer is usually located behind the convolution layer. *e
process of maximum pooling is shown in Figure 10.

2.2.4. Fully Connected Layer. *e convolution layer is the
extraction of local features, the full connection is the
extracted local features reintegrated through the weight
matrix into a new graph, because all the extracted local
features are called the full connection layer (Figure 11).

After layers of convolution and pooling, to extract the
local features in the picture, and the first connected layer has
activated a part of the neurons, the role of the fully con-
nected layer is to integrate the relevant output to the second
fully connected layer of some neurons, through the com-
bination we can know that these features integrated is a cat.

3. Design of the Face Recognition System

3.1. Overall Flow of the System. *e convolutional network-
based face recognition system is designed to detect the faces
from the camera display images and compare them with the
previously trained faces in the database to determine
whether they belong to be the same person.

(i) Photo collection: complete video image acquisition
from the camera.

(ii) Face detection: detect whether there is a face in the
image, and send the picture input to the image for
pre-processing. If there is no face, return to the
collection stage.

(iii) Image pre-processing: face correction and cutting of
face pictures.

(iv) Image feature extraction: face feature extraction
through convolutional neural network.

(v) Feature matching: the extracted feature vector is
compared with the feature vector of the face pictures
in the library to get the judgment results.

3.2. Introduction of the Development Language and Library.
Python is a fully object-oriented language. *e most obvious
feature that distinguishes the Python language from other

languages is its simplicity. Python is the most concise of all
programming languages, although it is also easy for be-
ginners to learn from python languages, and python has
many excellent libraries to help you develop. In addition,
compared to other programming languages, Python can
often achieve the same function with the shortest code.

3.2.1. OpenCV Storeroom. Mention computer perspective
has to mention OpenCV, it is a very widely used computer
vision library, OpenCV contains hundreds of computer
vision, machine learning, image processing and other related
algorithms, it not only contains the classic algorithm also
contains now the most advanced computer vision and
machine learning algorithm, it can be used to detect and
identify the face, extract 3 d model of objects. Its powerful
capabilities make OpenCV widely used in many fields, such
as robot navigation and searching for objects, stitching
together street scenes in cities, autonomous driving by
unmanned cars, and so on. In this design, the OpenCV
library needs to be used for processing the images.

3.2.2. Tensor Flow. Tensor Flow is a very important software
library that often appears in the field of machine learning
and deep learning, and its function mainly is to perform
some high-performance numerical calculation and analysis.
Tensor is a tensor, which represents the transmission of data
between nodes, and Flow is a data stream, which refers to the
various nodes of the data operation diagram in the form of a
stream.
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Figure 11: *e role of the fully connected layer.
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3.2.3. Numpy Storeroom. *e Numpy library is the basic
library of Python in the field of scientific computing, and
manymachine learning and deep learning studies rely on the
Numpy library. *e Numpy library mainly implements the
computation of matrices, which can calculate the higher
order, a large number of matrices, vectors, and also have
relatively rich functions. *e Numpy library is an important
scientific computational library.

3.3. Overall Design of Face Recognition System

3.3.1. �e Design of the Convolutional Neural Network.
Convolutional neural network design is the core content of
this design. *e main principal of convolutional neural
network is the face feature extraction and the training of
neural network model, so the structure of convolutional
neural network will determine the effect of face recognition
behind [15–28]. *e convolutional neural network system
has designed eight layers of neural network, including three
convolutional layers, three pooling layers, one fully con-
nected layer and one output layer.

*e first convolution layer: *e layer of depth con-
volution is to extract the information of various di-
mensions in the image, increase the number of
channels of the image, and the size of the image remains
unchanged. *e input image size is 64× 64× 3, and the
image size output after convolution is 64× 64× 32. *e
convolution kernel size is (3, 3), the convolution step
length is 1 step, and the padding fills the SAME and the
image boundary pixels during the convolution process.
*e number of input channels is 3, and the number of
output channels is 32.
*e second maximum pooling layer: *e main purpose
is to reduce the size of the matrix, and it can reduce the
amount of operation in subsequent operations. At this
time, the input image size is 64× 64× 32, the sampling
size of the pooling layer is 2× 2, and the output image
length and width are generally the input image, so the
output of the pooling image is 32× 32× 32, which
reduces the calculation amount of the image. *e drop
layer randomly drops some neurons with a certain
probability to obtain a faster training speed.
*e third convolution layer: with the input image size
32× 32× 32, output image size 32× 32× 64, convolu-
tion core size (3, 3), input channel 32, output channel
64, and convolution step size 1.
*e fourth pooling layer: the input image size is
32× 32× 64, the sampling size of the pooling layer is
2× 2, and the output of the pooling image is
16×16× 64, which further reduces the information of
the image, and is conducive to the calculation.
*e fifth convolutional layer: with input image size
16×16× 64, output image size 16×16× 64, convolu-
tion kernel size (3, 3), input channel 64, output channel
64, and convolution step size 1.
*e sixth pooling layer: *e input image size is
16×16× 64, the sampling size of the pooling layer is

2× 2, and the output of the image after pooling is
8× 8× 64.
*e seventh fully connected layer: In order to enhance
the nonlinearity of the neural network and limit the size
of the network, a fully connected layer is fully con-
nected. Each neuron of the fully connected layer is
connected to the neurons of the previous layer, and the
picture of the input of 8× 8× 64 is compressed into a
one-dimensional vector of 1× 512.
*e eighth layer output layer: *e output of the system
is divided into two categories, one is the face saved in
the database, the other one is not saved in the database
face, so as to realize the recognition function. *e input
picture of the output layer is 1× 512, and the output
picture is 1× 2.

3.3.2. Monitoring Picture Acquisition Subsystem. *is design
uses a USB digital camera using a new data transmission
interface. It can be inserted directly into the computer USB
interface, which is easy to operate, and the cost is lower
compared with the traditional surveillance camera. *e
working principle is shown in Figure 12. First, the image
screen is collected by the lens, and then the light sensor
components and control components inside the camera
process the image into a digital signal, and finally input to
the computer through the port or USB connection.

3.3.3. Face Detection. Dlib comes with a Hog-SVM-based
face detector, a widely used face detection model consisting
of five HOG filters forming forward, left, right, forward but
left, forward but right.

*is recognition pattern is the fastest method to detect
on the CPU, which is suitable for both frontal and slightly
negative faces, and also works properly under small oc-
clusion, and basically this method satisfies most cases. *e
main drawback is the inability to detect small faces, as the
minimum face size trained by the authors is 80∗ 80.
*erefore, you need to ensure that the face size should be
greater than the face size in the program. Not suitable for
side and extreme facade, such as overlooking and
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Figure 12: How the USB camera works.
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overlooking, face detect face detected. It also does not work
under severe shielding.

3.3.4. Image Processing. Preprocessing of an image usually
includes image grayscale processing, image data normali-
zation processing, and transforming the dimensions of an
image, and the like. Face correction is because to the photos
of the machine whether crooked head, bow or head, position
is not right, so need to cut the face first, for each feature little
positioning, then according to the point positioning a co-
ordinate, compared with the coordinates of the real face, the
Angle of the difference, is the Angle of the head crooked, the
reverse rotation image, the image is positive, as shown in
Figure 13 below.

*e gray scale of the image is to reduce the information of
the image and reduce the amount of calculation of the
computer, and the size transformation of the image is to
minimize the impact of the image background on the picture.

3.3.5. Eigenvector Contrast. *e known face feature vectors
are stored in the database, so for face recognition, the feature
vectors must be compared. First, we need to send the face
images in the video to the convolutional neural network,
which generates the image feature vector through the
convolution and pooling operations. *e extracted face
features will be used as the main basis for judgment, cal-
culating the similarity of the feature vector of the picture in
the video and the extracted feature vector of the face. *e
vectors have both size and direction, and if the angle between
the two vectors is very small, then the two vectors are very
close. By comparing the angles between vectors, the two
targets are similar. *e same face has smaller vector angles;
different faces have larger vector angles.

4. Implementation of the Face
Recognition System

4.1. Implementation of the Face Recognition System. Face
detection is conducted through Dlib’s frontal_face_detector
feature extractor, and the face interception is detected, while
adjusting the contrast and brightness of the picture. *e
contrast and brightness values are random, which can in-
crease the diversity of the sample. Finally, the size of the
picture is re-set to 6464 and saved in the database. In this
way, I collected 10,000 pictures of my own camera moni-
toring faces, in which the brightness of the background,

human expression and posture, facial shielding, glasses re-
moval and other aspects were changed. *e process of face
image collection is shown in Figure 14.

After building one’s own face library, you also need other
people’s faces to train the convolutional neural network.
Other people’s face photos can be extracted on the Internet
through python, or some face databases in the face recog-
nition field have been made, such as Yale Yale Faces,
Cambridge ORL Faces, and FERET Faces of the US De-
partment of Defense. In this design, choose to use the LFW
face database, which was produced by the University of
Massachusetts, and is an unconstrained face picture in a
natural scene dataset collected from the Internet. *e da-
tabase stores images of more than 5,000 prominent faces and
nearly 14,000 photos. It is well known in academia and often
appears in a variety of deep learning papers related to face
recognition. After downloading the LFW face library on the
official website of the University of Massachusetts, do the
same operation, intercept the face picture, change the size of
the picture to 6464, and save it in the face database, as shown
in Figure 15. So far, the face library needed for this design is
established.

4.2. Training of Convolutional Neural Networks. *e main
training step of the convolutional neural network is to first
read into the made face database, and transform the data and

Figure 13: Face alignment process.

Figure 14: Face picture collection.
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labels of the face images into arrays. *ese images are then
divided into test set and training set. In this design, the ratio
between test set to training set is 20 :1, and it is normalized.
Finally, the face pictures were introduced into the con-
volutional neural network for training.

*e training process is shown in Figures 16–18. It can be
seen that as the value of the continuous training loss
function becomes smaller and smaller, the accuracy of the
model identification is alsomore andmore high, which is the
advantage of the convolutional neural network.

4.3. Implementation of Face Recognition. *e main realiza-
tion step of face recognition is to open the camera to obtain
pictures and grayscale. Face detection is conducted through
the frontal_face_detector feature extractor brought by Dlib,
import the convolutional neural network that has been
trained, and finally the face recognition function is realized
through feature vector comparison.

After realizing the function of face recognition, in order
to simply understand the recognition effect of the system,
the system was conducted a simple test, the content of 100
face tests, the test results of 97 times successfully identified
author’s face and other people’s faces, as shown in
Figure 19.

Sometimes, it failed to identify someone else’s face on the
phone, which could be affected by the camera resolution and
the brightness of the phone’s display, as shown in Figure 20.

*ere were 2 more times of identifying other people’s
face as author’s, as shown in Figure 21.

4.4.Advantages andDisadvantages of the System. After many
experiments, the system has the following advantages:

(i) *e system can identify the face relatively accurately
and stably, and can quickly conduct image pre-
processing, and the face contour is surrounded by a
frame.

Figure 15: LFW face database face extraction.

Figure 16: Training process 1 of neural networks.

Figure 17: Training process 2 of neural networks.

Figure 18: Training process 3 of the neural networks.

Figure 19: Successfully identifying.

Figure 20: Failure to identify the human face in the mobile phone.
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(ii) *e system’s recognition and response speed is fast.
*e system uses the GPU for computational ac-
celeration, which greatly accelerates the response
speed of the system. Basically can meet the re-
quirements of real-time identification.

(iii) *e system is not sensitive to the light transfor-
mation, and the light conditions are constantly
changing during the experiment, but the system can
still be accurately identified, which is conducive to
the application in real life.

(iv) *e recognition rate of the system is high. In ad-
dition to a few identification errors, the system
recognizes most of the time to meet the design
requirements. *e system has good posture, ex-
pression and without cover.
*e system mainly has the following shortcomings:

(i) To achieve a good recognition effect requires a lot of
face picture training. If fewer pictures participate in
the training, the recognition effect will be relatively
poor.

(ii) High requirements for computer hardware. *e
training of convolutional network requires graphics
cards with computing power above 3.0, and high
CPU, memory and graphics card video memory
occupancy.

(iii) *e functions of the system can be further im-
proved, such as the number of faces in the database
can be increased, and the logging function can be
increased to save the data of people in and out to
view.

(iv) *e functions of the system can be further im-
proved, such as the number of faces in the database
can be increased, and the logging function can be
increased to save the data of people in and out to
view.

5. Conclusion

Face recognition is an identification technology through
human facial information. Convolutional neural network
has been active in the field of AI deep learning in recent

years.*is design realizes a face recognition system based on
convolutional neural network. And the development process
of biometric recognition, face recognition technology was
investigated and made a brief introduction, and the ad-
vantages of face recognition technology were summarized
and summarized. *e basic theoretical knowledge loss
function of convolution neural network, gradient descent
algorithm and error backpropagation algorithm are also
summarized. A convolutional neural network model is
designed, and using its excellent feature extraction ability,
combined with monitoring screen collection and face de-
tection modules to design a convolutional neural network-
based face recognition system, with good recognition effect.

Although the face recognition system completed in this
paper has a good recognition effect, there is still a big gap
with the best recognition ability at present, and we still need
to continuously improve the recognition ability of the
system in the future work. In addition, the system functions
are too few, but also can add many functions such as diary
recording, face tracking function.
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In order to improve the quality and management efficiency of music education, research on the music education system based on
J2EE is carried out. )e music education system adopts J2EE technology, UML modeling technology, SQL Server 2012 database,
Web programming technology, MVC mode, etc., which can effectively guarantee the operation performance and security
performance of the system in the later application. By analyzing the background, current situation, and demand for the music
education system, the design and implementation of the music education system based on J2EE are proposed, the overall
realization of system management functions, music teaching management functions, music course management functions, and
other functions.

1. Introduction

With the popularization of concept-based teaching methods
such as quality education and comprehensive education in
schools, my country has invested more energy in art edu-
cation. In particular, cultivating evangelists in art education,
the Art Department of Yun Normal University has entered a
new stage in its music teaching management under this
background. )rough a series of means to make teaching
more scientific and standardized. )e rapid economic and
social development has changed people’s long-standing
production and living patterns to a considerable extent. In
terms of education, the increasingly accelerated social
rhythm makes the traditional face-to-face centralized
teaching mode gradually unable to meet people’s increasing
learning needs [1]. In recent years, with the rapid devel-
opment of computer and multimedia technology, and in-
formation-based online teaching method based on the
Internet has been gradually accepted and recognized by
people. At present, the popularity of the Internet in my
country is increasing day by day, and the online teaching
mode has gradually become a normalization that relies on

and complements the traditional offline teaching mode due
to its advantages of fast dissemination, wide-coverage, and
less impact on time and space. Educational model [2]: at the
end of 2019, the novel coronavirus pneumonia (COVID-19)
outbreak broke out all over the world, and people’s social
environment was greatly affected. Due to the epidemic, the
teaching of domestic primary and secondary schools and
colleges and universities was also unable to provide normal
classroom teaching activities as scheduled, making the
online teaching-based remote teaching mode the main
teaching method of various educational institutions during
the epidemic. Although the epidemic situation in my
country has basically been effectively controlled, the de-
velopment of the epidemic situation is still relatively severe
on a global scale. )erefore, effectively reducing social ac-
tivities through online teaching is still one of the main
methods to effectively prevent and control the epidemic. In
this context, people’s attention to music teaching system
research has gradually increased [3].

)e realization process of the music education system is
very complicated, and it is necessary to study the practical
activities of music education based on theoretical
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knowledge. However, many current ITS systems do not have
this basic knowledge, so the educational process achieved is
too simple [4].)is paper starts from the development status
of music education at home and abroad and develops a
music education system based on J2EE according to the
basic requirements and characteristics of music education.
)is paper adopts J2EE development technology, overall use
of UML modeling, SQL Server 2012, JAVA language, MVC
mode, and Web programming technology from the actual
needs, to provide a basic guarantee for music education. )e
specific content of the music education system based on
J2EE is mainly reflected in the following aspects: design and
implementation of system management functions, design,
and implementation of music resource management func-
tions, design and implementation of music course man-
agement functions, etc. [5].

With the increase of music teaching needs and users, the
demand for music teaching curriculum resource data and
network bandwidth resources has also shown explosive
growth. )e service provision capability of traditional music
teaching systems has been unable to meet the increasing
demand for music curriculum data dissemination. )ere-
fore, it is very necessary to use the more advanced cloud
computing distributed network technology and network
load balancing algorithm to optimize and upgrade the
service provision capability of the music teaching system [6].

)is paper analyzes the existing problems and status quo
of the music teaching model of the Department of Art of
Yunshi University and uses the object-oriented analysis and
design ideas in combination with the actual situation,
combined with J2EE computer technology, to realize the
informatization, scientific, and standardization of music
teaching. )is system uses the open-source SSH (Spring
Structs Hibernate) as the basic framework of the system and
uses SQL Server with excellent security and operability as the
database [7]. Using the MVC model to design the Struts
architecture ensures that the system has good maintain-
ability and at the same time enhanced data. )e importance
of music teachers in the traditional teaching mode is rela-
tively high, and most of them teach in the form of face-to-
face teaching. )e traditional teaching mode has a single
method and lacks of change in content, which leads to poor
information transmission in a short period of time [8]. At
present, the desire of students who study music in schools is
relatively high, and the “narrow” information input forms a
great contrast with reality, which cannot meet the needs of
students who study music. )rough this complete system, it
can be a good teaching environment. It is an improvement of
the teaching system, which makes music teaching appear in
multiple dimensions while reducing the teaching pressure
on teachers. On the other hand, it can meet the needs of
students for music learning. Processing power: realizes the
separation of data and view, and technology makes the
system into a system with strong scalability and maintain-
ability. )is paper mainly assists students in the initial
construction of a new model of music teaching from the
aspects of cultivating students’ interest in learning, adjusting
teaching goals, expanding teaching content, innovation,
teaching evaluation, and improving teaching methods [9].

)e teaching mode emphasizes the coordination of covering
music, performance, and enjoying unified comprehensive
teaching so that students can get a comprehensive and rich
music aesthetic experience, and learning can create a new
realm of their own personality, and gradually improve the
quality and personalization of modern music. Compre-
hensive healthy development. )is subject takes the infor-
matization of the music teaching system as the research
content and realizes the teaching system based on WEB,
which can not only optimize knowledge but also apply the
project-based collaborative teaching mode technology to the
informatization of the music education system. )is
teaching system builds applications on the B/S structural
framework development environment and multilayer sys-
tem architecture to assist music teaching activities [10].

2. Introduction to Related Technologies

2.1. J2EE. J2EE includes the following three component
types: one is the in-app program, which is mostly used for
internal training computers; the second is Servlet and JSP
components, which are often used in some Internet; the
third is the EJB component, which completes its functions
on the server-side. J2EE belongs to JAVA, and its pro-
gramming method is similar to JAVA, but there are some
substantial differences. J2EE components can be used in
application programs, and at the same time, they can be
consistent with the J2EE specification [11].

Since J2EE has a complete set of specifications, in
general, J2EE can be regarded as a constraint of the JAVA2
platform on music education. In addition, J2EE has many
advantages; for example, it can meet various requirements of
the bottom layer of the system through containers, and the
development speed of system personnel has been greatly
improved. J2EE uses the middle-tier integration framework
for program development, which reduces the cost of system
development, and not only improves its performance but
also ensures the security of system operation [12].

2.2. JAVALanguage. At the end of the 20th century, in order
to design a cross-platform and distributed software system,
Sun Computer Systems researched and launched the JAVA
language in the United States, which is an object-oriented
design language. For software developers, learning JAVA is
simpler to use, and can also perform exception handling and
automatic collection of discards.)e programming language
has functions such as porting and interpretation, so it has
been widely used after its launch [13].

After continuous development, JAVA has been con-
tinuously expanded on the basis of the original program-
ming language and has become a mainstream technology in
the computer software industry. Chip technology, Internet
connection technology, and other fields [14]: based on the
many advantages of JAVA, its application is also very wide,
and its main application directions include game systems
developed in large numbers today and mobile Internet-re-
lated systems. At the same time, it is also widely used in
many colleges and universities, such as educational
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administration, college teaching, and other management
systems. At the same time, due to its various advantages, it is
often used in the relevant information systems of govern-
ment departments [15].

2.3. UML Modeling Technology

2.3.1. Introduction to UML. UML (Unified Modeling Lan-
guage) is the best way to represent program visualization. It
is commonly used in current program design. In short, using
this UML pattern to design programs makes the program
layering more obvious, and the later testing of software
design. And the maintenance is simpler, for developers, it
will greatly reduce their development and testing time [16].

In this mode, graphical structural use case diagrams,
sequence diagrams, activity diagrams, class diagrams, and
state diagrams are used. )ese diagrams can realize many
functions, including the whole process of a subject from
production to demise. )e standard is separated, and the
original complete program is divided on the basis of these
three blocks, so as to facilitate the operation of the program
[17].

)e UML view is mainly used to display the results of
program processing. )e relevant programmers can analyze
the program according to the display. When using the WEB
for related operations, the MODEL needs to be converted
into the HTML running mode first. In the operating en-
vironment of the system, its own visual graphics can display
the program, UML is a program that helps to generate view-
related content and interact efficiently with clients [18].

M in UML design mainly refers to the data model object.
In the whole process, the control layer of the use case di-
agram transfers the relevant model objects that need to be
processed to the view layer, and the related operations are
displayed in the view layer. In the whole process, the data
model is a designed complex of calculation rules, processing
flow and analysis rules, through which data is processed and
displayed. )e control layer is the bridge linking the view
and the model layer, matching the two to facilitate pro-
cessing and operation, which also makes the data and logic
interfaces between the various layers of the program more
coupled under the UML design. )e use of this technology
makes the systematic testing of music education systems
simple and convenient [19].

2.3.2. Advantages of UML and Its Application in-is System.
)e most important function in UML, the realization of
visualization technology, has always been one of the basic
application frameworks on the Web, and its practical cases
can be seen everywhere. Its basic core includes use case
diagrams, sequence diagrams, and class diagrams. Key
content: the first function is to realize the application
demonstration function of system-related functions, the
second function is to realize the business logic layer dem-
onstration function, the third function is to realize the data
access demonstration function, and the last main function of
the domain model layer is to solve modeling problems. Each
layer performs its own duties in its own field and has its own

tasks. UML separates and isolates the entire interface op-
eration function of the system as a whole, and reduces the
degree of interaction and coupling, which is important for
the subsequent maintenance and expansion work. It is of
great help to the design scheme and technical development
of the entire research and development process of Web
applications [20].

2.4. MVCPattern. )e abbreviation of the three concepts of
model, view, and controller is represented byMVC.)rough
these three parts, the software design part in the WEB
development process is realized, the rapid development,
upgrade and maintenance of the system is realized, and
modularization is provided for designers selection, which
greatly optimizes the efficiency of program development.
)e schematic diagram of the MVC mode function
implementation is shown in Figure 1 [21].

2.5. SQLServer2012DatabaseTechnology. SQL Server 2012 is
based on the research and design of the previous version of
SQL Server. It has been greatly improved on the previous
version, and its cohesion, practicality, integration, and other
properties have been further strengthened. )erefore, the
software is more widely used in practical applications and
can adapt to the daily data management needs of various
software with increasing update frequency. Its practical
application market is very large, but it is mainly used in the
data information management system of large and medium-
sized enterprises [22].

)is version inherits the layered structure of its previous
version. )e first is the protocol layer. )is layer is mainly
used to operate and process-related data information, such
as format changes, data-related operations, and structural
responses of operations. Developers can directly operate this
layer, and perform a series of required operations on the data
through this layer. At the same time, developers can use this
layer to change the format of data information and change
its format to the desired pattern that can be recognized. )e
result of its modification is sent to the next layer, where the
data is converted again as required.)is time the data can be
converted to the data information format that can be rec-
ognized and used by the user, so as to facilitate the user to
match the required data and access to the data information,
so it is called the access layer [23].

)e characteristics and advantages of this system are
summarized in the following four points: (1) broad appli-
cability, (2) strong security, (3) high availability, and (4)
scalability.

2.6.Web Programming Technology. )eWEB programming
technology adopted by the music education system is the
current mainstream development technology system, in-
cluding the development of the WEB terminal, the devel-
opment of the mobile terminal, the development of the web
interface and the development of database, and the devel-
opment of the system realized from multiple perspectives.
)e development technology used for the system studied in
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this paper is implemented based on a three-tier architecture,
including the design of the presentation layer, the business
logic layer, and the data persistence layer, and is developed
around the object instance of the music education system
[24].

3. Demand Analysis of the Music
Teaching System

3.1. Analysis of Functional Requirements

3.1.1. Information Release Module. )e information release
management part mainly includes two functions, one is to
release news information, and the other is to release an-
nouncement information. )e news information is for all
users of the music teaching auxiliary system, and the
management content includes news editing, news release,
and news maintenance; the announcement is mainly for
registered users, that is, teachers, students, or administra-
tors, similar to news management.

3.1.2. Document Management Module. )e music teaching
auxiliary management system includes part of the official
document management function, which manages the
official document processing in the school teaching and
office process. Official document management mainly
completes the entire process from drafting, and approval
to document issuance in learning. With the help of
network technology and computer technology, the
school’s office work can be paperless, improve work
efficiency, and supervise the circulation process of official
documents.

3.1.3. Teaching Resource Management Module. )e teaching
resource management module mainly realizes the man-
agement of self-study resources, including music audio and
video, homework exercises, music knowledge populariza-
tion, and other parts.

3.1.4. Auxiliary Teaching Management Module. )e auxil-
iary teaching management module is mainly responsible for
the system administrator, which realizes the management of
courses, management of students’ online examinations and
exercises, interactive management of Q&A, discussion, and
performance analysis.

3.1.5. System Management Module. )e system manage-
ment in the music teaching assistant is mainly used to serve
the related activities of students and teachers, provide
support for the normal operation of the system, and co-
ordinate the collaboration and communication of different
modules. )is part of the management can be divided into
music-assisted teaching, log management, and user man-
agement. )e specific contents are as follows:

(1) Music-assisted teaching: auxiliary teaching man-
agement is mainly through the statistics and analysis
of existing data; school leaders or teachers conduct
auxiliary decision-making management in order to
improve teaching quality and management level.

(2) Log management: the log management part is di-
vided into two parts: operation log and system log.
)e operation log completes the management of all
functional operation records; the system log com-
pletes the record management of the system running
process.

(3) User management: manages user identities such as
teachers, students, leaders, and managers, as well as
user basic information.

3.2. Model Analysis

3.2.1. Object Model Analysis. )e needs of music teaching
auxiliary management are mainly reflected through the use
case model, which can build a bridge between ordinary
customers and system implementers, allowing users to de-
scribe their own needs and the functions to be achieved by
the required system in the most detailed way. )ere is a

Controller

Define Application Behavior
User Action Model Mapping
Select System Response View

view selection

user requests
state changes

status query

notification change

View

Model manipulation
Show explanation

User input, Submit request
Select system view, Response

Model

Application logic, Function realization
Entity, Program state encapsulation

Change view, Status query

Figure 1: Schematic diagram of MVC mode function implementation.
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particularly important relationship between the refinement
of the use case diagram and the modularity of the use case
diagram. )e modeling of this system is to use UML to
visualize the system functions and specific feasible methods.
To achieve the goals of all parties, the first is customer needs,
which must be easy for users to understand, and the second
is to allow developers to fully understand so that develop-
ment work can begin [25].

)e establishment of use cases must focus on system
participants. From this point of view, the premise of use case
determination should be to conduct a series of analyses on
the actual participants in the system and their related in-
formation and then combine the actions and behaviors of all
participants. Only in this way can the functions required by
customers be realized, and then specific and available use
case analysis can be obtained. )e language used for unified
modeling can describe the use case from several aspects, and
its participants and various subtle interrelationships between
them. Solving these problems can specifically determine the
construction of the use case.

We do the design work required for the use case from the
top down, and the principle is progressively deeper. We will
first establish the most basic use cases according to the
specific needs of the project at the beginning, and then refine
the use cases step by step on this basis to achieve deeper
customer needs and target analysis. Figure 2 shows the
school leadership using a case diagram.

School leaders mainly carry out operations such as of-
ficial document handling, news and announcement
browsing, and auxiliary decision-making management
(music teaching).

Music teachers mainly carry out operations such as
music examination question bank management, music
courseware management, student field communication, and
homework and examination management. )e example of
music teachers is shown in Figure 3.

Students mainly conduct music-related question con-
sultation, online learning, and online testing, among which
question consultation includes music knowledge, exam-
related, and amateur discussions.)e example of student use
is shown in Figure 4.

System administrators mainly perform user manage-
ment (including teacher management, student management,
and authority management, leaders belong to teacher
management and assign higher-level authority), log man-
agement, system settings and information release (including
news management and announcement management), and
other operations.

3.2.2. Data Model Analysis. )e analysis of the data model is
mainly carried out by means of the data flow chart, which
can systematically and comprehensively describe the data
logic of the music teaching auxiliary management system. In
the process of information storage, processing, and flow
reflection, the data flow diagram is mainly realized by means
of centralized and general symbols.)e characteristics of the
data flow graph are mainly composed of the following two
aspects:

(1) Abstraction: abstract data information into specific
information storage, processing and flow, and reduce
unnecessary object processes

(2) Generality: express all requirements as a whole, and
associate all related information or business
processing

A data flow diagram consists of the following four basic
elements, namely, external entities, data flow, processing
(function), and data storage. Each module uses a data flow
diagram to represent the source of data and the relationship
between data. )e top-level data flow of the system is shown
in Figure 5.

3.3. Analysis of Nonfunctional Requirements

3.3.1. Performance Requirements

(1) Performance. )e safe and reliable operation time of the
music teaching auxiliary platform is not less than ten years;
the number of simultaneous online teachers and students is
not less than 400; the response time of business processing
shall not exceed five seconds; in order to adapt to the
continuous increase of functions, automatic expansion
support is required; all data transmissions must be stable and
secure;

(2) Security. Security requirements mainly include data
transmission encryption, data backup, and virus prevention.

Data transmission encryption: different levels of users set
different access rights, andMD5 encryption is performed for
user authentication; Data backup: data backup is performed
regularly to ensure safe operation; Virus prevention: because
it is in the form of a network, virus prevention and awareness
enhancement are required.

(3) Scalability. In the process of music teaching, various
teaching methods, teaching modes, and functions are
changing with each passing day, and need to be main-
tained and upgraded from time to time. )erefore, the
auxiliary teaching system must be scalable and
configurable.

)e auxiliary management of music teaching is realized
by modularization, which improves the reusability and
maintainability of the code by reducing the association
between different modules.

)e upgrade of the system must not affect the normal
operation and only needs to be upgraded online on the
server-side.

3.3.2. Design Goals. )e design goals of the music teaching
assistant management system based on J2EE mainly include
the following aspects:

Practicality: simultaneously design information func-
tions based on traditional operation methods to provide a
concise and clear operation interface for teachers and stu-
dents when teaching or learning music; Fault tolerance:
when data errors are caused by a program running or
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misoperation, the system must have good fault tolerance
capabilities, such as error prompts and automatic rollbacks,
and both security and reliability must be guaranteed during
the fault tolerance process.

Versatility: the system cannot be limited to a specific
browser access form to meet the needs of learners and
operators’ operating habits;

Openness: the system adopts a standardized processing
form and provides a good extension interface in the re-
search of music teaching curriculum setting to ensure that
the system can be used in multiple platforms and
environments.

Timeliness: as long as there is a network, the learning and
management of music-related courses and knowledge can be
carried out at any time.

Stability: we use a data management system to achieve
data management, use J2EE technology and MVC design
pattern to achieve system development, and ensure the
stability of system operation.

)e music teaching assistant management platform has
the characteristics of real-time communication, functional
versatility, and object openness.

4. Design of the Music Teaching System

4.1.OverallDesign. )e overall design of the system includes
functional structure design and architecture design, which
can generally be simplified as a modular design. When
carrying out modular design, not only should the entire
system be divided into components, but also the
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Figure 4: System top-level data flow diagram.
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communication between modules, module continuity,
module protection, module solvability, and module com-
bination should be designed. If you want to improve the
continuity principle, you need to maintain the black box
characteristics between modules, which are transparent to
other modules. If the protection of the module needs to be
improved, it is necessary to protect the variables inside the
module to prevent the misuse of other modules, and special
consideration should be given to the exception handling of
the module.

When carrying out themodular design of the system, it is
necessary to meet the loose coupling between modules and
the high cohesion characteristics within the modules.
Modules must be able to function independently to complete
the design, but the size of themodules needs to be controlled.
)e nature of modules can be summarized as inter-
changeability, pluggability, and boundedness, which mainly
include three aspects: (1) When the internal requirements of
a module change, the changes do not affect the normal
operation of other modules; (2) When a module needs to be
deleted, only the functions handled by this module are af-
fected; (3) If a new module implements the same function
and has the same operation interface, it will not affect the
operation of the entire system after replacement.

4.1.1. Functional Structure Design. )e music-assisted
teaching management system is mainly composed of
modules such as information release, official document
management, teaching resource management, auxiliary
teaching management, and system management. )e in-
formation release module is further divided into school
news, notice announcements, and BBS. Document man-
agement, document receipt management, and filing man-
agement; teaching resource management includes
courseware management such as music videos, homework
management, and music knowledge management; auxiliary
teaching management is divided into course management,
online examinations, Q&A discussions, and performance
analysis; system management is divided into teachers stu-
dent management, system settings management, log man-
agement, and auxiliary decision-making management. )e
functional structure of the music-assisted teaching man-
agement system is shown in Figure 6.

4.1.2. Architecture Design. )e design of the music teaching
assistant management system adopts a three-tier system
structure. )e architecture of the system is mainly divided
into three layers: Web Server layer (display layer), Appli-
cation Server layer (control layer), and Database Server (data
access layer). )e display layer is mainly composed of the
Web UI Layer and Web Service Layer, using JSP and other
technologies to achieve interaction with the client; the
control layermainly uses the core frameworks such as Spring
to complete the business logic processing of the auxiliary
teaching system, calls the data access layer to process the
business request sent by the client, and displays the pro-
cessing result to the user. )e specific form of interaction is
displayed to the client for users to view and browse; the data

access layer mainly realizes the interaction between the
business logic layer and the database, preventing business
requests from directly accessing the database, causing data
inconsistency, and ensuring data security and integrity.

4.2. Database Design. In the process of information service,
information management, and resource development, sys-
tem users and design developers have concluded an im-
portant experience that database technology is the most
effective way to manage data. With the advancement of
network technology and computer technology, data man-
agement through databases has become an important
consensus. In order to complete the sharing, integrity, and
consistency of system data, both large-scale management
systems and small-scale transaction processing are using
database technology to complete data management. At
present, the important criteria for measuring the degree of a
country’s informatization construction are the frequency of
database use, the amount of database information, and the
scale of the database.

4.2.1. Database Design Principles. )e database design of the
music-assisted teaching management platform mainly
serves the business knowledge base of music-assisted
teaching management. )rough the management of the
database, the processing of knowledge data and business
data is optimized. When designing a database, the following
aspects are considered important criteria:

(1) Verification is based on database design specifica-
tions, and data structure design is carried out in a
standardized form to ensure the consistency and
normal operation of data operations.

(2) Normative naming: the naming specification is
helpful for unified management and upgrades
maintenance in the later stage. )erefore, when
designing databases and tables, the naming must
strictly follow the normative standards and annotate
all column information.

(3) Data redundancy and the standardization of data
paradigms will affect the retrieval speed of later data.
)erefore, when designing data tables, it is necessary
to master various degrees in order to achieve the
highest value of retrieval and reduce system response
time.

(4) Security: strict identity authentication management
is implemented, and users with different permissions
have different degrees of access to data and opera-
tions to improve data security.

(5) Concurrency control: through the use of triggers and
stored procedures, the simultaneous operation of the
table is strictly controlled to ensure the control of
simultaneous modification access, and reduce data
inconsistency, and the query can be exempted from
this control. )rough the above analysis, it can be
seen that when designing the database of the music
teaching assistant management platform, in order to
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realize the BC paradigm mode, the third paradigm
should be used as the main basis.

4.2.2. Conceptual Structure Design. )e conceptual schema
design of the database is to abstract the existing data. Ab-
straction refers to the man-made processing of concepts,
affairs, and relationships between people, extracting com-
mon features that are needed, and ignoring unnecessary
parts. )e extracted features are described in detail and fi-
nally form a certainmodel structure.)is system adopts SQL
Server2005 as the database development tool to realize the
design and realization of a relational database.

5. Summary

)is dissertation mainly studies and expounds on the design
and development of the music teaching assistant system.
First of all, this thesis analyzes the development significance,
application, and development feasibility of the interactive
multimedia network teaching system from the background
and feasibility analysis. In the requirement analysis stage, the
analysis of the system needs and the compilation of related
manuals is to list all the requirements of the user for the
system to be designed, to establish the model of the music
teaching assistant system to be developed, and the design
and implementation of its functions to facilitate the de-
velopment of this system. Let our software design team have
a very thorough knowledge of the functions to be completed
by the entire software so that we can know what to do when
developing and designing, which is beneficial to software
development and development progress control and quality
control. In addition, it also provides a basis for further
upgrades in the future, so that the corresponding

deficiencies can be quickly located during the upgrade, and
the development cycle of software upgrades can be im-
proved. )e development of this system has reached a good
level in function and technology, but it still has its own
defects. First of all, it is not perfect in terms of module
functions, and secondly, some functions are not considered
enough, but I believe that through the continuous im-
provement of our team, this system will eventually be put
into practical use.
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Aiming at the problems of low accuracy and large limitations of the current personalized course recommendation method in the
educational big data environment, a personalized course recommendation method based on learner interest mining in the
educational big data environment is proposed. First, a corresponding online course recommendation model framework is
proposed by adopting GRU, which can e�ectively solve the problems of gradient disappearance and gradient explosion in the
process of training the RNN neural network. �en, by introducing an auto-regressive language model, XLNet (Generalized
Autoregressive Pretraining for Language Understanding), the information missing problem under the Mask mechanism in the
BERT model is e�ectively optimized, and bidirectional prediction is achieved. Finally, by introducing a temporal attention
mechanism into the model, enough attention is assigned to highlight local important information on key information, which
improves the quality of hidden layer feature extraction, and a high-accuracy personalized course recommendation based on
learner interest mining is realized.�e proposed algorithm is compared with the other three collaborative �ltering algorithms and
the RNN algorithm through simulation experiments. �e results show that the precision, recall, and F1-measure of the proposed
algorithm in the personalized course recommendation results for di�erent types of courses under the condition of the same
database are all optimal. �e largest values were 92.1%, 89.3%, and 90.7%, respectively. �e overall performance is better than
other comparison algorithms. �is method can improve the accuracy and optimization limitations of personalized courses and
can fully tap the interests of learners. It is of great signi�cance for learners to choose personalized courses in the current ed-
ucational big data environment.

1. Introduction

Since entering the twenty-�rst century, people’s production
and lives are changing with each passing day under the
in�uence of the Internet. In terms of education, learners’
learning methods have also undergone great changes. �e
“education informatization” and “Internet + education” are
just bred under the new trend of the Internet, and are also
the only way for future educational development [1–3].
Education under the Internet environment helps to promote
the development of personalized education and promotes
the reform of the education system and education mode.�e
personalized education concept that varies from person-
to-person breaks the traditional education and teaching
methods. At the same time, various educational institutions
also take this opportunity to build online learning platforms,

constantly enrich high-quality educational resources, and
provide students with more convenient learning experiences
and high-quality online learning courses. Supporting edu-
cation modernization through education informatization,
unremittingly helping the innovation and development of
education, forming a new education service system, and
creating a new mode of integrated development of online
and o¦ine education [4–6].

�e widespread sharing of a large number of high-
quality curriculum resources under the internet environ-
ment provides convenience for learners. Learners can ar-
range learning according to their own time to meet their
personalized learning needs [7, 8]. However, online learning
has changed people’s learning styles, which also shows some
disadvantages. �ere are three speci�c problems. First, at
present, there are many kinds of courses on the online
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learning platform. Different courses are often classified by
simple labels and course names, and the unstructured text
information in the course description is not fully utilized,
resulting in an unclear classification of courses [9, 10].
Second, in view of the rapid development and expansion of
the online learning platform, the learning resources on the
platform are gradually accumulated. In order to increase the
activity of the platform, some online platforms simply
pursue the number of courses on the platform and do not do
good supervision on the quality of resources on the platform,
resulting in the poor quality of some course resources on the
platform. Because these inferior resources are not filtered, it
has a great impact on the learning effect of the learners
[11, 12]. %ird, for the learners of the course, the online
learning platform cannot provide targeted learning guidance
and personalized recommendation to the learners based on
the user’s learning style preference and the similarity be-
tween the course content and the prerequisites of the course.
As a result, users often lose their direction when faced with
many online courses and cannot quickly find which courses
they need. It ultimately reduces the user’s learning experi-
ence and learning efficiency [13–15]. %erefore, in view of
the above problems, this paper proposes a personalized
course recommendation method based on learner interest
mining in the educational big data environment to solve the
problem of low accuracy and limitations of the personalized
course recommendation method in the current educational
big data environment.

2. Related Works

Aiming at the problems existing in the current network
education field, it is an important work in the field of in-
telligent education to study how to fully mine and explore
the valuable data of the online education platform and find
the relationship between learners and learning resources. On
this basis, we accurately recommend the required courses for
learners by using multi-source heterogeneous learning be-
havior data [16, 17]. Reference [18] calculated the impor-
tance of external attribute tolerance and internal attribute
quality value on the course and built the LDA user interest
model on this basis to calculate the user’s preference for the
topic and realize the recommendation of personalized
learning resources. However, this method does not actually
divide the user’s access sequence into different interest
segment sequences according to time, so the recommen-
dation accuracy is low. Reference [19] developed an on-
tology-based hybrid filtering system framework for the
recommendation and selection of higher education courses
in universities, that is, ontology-based personalized course
recommendation. %is method is used for personalized
course recommendations according to users’ personal needs.
However, this method is slow in computation and weak in
generalization. Reference [20] designed a personalized
online education platform based on a collaborative filtering
algorithm by applying the recommendation algorithm in the
recommendation system to the online education platform.
%is method is based on the hybrid programming mode of

cross-platform compatible HTML5 and a high-performance
framework. But this method does not give a new person-
alized recommendation algorithm. It is inefficient for a
large-scale online learning system. Reference [21] proposed a
deep learning method of recommending MOOC (massive
open online courses) to students based on the multiattention
mechanism of learning record attention, word-level review
attention, sentence-level review attention, and course de-
scription attention. %is method integrates multiple data
sources, takes students’ learning behavior as the basic basis,
and realizes personalized course recommendations. How-
ever, the computational efficiency of this algorithm will
decrease significantly with the increase in data volume, and it
cannot be well applied to the case of sparse data. Reference
[22] studied and analyzed the English course recommen-
dation technology by combining the bee colony algorithm
and the neural network algorithm. %rough the deep
learning model, the document vector was used to train the
acquired text, and the collaborative filtering method was
used to realize the recommendation of user courses.
However, this method has limitations when it is used in
large-scale E-learning systems due to the complexity of
computing requirements. Based on the recommendation
standard of traditional MOOCs, reference [23] constructed
the ontology model of learning participants for the matching
process of the personalized recommendation system in-
troduced by MOOC. %is method comprehensively con-
siders the knowledge level, ability, and learning speed of
learners. However, this method is difficult to obtain the prior
distribution, and it is difficult to characterize the high-
dimensional semantics of users. Reference [24] analyzed the
research status of robust recommendation technology based
on the text vector model and support vector machine and
constructed the corresponding sustainable economic
learning curriculum recommendation model. However, the
recommendation accuracy of this method is low and needs
further improvement.

Based on the above analysis, a personalized course
recommendation method based on learner interest mining
in the education big data environment is proposed to solve
the problems of low accuracy and large limitations of the
personalized course recommendation method in the current
education big data environment. %e basic ideas are as
follows: ① using GRU to solve the problems of gradient
disappearance and gradient explosion in the process of RNN
training. ② Based on the autoregressive language model
XLNet, the bidirectional prediction is realized by learning
the sequence feature information of different sorting. ③
Time attention mechanism is used to calculate the proba-
bility weight of the word vector at different times through
the probability weight distribution so that the important
words get more attention. Compared with the traditional
personalized course recommendation method, the innova-
tion points of the proposed method are

(1) %e GRU-coded module can reduce parameters
while obtaining the equivalent result value and
eliminate the gradient disappearance and explosion
problems in the training process.
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(2) Using the autoregressive language model XLNet, the
problem of missing information under the Mask
mechanism in the BERT model is effectively
optimized.

(3) %e temporal attentionmechanism is used to allocate
sufficient weight to improve the quality of feature
extraction of the hidden layer.

3. Personalized Course Recommendation
Method Based on Learner Interest Mining in
the Education Big Data Environment

3.1. Model Framework (XATGRU). A recurrent neural
network (RNN) is a kind of a time recurrent network, which
can be regarded as the result of the same neural network
structure circulating on the time axis many times. Compared
with other deep neural networks, RNN is better at processing
sequence data because of its structural characteristics.
%eoretically, RNN can process any length of time series
data, but in practical application, it is found that gradient
disappearance and gradient explosion will occur in the
process of RNN training.%is is because the traditional RNN
model tends to update in the right direction according to the
weights at the end of the sequence. Small GRU parameters
reduce the risk of overfitting, and the GRU solves the
problems of gradient disappearance and gradient explosion
in the process of RNN training neural network and can
retain the information from a long time ago. %e network
structure of GRU is generally similar to that of RNN, but the
structure of the hidden layer is more complex. %e online
course recommendation model framework based on GRU is
divided into input, processing, and output sections
according to functions, as shown in Figure 1 below.

%e input part is mainly to convert the records that the
user initially learned into the data format needed for GRU
network computing, that is, the vector representation of each
user’s learning course. %e processing part mainly processes
the input data through the GRU network and then obtains
the output result. It is necessary to determine the structure of
the GRU network, including the total number of layers, the
step length of time, and the connection settings between
layers.%is paper takes the number of courses as the number
of eigenvalues, which defines the dimensions of input data
and output data, namely the number of neurons in the input
layer and output layer. %e length of the user’s learning
sequence determines the time step required for each cal-
culation. %e maximum time step is defined as the maxi-
mum value of the user’s learning sequence. At the same time,
the length of the sequence should be specified when reading
each user’s learning sequence. %us, the structure of the
entire GRU network model is clear. %e Softmax layer maps
the value of the output vector of the GRU processing layer to
the (0, 1) interval, and the output part can take the last
dimension of the Softmax layer processing result to deter-
mine the final recommended course vector. Because the role
of the softmax layer is to convert the output results of the
neural network, the output results are expressed in the form
of probability.

3.2. XLNet Pre-Training Model. Unsupervised learning
models are divided into Auto-Regressive (AR) language
model and Auto-Encoding (AE) language model. Different
from the traditional AR language model, the AE language
model represented by BERTrealizes bidirectional prediction.
XLNet realizes bidirectional prediction based on the AR
language model. Its core idea is to rearrange the input se-
quence through the Attention Mask matrix in Transformer.
At the same time, it does not change the original word order,
and effectively optimizes the information missing problem
under the Mask mechanism in the BERTmodel. Because the
mask mechanism in the pretraining stage mainly predicts
the words out of the mask by masking some words. %e
Mask mechanism of XLNet is shown in Figure 2.

In Figure 2, the light-colored circle indicates that the
model can take its position information into account,
and the dark-colored circle indicates that the model cannot
take the position information into account. Taking
the input vector x � (x1, x2, x3, x4, x5) as an example, a
rearrangement combination of x is represented by
x � (x3, x2, x5, x4, x1). As for the vector x, since x3 is located
at the first position of the sequence, other word information
cannot be used, and only the previous implicit state
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Figure 1: Personalized course recommendation model framework.
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information can be used. x5 is located at the third position in
the sequence, and the first three position information can be
used.

Given that the sequence length is A, the total number of
sorting methods n � A!. %e model can learn various con-
texts through n various sorting methods. In practical ap-
plication, XLNet randomly takes samples of partial
permutation in n. %e formula of the full permutation model
is shown in the following formula:

max(α)Sw∼WA


A

a�1
lgPα xw,a Xw<a

 ⎡⎣ ⎤⎦, (1)

where S represents the sequence set. w ∼ WA represents all
possible text arrangements. xw,a represents the current word.
Xw<a represents the previous words of a − 1. P represents the
probability that the prediction result is the current word. α
represents a parameter.

%e core of XLNet is Transformer-XL, which introduces
the idea of relative position encoding and recurrent
mechanism on the basis of transformer structure. %e
transformer specifies that the input sequence is a fixed length
sequence in the training. After the long sequence is seg-
mented in the training, the model cannot make use of the
links between the segments, which will cause the problem of
missing information. Transformer-XL inserts implicit state
information between segments. %e prediction of the cur-
rent segment can use the information of the previous seg-
ment through implicit state information, so the model can
learn more long-term semantic information. %e informa-
tion transmission mode of the recurrent mechanism be-
tween the two segments is shown in Figure 3.

In Figure 3, the red dotted line represents the memory
information. %e cache information from Segment 1 can be
used in Segment 2 training. XLNet realizes the transfer of
historical information through this mechanism.

%e Transformer encodes the absolute position into a
vector in the form of a sine function. %e upper layer can
learn the relationship between the relative positions of two

words through this vector. %e calculation formula is shown
in the following formula:

et+1 � f et, Lt+1 + UL( ,

et � f et−1, Lt + UL( ,
 (2)

where et represents vector encoding at time t. L represents
the position encoding of the current segment text vector. UL

represents the position code, which is the same in different
segments. %e model cannot accurately determine the
specific position of each segment through vectors. %e ab-
solute position code is the same for the same position
encoding of each segment, while Transformer-XL can use
the historical information of different segments. Consid-
ering that different segments and words with the same
position code have different information contributions to
the current segment, Transformer-XL uses the idea of rel-
ative position encoding, which calculates the relative dis-
tance according to the current position and the position to
be used when calculating attention.

Taking the Transformer-XL framework as the core,
XLNet can obtain more accurate word vector representation
by introducing the recurrent mechanism and relative po-
sition encoding. XLNet considers bidirectional semantic
information and mining long-term historical information.

3.3. Data Normalization. %e neural network usually needs
to normalize the input data before calculation to limit the
data to a certain range, which ensures that the model can
converge quickly and have the same metric for data char-
acteristics. Here, One-Hot encoding is used to normalize the
input data.%e one-hot encoding adopts binary vector form,

Segment 1

Segment 2

Figure 3: Information transmission mode of recurrent mechanism
between two segments.

x1

x2

x3

x4

x5

x3 x2 x5 x4 x1

Figure 2: %e realization principle of the Mask mechanism of
XLNet.
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so courses need to be mapped into integer values. %at is,
each course corresponds to a course number. %en, the
course number is represented as a binary vector.%e value of
the element whose subscript is the number in the vector is
marked as 1, and the other elements are all 0. For example,
0, 0, 1, 0, ..., 0{ } represents the course whose course number is
3. First, the original learning records of users in the database
are read and converted into the format of the user’s course
sequence. %en, each course in the course sequence is
represented by a vector.%emethod of representing the user
course sequence by vectors is shown in Figure 4.

3.4. GRU. GRU is a variant of RNN and has fewer pa-
rameters than LSTM.%e basic structure of GRU is shown in
Figure 5.

%e data update formula of the basic unit in GRU is
shown in the following formula:

g(t) � σ ω(g)xt + U(g)ht−1 ,

c(t) � σ ω(c)xt + U(c)ht−1 ,

h0t � tanh c(t) ∘Uht−1 + ωxt ,

ht � [1 − g(t)] ∘ h0t + g(t) ∘ ht−1,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

where g(t) is the update unit module, which is responsible
for determining how much ht−1 pass to ht. If g(t) ≈ 1, ht−1
will almost be directly copied to ht. On the contrary, if
g(t) ≈ 0, it will not be directly passed to ht. %e reset gate
c(t) determines how much of the previous memory module
information will flow to the current ht. %e symbol ∘
represents the operation of dot product. Compared with
LSTM encoding, GRU encoding modules not only have
fewer parameters but can also obtain equivalent result
values. %e bidirectional GRU module can not only use the
past information but also combine the future word
information.

3.5. Attention Mechanism. %e attention mechanism is
outstanding in speech recognition, machine translation, part
of speech tagging, and other serialized data. %e attention
mechanism can be used alone or as a layer of other hybrid
models. It can be placed after the text vector input layer or
after the training data of other network models. %rough
automatic weighting transformation of the data, connecting

two different parts to make the whole system perform better
and highlight keywords .%e attention mechanism is like the
principle that the human brain observes something, such as
people observing a painting in order to describe the content
of some paintings. %ey will first observe the words in the
title of the picture, and then they will observe the part of the
picture that expresses the theme purposefully according to
their judgment. When describing this painting, people often
describe the most relevant content of this painting first, and
then describe other aspects. %e attention mechanism is a
mechanism that highlights local important information by
allocating sufficient attention to key information. It can
generally be divided into two types: temporal attention
mechanism and spatial Attention mechanism. %e temporal
attention mechanism is mainly used here. %e attention
mechanism is a kind of attention resource allocation
mechanism similar to the human brain. It calculates the
probability weights of word vectors at different times
through probability weights, so that some words can get
more attention and finally improve the quality of feature
extraction of the hidden layer. %e basic structure of the
attention mechanism is shown in Figure 6.

4. Experiments and Analysis

4.1. Experimental Environment and Dataset. %e relevant
parameters of the simulation experiment environment are
shown in Table 1.

%e experimental dataset comes from the actual op-
eration data of an online teaching website, with 14370 users
and 816 courses, it is mainly related to some courses related
to computer subjects. %e data mainly includes the user’s
learning records and scoring records. From May 2018 to
July 2021, a total of 157825 records were recorded. Among
them, the training set accounts for 80%, a total of 126260
records, and the test set account for 20%, a total of 31565
records.

4.2. Evaluation Index. %e performance of the model is
measured by the results of the model extraction and the
actual results. %e evaluation indexes include precision (P),
recall (R), and F1-measure (F1). %e calculation methods of
different evaluation indexes are shown in the following
formulas (4)–(6).

Sequence of course title 

Sequence of course ID

{ 3, 12, 23 }

0 0 0
0 0 0
0 ... ...
... 1 1
0 ... ...
0 0 0

Elementary English, 
Intermediate English,
advanced English

Number of courses n

Figure 4: Data normalization.
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P �
ST

S
, (4)

R �
ST

SG

, (5)

F1 � 2 ·
P · R

P + R
, (6)

where ST is the number of knowledge entities and rela-
tionships correctly identified by the model. S is the number
of knowledge entities and relationships identified by the
model. SG is the number of all labeled knowledge entities and
relationships.

4.3. Model Training. In order to verify the effect of our
model, the comparisonmodel is the classical Pipeline model.
%e experimental results on the dataset are shown in Table 2.

%e overall F1 of the two models is shown in Figure 7.
From the above experimental results, it can be seen that

for the task of entity recognition and relationship extraction,
the proposed personalized course recommendation model
XATGRU based on learner interest mining in the education
big data environment has improved in precision, recall, and
F1-Measure compared with the Pipeline model.

4.4. Experimental Comparison and Analysis. In the follow-
ing, the personalized course recommendation method

proposed in this paper is compared with the collaborative
filtering algorithm in reference [20, 21, 23]. %e indexes of
recommendation results of different methods under the
same dataset are shown in Table 3.

%e following is a comparative analysis of the person-
alized course recommendation method proposed in this
paper and the RNN algorithm. %e indexes of recommen-
dation results of different methods under the same dataset
are shown in Figure 8.

It can be seen from Table 3 and Figure 8 that when the
same database is used, compared with the collaborative
filtering algorithm in reference [20, 21, 23] and the tradi-
tional RNN algorithm, the precision, recall, and F1-Measure
of the proposed algorithm for personalized recommendation
results of different types of courses are optimal, and the
maximum values are 92.1%, 89.3%, and 90.7%, respectively.
%is is because the introduction of GRU solves the problems
of gradient disappearance and gradient explosion in the
training process. %e XLNet model based on autoregressive
language is used for bidirection prediction. %e missing
information caused by the Mask mechanism in the BERT
model is effectively optimized and greatly improves the
accuracy of personalized course recommendations.
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Figure 5: Basic structure of GRU.
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Figure 6: %e basic structure of the attention mechanism.

Table 1: Simulation experiment environment parameters.

Name Parameter
System environment Windows 10 professional
Memory size 16GB
Deep learning framework TensorFlow-DPU 1.11.0

Table 2: Model training results.

Model Pipeline XATGRU

Entity
P 0.812 0.913
R 0.754 0.905
F1 0.792 0.912

Relation
P 0.542 0.668
R 0.379 0.573
F1 0.465 0.602

6 Scientific Programming



5. Conclusion

In view of the low accuracy and large limitations of per-
sonalized course recommendation methods in the current
education big data environment, a personalized course rec-
ommendationmethod based on learner interest mining in the

education big data environment is proposed. %e proposed
method is verified by simulation experiments. %e results
show that the network structure of GRU is more complex, but
it can effectively solve the gradient disappearance and gra-
dient explosion problems in the training process of RNN, and
the number of parameters is small, which can reduce the risk
of overfitting. %is neural network can improve the accuracy
of personalized course recommendation methods and solve
the problem of large limitations. XLNet based on the
autoregressive language model can effectively optimize the
information missing problem under the Mask mechanism in
the BERT model and realize bidirectional prediction. %e
temporal attention mechanism can change the importance of
different words by means of probability weight distribution,
thus improving the quality of feature extraction in the hidden
layer and the accuracy of personalized course recommen-
dations. %is method is of great significance to solve the
problem of low accuracy and limitations of personalized
course recommendation methods in the current educational
big data environment. Future work will further study the
relationship between course reviews and courses. On this
basis, considermining the information from course reviews to
discover the relationship between courses from a diversified
perspective and to achieve more accurate personalized course
recommendations.

0.75

0.70

0.65

0.60

Pipeline

0.77

XATGRU

O
ve

ra
ll 

F1

Figure 7: %e overall F1 of two models.

Table 3: %e indexes of recommendation of different methods under same dataset.

Category Proposed method Ref. [20] Ref. [21] Ref. [23]

Course 1
P 0.910 0.852 0.821 0.847
R 0.881 0.833 0.801 0.812
F1 0.895 0.842 0.811 0.829

Course 2
P 0.921 0.849 0.818 0.838
R 0.893 0.835 0.821 0.827
F1 0.907 0.842 0.819 0.832

Course 3
P 0.908 0.861 0.842 0.850
R 0.879 0.842 0.813 0.824
F1 0.893 0.851 0.827 0.837
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Figure 8: %e comparison results between the proposed method
and RNN.

Scientific Programming 7



Data Availability

%e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

%e author declares that there are no conflicts of interest
regarding the publication of this paper.

References

[1] T. Morrow, A. R. Hurson, and S. S. Sarvestani, “Algorithmic
support for personalized course selection and scheduling,” in
Proceedings of the 44th Annual IEEE-Computer-Society In-
ternational Conference on Computers, Software, and Appli-
cations (COMPSAC), ELECTR NETWORK, pp. 143–152,
Madrid, Spain, July, 2021.

[2] H. T. Chang, C. Y. Lin, and L. C. Wang, “How students can
effectively choose the right courses: building a recommen-
dation system to assist students in choosing courses adap-
tively,” Educational Technology & Society, vol. 25, no. 1,
pp. 61–74, 2022.

[3] L. Chen, L. Zhang, S. S. Cao, Z. Wu, and J. Cao, “Personalized
itinerary recommendation: deep and collaborative learning
with textual information,” Expert Systems with Applications,
vol. 144, no. 3, Article ID 113070, 2020.

[4] Y. Yang, Y. Zhu, and Y. Li, “Personalized recommendation
with knowledge graph via dual-autoencoder,” Applied Intel-
ligence, vol. 52, no. 6, pp. 6196–6207, 2021.

[5] K. Wang, T. T. Zhang, T. Q. Xue, Y. Lu, and S. G. Na, “E-
commerce personalized recommendation analysis by deeply-
learned clustering,” Journal of Visual Communication and
Image Representation, vol. 71, no. 12, Article ID 102735, 2020.

[6] H. Jung, Y. Jang, and S. Kim, “KPCR: knowledge graph en-
hanced personalized course recommendation,” in Proceedings
of the 34th australasian joint conference on artificial intelli-
gence (AI), pp. 739–750, Univ Technol Sydney, ELECTR
NETWORK, Sydney, NSW, Australia, February, 2022.

[7] Z. Ali, P. Kefalas, K. Muhammad, B. Ali, andM. Imran, “Deep
learning in citation recommendation models survey,” Expert
Systems with Applications, vol. 162, no. 2, Article ID 113790,
2020.

[8] L. B. Cao and C. Z. Zhu, “Personalized next-best action
recommendation with multi-party interaction learning for
automated decision-making,” PLoS One, vol. 17, no. 1, Article
ID e0263010, 2022.

[9] X. F. Zhang, M. F. Li, D. W. Seng, X. Chen, and X. Chen, “A
novel precise personalized learning recommendation model
regularized with trust and influence,” Scientific Programming,
vol. 2022, no. 6, Article ID 8479423, 15 pages, 2022.

[10] S. Kim, W. Kim, and H. Kim, “Learning path construction
using reinforcement learning and bloom’s taxonomy,” in
Proceedings of the 17th International Conference on Intelligent
Tutoring Systems (ITS), pp. 267–278, Univ W Attica, ELECTR
NETWORK, Athens, Greece, June, 2021.

[11] Z. Shi and W. Wang, “Design of personalized recommen-
dation system for swimming teaching based on deep learn-
ing,” Security and Communication Networks, vol. 2021, no. 9,
Article ID 1211059, 7 pages, 2021.

[12] L. Zeng, M. Peng, and Y. Liu, “Personalized hashtag rec-
ommendation using few-shot learning,” Journal of Chinese
Information Processing, vol. 35, no. 9, pp. 102–112, 2022.

[13] F. Liu and W. W. Guo, “Personalized recommendation al-
gorithm for interactive medical image using deep learning,”
Mathematical Problems in Engineering, vol. 2022, no. 23,
10 pages, Article ID 2876481, 2022.

[14] W. J. Jiang, Z. A. Pardos, and Q. Wei, “Goal-based course
recommendation,” in Proceedings of the 9th International
Conference on Learning Analytics and Knowledge (LAK),
pp. 36–45, Arizona State Univ, Tempe, AZ, USA,March, 2019.

[15] E. G. Mantouka and E. I. Vlahogianni, “Deep reinforcement
learning for personalized driving recommendations to miti-
gate aggressiveness and riskiness: modeling and impact as-
sessment,” Transportation Research Part C: Emerging
Technologies, vol. 142, no. 5, Article ID 103770, 2022.

[16] Y. C. Chou, C. T. Chen, and S. H. Huang, “Modeling behavior
sequence for personalized fund recommendation with
graphical deep collaborative filtering,” Expert Systems with
Applications, vol. 192, no. 13, Article ID 116311, 2022.

[17] C. F. Tang and J. Zhang, “An intelligent deep learning-enabled
recommendation algorithm for teaching music students,” Soft
Computing, vol. 15, no. 7, pp. 18–26, 2022.

[18] Q. Lin, S. He, and Y. Deng, “Method of personalized edu-
cational resource recommendation based on LDA and
learner’s behavior,” International Journal of Electrical Engi-
neering Education, vol. 12, no. 5, pp. 128–136, 2021.

[19] M. E. Ibrahim, Y. Y. Yang, D. L. Ndzi, G. Yang, and M. Al-
Maliki, “Ontology-based personalized course recommenda-
tion framework,” IEEE Access, vol. 7, no. 13, pp. 5180–5199,
2019.

[20] J. Li and Z. Ye, “Course recommendations in online education
based on collaborative filtering recommendation algorithm,”
Complexity, vol. 2020, no. 23, Article ID 6619249, 332 pages,
2020.

[21] J. Fan, Y. C. Jiang, Y. Z. Liu, and Y. Zhou, “Interpretable
MOOC recommendation: a multi-attention network for
personalized learning behavior analysis,” Internet Research,
vol. 32, no. 2, pp. 588–605, 2022.

[22] Y. Fang and J. N. Li, “Application of the deep learning al-
gorithm and similarity calculation model in optimization of
personalized online teaching system of English course,”
Computational Intelligence and Neuroscience, vol. 2021, no. 6,
Article ID 8249625, 66 pages, 2021.

[23] S. Assami, N. Daoudi, and R. Ajhoun, “Learning actor on-
tology for a personalised recommendation in massive open
online courses,” International Journal of Technology Enhanced
Learning, vol. 12, no. 4, pp. 390–410, 2020.

[24] XF. Ma, “Recommendation of sustainable economic learning
course based on text vector model and support vector ma-
chine,” Journal of Intelligent and Fuzzy Systems, vol. 40, no. 4,
pp. 7135–7145, 2021.

8 Scientific Programming



Research Article
Prediction of New Media Information Dissemination Speed and
Scale Effect Based on Large-Scale Graph Neural Network

Chen Qiumeng1 and Shen Yu 2

1Minzu Normal University of Xingyi, Guizhou, Xingyi 562400, China
2Huanghe Science and Technology University, Foreign Languages School, Zhengzhou, China

Correspondence should be addressed to Shen Yu; shenyu@hhstu.edu.cn

Received 9 July 2022; Revised 22 July 2022; Accepted 30 August 2022; Published 21 September 2022

Academic Editor: Lianhui Li

Copyright © 2022 Chen Qiumeng and Shen Yu. �is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

In recent years, because of the popularity of the internet and mobile devices, the dissemination of new media in social networks
has attracted extensive attention from scholars and the industry. Scale prediction or propagation speed prediction is to use the
initial data to predict the propagation scale of the network. In the complex and changeable social network, how to accurately
predict the cascading scale of new media information is the biggest problem at present. In the process of new media information
transmission, because of the role of new media information transmission in guiding public opinion, the current hierarchical
model of new media information transmission lacks the overall and local models. To solve this problem, a global structure
modeling method is proposed. In addition, because of the uncertainty of new media information dissemination, a method of
bidirectional recurrent neural network prediction and algorithm complexity is used, and a newmethod based on large-scale graph
neural network is constructed. A prediction method of newmedia information dissemination speed and scale based on large-scale
graph neural network. �rough comparative experiments with previous research models, it is found that the NWIDF model
constructed in this paper has a good prediction e�ect.

1. Introduction

In recent years, the modeling and prediction of new media
information cascade has attracted extensive attention in the
academic �eld and industry [1]. In recent years, with the
improvement of computing power, prediction models based
on deep learning have been successful in many tasks.

Existing models based on deep learning can be roughly
divided into three categories: (1) models based on infor-
mation content, such as text, image, video, and other
multimedia content, which usually use technology from the
�eld of computer vision and natural language processing to
learn the e�ective representation of information content. (2)
Based on time series model, it relies on recurrent neural
network, pooling mechanism, and attenuation mechanism
to linearly model the information cascade in social networks
and [2] (3) model based on the graph structure, such as
information cascade graph or global graph. As per reference

[3], these models typically use graph neural networks and
graph representation learning techniques to learn e�cient
structures of nodes, edges, and graphs to represent infor-
mation. Other deep learning technologies, such as varia-
tional reasoning and reinforcement learning, are also used
for information cascade scale prediction. In many cases,
multimode, multiscale, and multitask learning techniques
can be used to improve prediction performance. Deepcas [4]
is the �rst model to model and predict the scale of infor-
mation cascade using graph representation learning tech-
nology. It borrows the idea of deepwalk model [5] and uses
the random walk method to sample the information cascade
graph. �e sampled node sequence is input into the bidi-
rectional gated loop unit [6], and then the node embedding
is obtained in cooperation with the attentionmechanism [7].
�e prediction of the deepcas model is end-to-end, and
therefore, it does not depend on the manual functional
design. Subsequently, in document [8], the author proposed
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the dcgt model, which adds the modeling of node content to
deepcas. &e purpose of the deephawkes model [9] is to
combine the advantages of the generated model with the
advantages of deep learning technology, so as to simulta-
neously consider the predictability and good prediction
performance. &e ANPP model [10] uses g1ove [11] for the
text embedding of information content and node2vec [12]
for user graph embedding. ANPP uses the attention
mechanism to aggregate the obtained representations and
time-series feature vectors. &e Dtcn model [13] predicts the
popularity of Flickr images by learning user and image
embedding, pore context of shared sequences, and multistep
temporal attention mechanism. &e dtcn model uses
RESNET [14] and long-term and short-term memory ar-
tificial neural networks [15] to simulate the visual and
temporal dependence of pictures, respectively. &e recursive
cascade convolution network [16] regards the information
cascade graph as a series of subinformation cascade graphs,
and then, it uses the dynamic multidirectional graph con-
volution network to learn the structural information of the
information cascade.

Although the model based on deep learning has achieved
good results in the information cascade prediction task, it
also faces many limitations and challenges. &e computa-
tional consumption of the deep learning model is generally
greater than that of the other two types of models. To obtain
satisfactory prediction results, engineers usually need to
perform complex parameter optimization and model
training and face the risk of data overfitting. At the same
time, in the prediction of the cascade scale of new media
information, there is a lack of modeling of global and local
communication structures, ignoring hierarchical modeling,
and it is unable to cope with changes and uncertainties in the
process of information dissemination. &erefore, the article
starts from this angle, and relevant research is carried out.

2. Related Work

&e modeling and prediction of new media information
cascades have attracted extensive attention in academia and
industry in recent years [1]. In recent years, with the im-
provement of computing power, prediction models based on
deep learning have been successful in many tasks.

Existing deep learning-based models can be roughly
divided into three categories: (1) models based on infor-
mation content, such as text, images, videos, and other
multimedia content, these models usually use technologies
from the fields of computer vision and natural language
processing to effectively represent the content learning of
information; (2) time-based models of sequences, which
linearly model information cascades in social networks and
rely on techniques such as recurrent neural networks,
pooling mechanisms, and attention mechanisms [2]. (3)
Models based on graph structures, such as information
cascade graphs or global graphs, etc. [3], usually use graph
neural networks and graph representation learning tech-
niques to learn effective structural representations of nodes,
edges, and graphs. Other deep learning techniques, such as
variational inference, reinforcement learning, etc., are also

used in information cascade scale prediction. In many cases,
techniques, such as multimodal, multiscale, and multitask
learning, are used to improve the prediction performance.
DeepCas [4] is the first model to use graph representation
learning techniques to model and predict the scale of in-
formation cascades. It borrows the idea of the DeepWalk
model [5] and uses a random walk method to sample the
information cascade graph. &e sampled node sequence is
input into the bidirectional gated recurrent unit [6], and it
cooperates with the attention mechanism [7] to obtain the
node embedding. &e predictions of the DeepCas model are
end-to-end and thus do not rely on manual feature design.
Subsequently, in literature [8], the authors propose the
DCGTmodel, which adds the modeling of node content to
DeepCas. &e purpose of the DeepHawkes model [9] is to
combine the advantages of generative models with the ad-
vantages of deep learning techniques, thereby taking into
account both predictive interpretability and good predictive
performance. &e ANPP model [10] uses G1oVe [11] for the
textual embedding of information content and node2vec
[12] for user graph embedding. ANPP uses an attention
mechanism to aggregate the acquired representations and
time series feature vectors. &e DTCN model [13] predicts
the popularity of Flickr images by learning user and image
embeddings, sharing temporal context of sequences, and a
multistep temporal attention mechanism. &e DTCN model
uses ResNet [14] and Long Short-Term Memory Artificial
Neural Network [15] to model the visual and temporal
dependencies of pictures, respectively. Recurrent Cascade
Convolutional Networks [16] treat the information cascade
graph as a series of subinformation cascade graphs, and then,
it use a dynamic multidirectional graph convolutional
network to learn the structural information of the infor-
mation cascade.

Although deep learning-based models have achieved
good results on information cascade prediction tasks, they
also face many limitations and challenges. &e computa-
tional consumption of deep learning models is generally
larger than that of the other two types of models. &e main
reason is that deep learning learns the deep nonlinear
network structure, and its essence is to approximate complex
functions and represent the distributed representation of the
input data. Deep learning can learn the essential charac-
teristics of the dataset. But the problem may often involve
causal reasoning, logical reasoning, and dealing with un-
certainty, which is obviously beyond the ability of traditional
deep learning methods. Hence, the predictions of deep
learning models lack interpretability, because neural net-
works are essentially a “black box model.” Secondly, the
computational consumption of deep learning models is
generally higher than that of feature engineering-based
prediction models and probability-based generation. &e
model should be bigger. To achieve satisfactory prediction
results, engineers often need to perform complex parameter
tuning, model training, and face the risk of overfitting the
data. At the same time, in the prediction of the cascade scale
of new media information dissemination, there is a lack of
modeling of the global and local dissemination structure,
ignoring hierarchical modeling and inability to deal with
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changes and uncertainties in the process of information
dissemination. &erefore, the paper starts from this per-
spective, and related research is conducted.

3. Related Theories

3.1. Bayesian Graph Neural Network. A Bayesian network is
a probabilistic graphical model. By adjusting the preset
parameters or the prior knowledge of the model through
sample data, the parameters of the Bayesian network or the
posterior probability of the model are inferred to express
uncertainty. &e uncertainty of the node characteristics of
new media information dissemination is mainly man-
ifested in the uncertainty caused by noise data, missing or
repeated data, etc., in the process of feature extraction and
the uncertainty of the relationship between different
characteristics of nodes and node labels. A probabilistic
graph model that can solve uncertainty through the
Bayesian graph neural network identifies hot topics in new
media information, compares the prediction of node labels
under different features, integrates the prediction of node
labels by all features, and then judges the uncertainty of
node features.

In the dissemination of new media information, as the
network structure is not fully known and constructed by
domain experts, it usually leads to missing important edges,
adding false edges and other problems, resulting in poor
model prediction effect and poor robustness.

&is paper needs to propose a way to add missing im-
portant edges and prune irrelevant and spurious edges. In
other words, the network structure needs to be recon-
structed. &e Bayesian graph neural network is used to solve
the uncertainty problem of the node relationship in the
reconstructed network.

Generally speaking, a neural network can be regarded
as a conditional distribution model p(Y | X, W), i.e., the
distribution of labels Y under the condition of input
feature X and neural network weight W. &en, the
learning process of the neural network can be regarded as
maximum likelihood estimation. Based on this, the re-
searchers proposed a Bayesian neural network [17],
which, firstly, obtained the weight probability p(W | D) of
the neural network based on the dataset not only to find its
maximum posterior value but also to be used for the
neural network. Networks introduce uncertainty. &e
prediction Y for a new input x can be obtained by inte-
grating the posterior distribution of W, and the process
can be expressed as follows:

p(y|x, X, Y) �  p(y | x, W)p(W | X, Y)dW. (1)

However, since the posterior distribution (formula (1))
of the Bayesian neural network is often difficult to calculate
directly, researchers have adopted different methods to
approximate it [18–21].

&is paper considers reconstructing the network
structure with a random graph generation model to solve the
uncertainty of the network structure.

3.2. Random Block Model. &e random block model is a
generative model for random graphs. &e model tends to
generate graphs that contain populations, i.e., subsets
characterized by a certain edge density interconnected. For
example, edges may be more common within a community
than between communities. &e stochastic block model is
important in statistics, machine learning, and network
science, and in graph data, it serves as a useful benchmark
for the task of recovering community structure. Recon-
structing the network structure in this way can aggregate
nodes with strong correlations in the network, while nodes
with weak correlations will have certain edges if they are
directly pressed.

&e random block model has the following parameters:

(1) &e number of vertices n
(2) Divide the vertex set V1, V2, · · · , Vn  into disjoint

subsets C1, C2, · · · , Cr called groups
(3) A symmetric matrix P of edge probabilities

Randomly sample the edge set: any two nodes VpϵCi and
VqϵCj are connected by an edge with probability Pij.

Its generation process is shown in Algorithm 1.
&e group membership of each node depends on the

context, i.e., each node may have different memberships
when interacting with or being interacted with by different
nodes. Statistically, each node is a mixture of group-specific
interactions. After the random blockmodel is represented by
a generative graph, the network can be reconstructed and
applied to the graph neural network to solve the uncertainty
of the network structure.

3.3. New Media Information Dissemination Mechanism.
In this paper, we mainly explain the mechanism of new
media information dissemination from two perspectives,
namely information cascade graph and user social network
(global graph).

Cascade graph: given the new media information
microblog I and its corresponding forwarding information
cascade C, the information cascade graph can be defined as
ζc � (vc, εc), where vc � ui|1< i≤M  is a part of the user
nodes participating in the information cascade, εc ∈ vc × vc is
a set of edges with a number of M � |C|, representing all user
interactions in the information cascade graph. A schematic
diagram of a cascade graph growing over time is shown in
Figure 1.

C t0( ⟶ · · ·⟶ C tn( . (2)

Global Graph: the global graph contains all the nodes
and edges in the social network, which can be defined as
ζg � (vg, εg). &e edges represent different node relation-
ships in the information cascade. An example of a typical
global graph is the user’s follow du and followed network in
TikTok.

In this paper, the information cascade graph represents
the local propagation characteristics of information in the
network, while the global graph represents the associations
between nodes in the whole network. Taking TikTok as an
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example, the following relationships, forwarding relation-
ships, and historical behaviors among users can all be re-
flected in the structure of the global graph. &e previous
work [8–10] simply used features, such as the number of
followers of the user (which can be regarded as the degree of
nodes) as the structural features of the user, which cannot
fully capture the user’s influence, preference, and other
attributes.&ere are a few other works [14, 17] that use other
types of structural features. But, they also all make strong
assumptions about the intrinsic mechanism of information
dissemination, or face the risk of overfitting on specific data,
resulting in their poor generalization performance, and
whenmigrating to other applications or data platforms (with
different propagation mechanism or propagation mecha-
nism unknown) is less effective.

4. New Media Information Dissemination and
Scale Prediction Path Based on Large-Scale
Graph Neural Network

4.1. 6e Overall Architecture of the Prediction Model. &is
section builds the general framework of the NWIDF pre-
diction model. It consists of four parts: structure learning,
time series propagation, new media information uncertainty
propagation, and predictor. Structural learning mainly
captures and models the contextualized structural patterns
in information cascade graphs and the implicit relationships
of users in social networks. It leverages techniques from
graph signal processing to learn structural representations of
information cascades: local structure modeling based on
wavelet maps and user global structure modeling based on
sparse matrix factorization. Temporal propagation uses a
bidirectional recurrent neural network to model temporal
dependencies in information propagation. &e uncertain
propagation of information in new media uses a variational
autoencoder to model changes and uncertainties in infor-
mation propagation and information growth, and it uses a
regularized flow to estimate the posterior distribution of
hidden variables for a series of complex and flexible
transformations. &e predictor combines recurrent neural

networks and variational inference to learn high-order
representations of the information cascade, and finally, it
uses a multilayer perceptron to make predictions about the
final size of the information cascade, as shown in Figure 2.

As the core of the NWIDF model system, the new media
information person is the main body of information pro-
duction, transmission, processing, and management. In-
formation people usually include are users and platforms.
Users can enhance the quality impact of new media plat-
forms by accepting feedback and continuously optimizing.
New media information technology is the support of in-
formation activities. &rough the collection, processing,
dissemination, and feedback of information, the continuous
operation of the NWIDF model system is realized.

4.2. Modeling of New Media Information Cascade Structure
under Large-Scale Graph Neural Network

4.2.1. New Media Information Cascade Learning Structure.
In the new media information dissemination mode, the
cascade graph is introduced Ci(t), which is represented as an
adjacency matrix, and a self-loop is added to each node, as
shown in Figure 3. &en, according to the arrival time of
each node in the cascade graph Ci(t), one-hot encoding
(One-Hot Code) is performed to represent the node char-
acteristics. Divide the observation window [0, T into disjoint
fine l-grained time intervals, then encode each time interval.

At the tm(0<m< l) moment, the node Vi forwards to
the node. &en, Vj the adjacency matrix of the a

tm

i cascaded
graph at this moment Ci(t) is 1, and the rest are 0. &e
adjacency matrix embedding for the cascaded graph Ci(t) is
encoded as follows:

A
T
i � a

t1
1 , a

t1
2 , · · · , a

ti−1
i .tjϵ[0, T, jϵ[1, l. (3)

To capture the global graph structure information in the
process of cascading information diffusion in newmedia, we
use a graph convolutional network to learn the Markov
process embedded in [22] information diffusion, i.e., it will
converge to a stable value after a period of diffusion. Normal
distribution will converge to a stable distribution after a

Diffusion of 
information sources

Information Source

spread

not propagated

Figure 1: Cascading diagram of media information.
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period of time, similar to the normal distribution [23].
&erefore, let the cascaded Laplacian matrix ∆c conform to
the random walk characteristics of the cascaded graph, and

let the Markov state transition probability matrix P � D− 1A.
According to the graph convolution network formula, the
Lapuas matrix can be obtained ∆c as follows:

Cascade 
diagram global map

�e overall architecture of the NWIDF model

New media information 
dissemination embedded user learning

adjacency
matrix

Bi-GRU

Node-level VAE

Cascade-level VAE

regularized flow

∆Si

input

structural learning

temporal learning

learning with
uncertainty

predictor

Ci (t)

Gij = Xij + Yij

A1,, A1 , ..., An ζg

ψ → Ec (vc)

Z3 h2
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Figure 2: &e overall architecture of the NWIDF model.
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∆c � D
− 1/2

(D − A)D
− 1/2

� D
− 1/2

(I − P)D
− 1/2 ≈ Φ1/2(I − P)Φ− 1/2

.

(4)

D represents the degree matrix of the cascade graph, and
K represents the number of captured neighborhood layers.
Λ � Diag(λ0, λ1, · · · , λM−1) is the eigenvalue of the ad-

jacency matrix satisfying the condition of
λ0 < λ1 ≤ · · · ≤ λM−1, where U is the eigenvalue decomposi-
tion. We can then compute uiϵvi(t0) the graph wavelet for
each node Ψu,s as follows:

Ψu,s � UDiag gs λ0( , · · · , gs λM−1( ( U
Tδu, (5)

where δu is the one-hot encoded vector of node u, and the
filter kernel gs is a continuous function defined on R+. Here,
we use the Heat kernel function gs(λ) � e− λs, where s is a
scale parameter defined on the spectrum (λl)l�0,···,M−1.

In particular, for a given node ui and a scale parameter s,
the empirical feature function is formally defined by the
following formula:

φu,s(p) �
1

M
 e

ipΨm,u,s ,Ψm,u,s � 
M−1

l�0
gs λl( UmlUul, (6)

where Ψm,u,s is them
th wavelet coefficient of Ψu,s. &en, the

embedding of node ui in the information cascade graph
can be obtained by concatenating the real and imaginary
parts.

Ec ui(  � Reφu,s(p), Imφu,s(p) 
p1,p2,···,p d

. (7)

&e dimension of the node embedding Ec(ui) is dc � 2 d,
and the first element of the embedding is set as the weight of
the node edge, which is defined and regularized by the
following formula:

Wu �
tj − t0 

t0
∈ [0, 1], 0< t0 ≤ tj. (8)

From the perspective of sentences, the emotion of a
long sentence is mainly determined by several keywords
connected to the root node, and the function of other
words is ignored, resulting in the lack of key information.
In recent years, the rapid development of Internet+ has
made the sentiment analysis of comment texts occupy a
certain proportion in user-based big data analysis.
Compared with the inflexibility of traditional machine
learning methods, deep learning methods can be more
efficient and accurate. &e emotional information is
contained in the text, so obtaining text emotional in-
formation through deep learning is a relatively popular
research field at present, and it has achieved good research
success. Since the machine cannot directly recognize the
plain text input, it is necessary to vectorize the text to
convert the text into a numerical form that the machine
can recognize.

To solve the problem of the adjacency matrix generated
by the dependency tree containing a large number of zero
elements, there may be information loss and data
sparseness. In this paper, a global graph matrix is

constructed, and a layer of identity matrix is added to the
original adjacency matrix, which is the global graph matrix.
&e construction of the global matrix in this paper is shown
in equations –(11).

Xii � 1, (9)

Xij � 1,ORXij � 0, (10)

Yij � 1, (11)

Gij � Xij + Yij. (12)

Xii � 1 means that all elements on the diagonal of the
adjacency matrix are set to 1, which means that each node in
the graph performs a self-loop operation. &e formula Xij �

1 indicates that the ith node has a directed connection to the
jth node. Xii � 0 indicates that there is no connection be-
tween the Yiji

th node and the jth node, and when generating
the adjacency matrix, a unit matrix is added, which means
that an edge is added between each node in the graph
structure to connect. &is allows the graph structure to
contain global dependency information. Gij represents the
connection of all nodes in the graph, which is the global
graph matrix. &is operation allows each word to play a
corresponding role, avoiding data sparse and incomplete
information.

Compared with the node embedding in the infor-
mation cascade graph, the node embedding in the global
graph expresses a very different concept of information
propagation in the global graph. For the information
cascade graph, whether for those influential nodes, hub
nodes connecting different communities, or inconspic-
uous leaf nodes, nodes with similar structural positions
will have similar node embeddings even if they are very
far apart in the graph.&is positional property is captured
by the propagation mode of the graph wavelet. For the
global graph, the low-dimensional continuous embed-
dings learned by the model preserve the neighbors of
nodes in the global graph. Hence, nodes with similar
preferences and behaviors will have similar spatial
embeddings.

Unlike information cascade graphs, global graphs often
contain up to millions of nodes and edges, making repre-
sentation learning on them very difficult. Existing graph
learning models [15, 18] are difficult to directly apply to
practical information cascade prediction problems. &e text
uses sparse matrix factorization to process and model
large-scale global graphs efficiently and in a scalable manner
ζ_c ζ_g.

4.2.2. Temporal Propagation Build. In the above, we used
graph wavelets and sparse matrix factorization to generate
embeddings that encode the structural information of
users in information cascade and global graphs. In par-
ticular, they are characterized by the following: (1)
structurally equivalent nodes in an information cascade
graph will have similar embeddings (refer to [20]). For
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example, hub nodes have stronger propagation capabil-
ities than leaf nodes. (2) Adjacent nodes in the global
graph will have similar embeddings, i.e., adjacent nodes
will have similar preferences for disseminating specific
information.

In addition to the structural information contained in
the information cascade, time series information is
considered to be one of the most important features in the
scale prediction problem of the information cascade, and
it has a key impact on the final scale of the information
cascade. To capture the temporal nature of information
cascades, we use bidirectional gated recurrent units
(BiGRUs) to model the cascade effects in information.
Recurrent neural networks are widely used in the mod-
eling of time series data, and they are used to model time
series features in information dissemination. &e calcu-
lation formula of BiGRU is shown in formulas (12)–(14),
which can be expressed in the formula. &e hidden state of
the forward output at the moment is expressed in watts.
&e hidden state of the reverse output at time, Qc, rep-
resents the hidden state of the output, ωc represents the
input, and ωc and vc represent the weight matrix, where bc

is the bias vector.

Q
→

c � GRU Q
→

c−1,ωc , (13)

Q
⃖

c � GRU Q
⃖

c−1,ωc , (14)

Qc � ωc Q
→

c + vcQ
⃖

c−1 + bc.
(15)

BiGRU includes the process of forward GRU and
reverse GRU transfer. Bidirectional GRU can enrich the
representation of contextual information based on aspect
words and enhance the interaction of information in a
complementary form, so that more useful information can
be captured compared to unidirectional GRU. Usually,
two-way GRU will also perform better than one-way GRU.
Deep BiGRU is to continuously expand the depth of the
neural network. On the basis of one layer of BiGRU, the
method of superimposing multiple layers of BiGRU is to
use the output of each BiGRU layer as the input of the
corresponding node of the next layer of BiGRU.

However, only using the hidden state of the last layer of
the RNN has certain drawbacks for information cascade
prediction. It is because of the flat sequence generation
process in recurrent neural networks, where the embedding
of each node is dependent on the node embedding at the
previous time. &e problem is that the model is forced to
generate all higher-order information in a deterministic and
step-by-step manner. &is setting has significant limitations
for exploring uncertain dependencies in information cas-
cades. In addition, because of the limitations of RNNs
themselves, these models cannot handle long-term depen-
dencies, and their predictive performance may drop sig-
nificantly when the length of the information cascade is very
long.

4.2.3. Uncertainty Modeling of New Media Information.
An information cascade C consists of a growing sequence of
participants, each of which is associated with a learned
representation that represents a specific stage of information
dissemination. In the above, for each node in the infor-
mation cascade graph and global graph, we use graph
wavelet and sparse matrix factorization to learn its em-
bedding representation Ec(ui) and Eg(ui) for the node,
respectively. In a more general sense, any other type of graph
representation learning method can be used to enhance the
learning ability of the model, for example, text and image
embeddings. Without causing ambiguity, we use Ri, (iϵ|vc|)

to represent each participant in the information cascade C,
i.e., Ri � Concat(Ec(ui), Eg(ui)).

Let Enc(∙) be the input encoder and Dec(∙) be the
reconstructed input decoder. &e deep variational
autoencoder based on neural network can be defined as
follows:

zi � Enc Ri( , Ri � Dec zi( , for i � 1, 2, · · · , M,

ui � NN Ri( , logσ2i � NN Ri( , zi～Ν ui, σ
2
i ,

(16)

where Ri is the reconstructed input and ziϵRd is the hidden
vector. &e variational autoencoder accepts high-dimen-
sional data as input and generates a compressed hidden
representation that is sampled from a conditional prior
distribution with standard deviation μ and variance log σ2.
&e original input is then reconstructed from this hidden
representation.

In order to learn an efficient probability-based repre-
sentation from the information cascade data, which captures
the variation and uncertainty of the information cascade
propagating in the network, the variational autoencoder
samples log σ2 and μ andfrom the output vector of the
encoder. &en, use the reparameterization trick to sample
the hidden vectors from the Gaussian distribution [22].

zi � ui + σiε, ε～Ν(0, 1). (17)

Given a hidden random variable ZϵRdz (in this paper, it
is referred to Z2 learned in higher-order variational
autoencoders, the regularization flow is a class of generative
models that transforms the observed vector Z into the re-
quired target hidden vector Zk. &e transformation consists
of a series of K invertible mappings (invertible mappings).
&e Jacobian matrix of the transformation is computable,
and the function is differentiable. In more detail, the reg-
ularization flow uses the mapping function f：Z⟶ Z′,
which is defined as follows:

q Z′(  � q(Z) de t
zf

−1

zZ′




� q(Z) de t

zf

zZ′





− 1
, (18)

where q(Z) is the distribution of the random vector Z and
the transfer function f is invertible. To obtain an effective
probability density qk(Z(k))from the initial density q0(Z), a
series of hierarchical transformations of K regularization
flows successively use equation (15) to calculate the target
density.
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Z
k

� fk Z
(k− 1)

  � fk fk−1 · · · f2 f1(Z)( ( ( 

ln qk Z
(k)

  � ln q0(Z) − 
k

k�1

ln de t
zfk

zZ′




� q(Z) de t

zf

zZ
(k)




. (19)

If the mapping function is appropriate, then the learned
mixture distribution of hidden random vectors more closely
matches the distribution of the real data than the simple
independent Gaussian distribution.

4.2.4. NewMedia Information Dissemination Speed and Scale
Effect Predictor. Previous studies have found that infor-
mation cascades have a time decay effect, i.e., the influence of
one node on other nodes decreases over time [57]. In this
paper, a nonparametric time decay function is used λf(T−tj),
and according to the literature [25], we get the following:

hi
′ � 

Ri(T)

j�1
λ

f T−tj( 
hj.
′ (20)

Among them, f(T − tj) � tj − t0/T/l, and RT indi-
cates the forwarding amount of hi

′ new media information,
indicating that the time decay function is considered.

&e hidden state of the number.
&e last part of the NWIDF model is composed of fully

connected layers (MLP). According to the previous calcu-
lation hi

′, it can be calculated ∆Si as follows:

∆Si � MLP hi
′( . (21)

&e final task is to predict the increment of information
dissemination within the specified time interval, introducing
MeanSquare Log-Transformed Error (MSLE), namely, the
following:

MSLE �
1
N



N

i�1
log∆Si; −log∆Si; 

2
. (22)

As the loss function loss, use the Adam optimizer to
optimize the loss value to make it optimal (minimum).

&rough the above synthesis, the following training
process can be performed as shown in Algorithm 2.

5. Experiment Setup and Results Analysis

5.1. Test Setup

5.1.1. Dataset. To evaluate the effectiveness and scalability of
NWIDF models in information cascade prediction, exper-
iments are conducted using publicly available datasets and
compared with previous studies. &e data information
statistics of the dataset are shown in Table 1.

Weibo [25]: this dataset selects all the original posts
generated by Sina Weibo on June 1, 2016, and tracks all
retweets of each post over the next 24 hours, including a
total of 119,313 posts. Figure 4(a) shows the distribution
of the cascade size; Figure 5(a) shows the prevalence of the
cascade, showing that after 24 hours, the prevalence
reaches saturation. &is paper follows a similar setup to
CasCN [26], i.e., observation time window T �1, 2, 3
hours. Finally, the stacks are sorted according to the
stacking time after preprocessing, and the top 70% of the
stacks are selected as the training set for the stacks, and the
rest are equally divided into the validation set and the test
set.

HEP-PH [27]: the HEP-PH dataset (High Energy
Physics Phenomenology Dataset) comes from the elec-
tronic version of the arXiv paper citation network. &e data
covers papers from January 1993 to April 2003 (124
months), in which there are citations for all 34,546 papers.
If paper i cites paper J, the paper citation graph contains
directed edges from i to j. If a paper cites or is cited by a
paper outside the dataset, the graph will not contain in-
formation about this. Figure 4(b) shows the distribution of
cascade sizes, and Figure 5(b) shows the prevalence of
cascades. For the observation window, T � 3, 5, and 7 years
were chosen, corresponding to the prevalence reaching
50%, 60%, and 70% of the final scale, respectively, as shown
in Figure 5(b). &en, 70% of the cascades are collected for
training, and the rest are split equally into validation and
test sets.

Step 1: for each nodeVndo
Step 2: constructing K-dimensional mixed membership vectors πn～Dirichlet(α)

Step 3: for each node pair(Vp, Vq)do
Step 4: constructor class initialization indicator variable Zp⟶q～Multinomial(πp)

Step 5: construct category indicator variable receiver Zq⟶p～Multinomial(πq)

Step 6: sample their interaction values Y(p, q)～Bernoulli(Zp⟶qBZq⟶p)

ALGORITHM 1: Generation process.

8 Scientific Programming



5.1.2. Benchmark Model Selection. From traditional cause
analysis methods, hydrological statistics methods, time
series analysis methods, etc., to modern artificial neural
networks, wavelet theory, gray system and turbidity theory,
each method has its own advantages because of its different
mechanisms and applicable environments. To verify the
effectiveness of our proposed NWIDF model in predicting
the scale of information cascades, we choose three basic
models: a feature engineering-based model (Topo-LSTM
model [29]), a statistical generative model-based Deep-
Hawkes model [25], and a deep learning based model
CasCN model [26]. &e comparative model is the latest
model with high reliability in the research field, which can
supplement and improve the comparative analysis
research.

5.1.3. Parameter Setting. All experiments in this paper are
performed on Ubuntu 16 operating system, Intel Core i9-
9980XE CPU, 1286memory, and NVIDIA TiTan RTX (24G)
graphics card.

For DeepCas [28], DeepHawkes [25], Topo-LSTM [29],
and CasCN [26], refer to DeepCas to set the user’s

embedding dimension to 50. &e number of hidden units in
the fully connected layer of the recurrent neural network is
32 and 16, respectively. &e user learning rate 5 × 10− 4, and
the other learning rate is 5 × 10− 3. &e batch size of each
iteration is 32, and when there are 50 consecutive iterations,
the loss of the validation set does not drop, and the model
training process will stop. &e time interval for Weibo
dataset was set to 10minutes, and the time interval for HEP-
PH was set to 2months.

&is paper uses Tensorflow to implement the NWIDF
model and uses the Adam optimizer to optimize the pa-
rameters through gradient descent. Except that, the em-
bedding neighborhood layer of graph representation
learning adopts K� 2, and the rest of the model parameter
settings are consistent with the above models.

5.1.4. Evaluation Indicators. According to the existing work,
a standard evaluation metric, MSLE (see equation (22)), is
selected in the experiment to evaluate the linking accuracy.
Note that the smaller the MSLE, the better its prediction
performance.
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Figure 4: Cascade size distribution graph, the X-axis is the cascade size, and the Y-axis is the number corresponding to different cascade
sizes. (a) Weibo dataset. (b) HEP-PH dataset.
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Figure 5: Percent distribution between time and number of cascades. (a) Weibo dataset. (b) HEP-PH dataset.
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5.2. Result Analysis

5.2.1. Experimental Comparative Analysis

(1) Performance Comparison of the Benchmark Version. &e
benchmark version of the NWIDF model proposed in this
paper will be experimentally compared with previous cas-
cade prediction models on real datasets.

&e DeepCas model [28] is the first deep learning ar-
chitecture for information cascade prediction, which rep-
resents a cascade graph as a set of random walk paths, piped
through a bidirectional GRU neural network with an at-
tention mechanism to predict the size of the cascade. It
mainly uses the information of structure and node identity
for prediction.

&e DeepHawkes model [25] integrates the predictive
power of end-to-end deep learning into the interpretable
factors of the Hawkes process for popularity prediction. &e
combination between deep learning methods and cascade
dynamics modeling processes bridges the gap between the
prediction and understanding of information cascades. &is
method belongs to both generative and deep learning-based
methods.

&e Topo-LSTM model [29] is a directed acyclic graph
structure (DAG structure) RNN that takes a dynamic DAG
as input and generates topology-aware embeddings as
output for each node in the DAG, thereby predicting the
next node.

Pak et al. proposed a particulate matter (PM) prediction
model (CNN-LSTM) based on spatiotemporal convolu-
tional network and long short-term memory network and
applied it to the concentration prediction of PM2.5 in
Beijing. Using mutual information to analyze the spatial-
temporal correlation, considering the linear and nonlinear
correlation between the target and the observed parameters
and combining the historical air quality and meteorological
data, the spatial-temporal eigenvectors reflecting the linear

and nonlinear correlation between the parameters are
constructed. (STFV), CNN-LSTM prediction model extracts
the inherent relationship between PM2.5-related latency air
quality and meteorological input data through CNN and
reflects the long-term historical process of input time series
data through LSTM, using 384 monitoring stations across
the country for 3 years&e validity of the model is verified by
the air quality data and meteorological data. [26].

Singh et al. used deep learning for stock prediction and
proposed a stock prediction model based on 2-dimensional
principal component analysis (PCA) and deep neural net-
work (DNN), which combined the closing price, highest
price, and lowest price. 36 indicators, such as opening price,
are used as the input of the stock prediction model, and the
original data matrix is projected into the projection matrix
by (2D)2PCA.&e dimension of the input sample is reduced,
and then the dimension-reduced data is used as the input of
DNN in the prediction model. Finally, get the predicted
closing price. Compared with the radial basis function
neural network (RBFNN), in the stock forecast of Google in
Nasdaq, the network (RBFNN) rate is improved by 4.8%,
and the actual return (i.e., the correlation coefficient with the
predicted return of information dissemination) is 17.1%
higher than that of RBFNN [27].

&e CasCN model [26] combines the deep learning
framework of structure and time, uses graph convolutional
network to capture network spatial structure information,
and incorporates temporal decay function using a recurrent
neural network to achieve the more efficient use of temporal
information. &is model is a deep learning method.

Table 2 summarizes the performance comparison be-
tween the NWIDF model and other model benchmarks on
the Weibo and HEP-PH datasets. &e comparison of the
NWIDF model with the DeepCas model proves that it is not
enough to simply embed nodes as a graph representation,
and it cannot represent the graph as a set of random paths.
Because DeepCas fails to consider timing information and

input: cascade graph C, sequence of cascade graph adjacency matrices A � AT
1 , AT

2 , · · · , time window of observation
∆c � ∆c1,∆c2, · · · 

output: predicted information cascade incremental scale ∆S � S1, S2, · · · 

(1) the Laplacian matrix of the ∆c concatenated graph C;
(2) the graph wavelet φu,s for each node ui;
(3) compute the node embeddings of the information cascade graph Ec(vc);
(4) Calculate the node embedding of the global graph Eg(vg);

Calculate the global matrix Gij � Xij + Yij

(5) while not converge do
(6) Train a bidirectional gated recurrent unit to acquire h2;
(7) for |vc| each user in the pair i do
(8) calculate zi

(9) end for
(10) get Z1

�→
� z1, z1, · · · , z|vc | ;

(11) Train a cascaded variational autoencoder to obtain Z2;
(12) Obtained by K transformations Z3;
(13) Combining sums h2and Z3 sums ∆Si � MLP(hi

′) to make final scale incremental forecasts;
(14) end while

ALGORITHM 2: Learning process of the NWIFD model.
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topology of cascaded graphs, its performance is worse than
other deep learning-based methods. Topo-LSTM also lacks
the processing of timing information, resulting in its poor
performance. Although the DeepHawkes models cascades in
a generative manner, it does not perform optimally because
of its weak ability to learn structural information. CasCN
considers temporal information and spatial topology but
ignores the fusion between the two features. Finally, the
NWIDFmodel proposed in this paper performs information
cascade prediction (tweet retweets and paper citations) on
both datasets, which is significantly better than other
models. For example, in the Weibo dataset for 1, 2, and 3
hours, the MSLE values were 2.123, 2.012, and 1.776, re-
spectively. Observing in the HEP-PH dataset for 3, 5, and 7
years, the MSLE values are 0.939, 0.843, and 0.812, re-
spectively. &e data shows that a good prediction effect has
been achieved. Compared with CasCN, the prediction errors
of the NWIDF model proposed in this paper are reduced by
5.31%, 1.18%, 7.31%, and 6.47%, 8.07%, 8.46%, respectively,
thus confirming the effectiveness of the model.

5.2.2. 6e Influence of Global Graph on Information Cascade.
NWIDF-All: we removed the structure learning module in
the NWIDF model. For NWIDF-All, all nonroot nodes in
the information cascade graph are directly connected to the
root node, and we do not use global graph information.

Firstly, the validity of the bidirectional recurrent neural
network is verified, and experiments are designed. Construct
a shortened version of NWIDF-GRU, namely, BiGRU in the
benchmark version, and then compare it with CasCN, which
is equivalent to NWIDF-GRU, adding attention mechanism
on the basis of the CasCNmodel. During the experiment, the

parameters of the two are the same, and the experimental
results when the sampling neighborhood layers K� 1, 2 are
shown in Table 3.

&e performance comparison of the embedding layer
K� 1, 2 and the CasCN model K� 2 is given in Table 3.
According to Table 3, it can be seen that when K� 2, the
NWIDF model proposed in this paper is better than the
CasCN model because the node embedding of the global
graph is considered, which can couple the timing infor-
mation and the spatial structure information. When K� 1,
after observing in Weibo for 2 hours, the MSLE of NWIDF-
All is larger than that of CasCN. As K� 1, the spatial
structure information taken is insufficient, resulting in
slightly lower results.

&en, the effect of timing information on cascade pre-
diction is verified. Analyze the variant NWIDF-BiGRU of
NWIDF, i.e., remove the bidirectional recurrent neural
network from the NWIDF model proposed in this paper,
and use BiGRU to compare with CasCN, which is equivalent
to NWIDF-BiGRU, which is generated by replacing LSTM
in the CasCN model with the BiGRU model. From the data
in Table 4, it can be seen that when K� 2, the MSLE� 1.783
observed by Weibo for 3 hours and the MSLE� 0.84 ob-
served by HEP-PH for 7 years are better than the MSLE of
CasCN. &us, the importance of timing information in
information cascade is confirmed.

Finally, to verify the impact of time series information
and spatial information on cascade prediction, we use
BiGRU on the basis of CasCN, add a structure learning
mechanism, and then adjust the number of embedded
neighborhood layers K to compare with CasCN, respec-
tively. It can be seen from the data in Table 5 that whenK� 1,

Table 1: Dataset information statistics table.

Post–papers edges T

Dataset Weibo_ HEP-PH
All 119313 34546
All 8466858 421578

1 hour 2 hours 3 hours 3 years 5 years 7 years

Cascades
Train 25145 29515 31780 3458 3467 3478
Val 5386 6324 6810 837 839 848
Test 5386 6324 6810 837 839 848

Avg.nodes
Train 28.58 29.3 29.48 5.27_ 5.27_ 5.27_
Val 28.71 29.47 29.69 4.32_ 4.93_ 4.27_
Test 29.11 29.77 30.21 4.91_ 4.27_ 4.28_

Avg.nodes
Train 27.78 28.54 28.74 4.27_ 4.27_ 4.27_
Val 27.91 28.7 28.94 3.31_ 3.93_ 3.95_
Test 28.32 29.01 29.48 3.91_ 3.27_ 3.28_

Table 2: Performance comparison table (MSLE).

Data set
Weibo (hours) HEP-PH (year)

1 2 3 3 5 7
DeepCas 2.958 2.689 2.647 1.765 1.538 1.462
Topo–LSTM 2.772 2.643 2.423 1.684 1.653 1.573
Deep–Hawkes_ 2.441 2.287 2.252 1.581 1.47 1.233
CasCN 2.242 2.036 1.916 1.004 0.917 0.887
NWIDF 2.123 2.012 1.776 0.939 0.843 0.812

Table 3: Global graph for information cascade prediction per-
formance comparison table (MSLE).

Data set
Weibo (hours) HEP-PH (year)

1 2 3 3 5 7
CasCN K� 2 2.242_ 2.036_ 1.916_ 1.004_ 0.917_ 0.887_
NWIDF–All
K� 1_ 2.136_ 2.074 1.858_ 1.02_ 0.892_ 0.842_

NWIDF–All
K� 2 2.099_ 2.028_ 1.835_ 0.92_ 0.907_ 0.867_

Scientific Programming 11



2 on Weibo and HEP-PH datasets, MSLE values are smaller
than those of CasCN, indicating that the model proposed in
this paper is better than CasCN in terms of time series
information and spatial topology information.&e capture is
more comprehensive, which improves the efficiency of the
model and reduces the loss rate.

&e above experiments show that time series informa-
tion and spatial structure information have an important
impact on the information cascade prediction effect. &e
combination of the two can better ensure the accuracy of
prediction. &e capture of information is also more com-
prehensive, which also makes the model more generalizable.

6. Conclusion

Under the background of the wrong public opinion ori-
entation caused by the rapid spread of new media infor-
mation and its wide spread, it is of great practical
significance to carry out the prediction of the spread of new
media information and the scale effect. Based on the fact that
the current hierarchical model of new media information
dissemination lacks global and local models, this paper starts
from the characteristics that new media information con-
forms to node dissemination and conducts prediction re-
search on the speed and scale effect of new media
information dissemination. &e main research contents are
as follows [24]:

(1) &e modeling method of local and global propa-
gation of the characteristics of new media infor-
mation propagation is proposed, and considering
the uncertainty and scale effect of information
propagation, a graph neural network-based
NWIDF model is proposed, which starts from the
information cascade structure. Graph the structure
learning for information propagation based on
locality and globality.

(2) On the two large-scale information cascade datasets
of Facebook and TikTok, the current mainstream
and advanced prediction models are applied to carry
out experimental research, and it is found that the
NWIDF model has better prediction effect and
performance. To a certain extent, it can predict the
spread and scale of new media information and
public opinion, control the rapid spread of wrong
public opinion, and quickly cut off the communi-
cation channel to provide more advanced ideas.

In this paper, the NWIDFmodel is the hotspot of current
network and graph neural network research. &e main
difference in speed is the large-scale graph and scale effect of
new media information dissemination, and other types of
features are caused by the complexity of the research con-
tent. In this paper, the NWIDF model is not extended to
other types of features, such as learning various content
features (number of user attention, h-index of authors,
historically published articles, etc.). However, it provides a
richer theoretical and practical basis for the future use of
more powerful and complex graph neural networks, such as
heterogeneous information networks with multiple node
types and edge types. &e model can be generalized to other
types of graph-based business applications, such as virus
information diffusion, interpretable information prediction,
rumor detection, epidemic control, etc.
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As an important resource under the background of digital design technology, 3D assembly model plays a great role in many
complex product design occasions. Based on the existing 3D model database, how to �nd and reuse the e�ective information that
meets their own needs in manymodels is one of the important ways to provide design e�ciency.�e research content of this paper
is to build a general assembly model according to the requirements of 3D assembly model. Based on the common structure, the
general structure aims to integrate as much model information as possible to meet the design needs of designers in di�erent
periods and conditions. Due to the large number of components in the 3D assembly model, blindly improving hardware cost is the
root of the problem. To improve quality and e�ciency from the source, we need to start with the source of input. �is paper
simpli�es the analysis of 3D assembly model information, which can not only improve the construction e�ciency of the general
structure of 3D assembly model but also highlight the assembly characteristics of 3D assembly model and facilitate the matching of
assembly features during the construction process. Firstly, based on the attributes of assembly features and matching relationship,
combined with the idea of conjugate, the matching problem between two features in the model is solved by using the idea of
conjugate subgraph matching. Secondly, based on the Ullmann algorithm, combined with the de�nition of conjugate subgraph
and related optimization operations, a conjugate subgraph matching algorithm based on vertex screening is proposed. Finally, the
construction process of the general structure is proposed, and the general structure of 3D assembly model is established.

1. Introduction

With the progress of the times and the innovation of science
and technology, CAD model has made a qualitative leap in
the traditional function. 3D assembly model contains much
reusable information re�ecting the design intention, such as
structure, function, and attributes. In the design and
manufacturing of products, scholars at home and abroad
have done a lot of research on the mining and reuse of
relevant information for CAD models [1–8]. In the process
of information reuse, designers often pay more attention to
local similarity comparison. Because the overall similarity
almost does not exist, and the local similarity is easy to
analyze and obtain, it can also better realize the reuse of
model information. �e construction of the general struc-
ture of 3D assembly model and the related research on
design reuse are essentially the matching process of

subgraph isomorphism. �e process of building a general
structure is mainly isomorphic matching and updating, until
a comprehensive and general 3D assembly model general
structure is generated. �e design reuse of 3D assembly
model mainly carries out subgraph isomorphic matching
and semantic information matching with the general
structure according to the information corresponding to the
design intention provided by the designer, to provide a series
of model structure information with reference value. For the
NP complete problem of subgraph isomorphism, scholars at
home and abroad have conducted in-depth research and
achievedmany results, which have been widely used in many
�elds.

Ullmann [9], based on the backtracking method, sim-
pli�ed the mapping matrix in the matching process and
carried out corresponding isomorphic matching according
to the adjacency relationship between vertices. Wang [10]
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combined the advantages of Ullmann algorithm and VF2
algorithm, first pruned through the adjacency relationship
between vertices based on Ullmann algorithm. 'en, based
on VF2 algorithm, the vertex matching order is changed to
realize fast pruning. Ma et al. [11] proposed filtering and
simplification based on Ullmann algorithm. 'e corre-
sponding isomorphic matching process is carried out
through neighbor filtering, partial simplification, and the
selection order of adding matching graph vertices. Choi et al.
[12] considered various design problems and analyzed the
incremental hybrid genetic algorithm for subgraph iso-
morphism problem to improve the performance of the al-
gorithm. Fehér et al. [13] proposed a subgraph isomorphism
algorithm based on MapReduce framework to match font
patterns in any large map. Chen et al. [14] provided a
method to solve the isomorphism problem of the maximum
common subgraph by generating a weighted graph, in which
the weight represents the probability that the associated link
is in the maximum common subgraph of two input graphs.
Xu et al. [15] proposed extended subgraph matching and,
combined with the different characteristics of Ullmann al-
gorithm and QuickSI, gave the corresponding edging al-
gorithm to optimize the processing of distance information.
Rong et al. [16] constructed the information representation
of process model based on attribute adjacency graph and
improved the subgraph isomorphism algorithm to obtain
processing features. Tang [17] proposed a similarity evalu-
ation method based on improved random walk graph
matching for 3D part models and a similarity evaluation
method based on tree graph matching for 3D assembly
models, to improve the matching efficiency. Dong et al. [18],
based on algebraic theory, taking unlabeled graph as the
research object, established subgraph isomorphism algo-
rithms from two aspects of eigenvalue construction and
degree sequence, to realize the graph isomorphismmatching
of directed graph and undirected graph.

'is paper studies the model representation method
based on attribute assembly feature adjacency graph and
puts forward a general structure construction method of 3D
assembly model. Firstly, this method analyzes the related
concepts such as assembly features and assembly rela-
tionship, introduces the idea of conjugate, and gives the
definition of practical guiding significance between the
matched part features. Based on the matching algorithm of
conjugate subgraphs, the matching problem is solved by
combining the matching algorithms of conjugate sub-
graphs. Finally, the construction process of general struc-
ture is formed, and the general structure of 3D assembly
model is established.

2. Materials and Methods

2.1. Method for Representation of 3D Assembly Model
Information. 'e representation of 3D assembly model
information should include topological structure informa-
tion that can express the structural resources related to the
model, semantic information such as part name, type, and
function, and some characteristic information that can
express the matching relationship between parts.

Graph model representation takes graph theory as a tool
and is mainly composed of nodes and edges. Graph model
can be used to describe the connection relationship between
structures of 3D assembly model. In the process of design
and manufacturing, there are also mature methods and
properties to solve relevant problems based on graph theory.
'erefore, the representation method of graph model is
favored by scholars and applied to many research fields.

2.1.1. Definition of Feature Adjacency Graph of Attributed
Assembly

Definition (1): Attributed Adjacency Graph (AAG). It mainly
takes the part face as the node and the adjacency relationship
between faces as the edge of the graph representation model
to represent the topological relationship of the part, which is
often expressed by G� {V, E, α, β}, wherein V represents the
set of nodes, and any element vi in the set meets the cor-
responding relationship with one side in the part; E rep-
resents the set of edges, which is the adjacency relationship
of faces, and any element in the set has an element in V
corresponding to it, mainly including the geometric type of
faces, the number of edges of faces, and so on; and β rep-
resents the attribute set of edges, and any element in the set
has an element in E corresponding to it, mainly including the
type of edges and the position relationship of adjacent faces.

In this paper, the shape features of the model are divided
into assembly features and nonassembly features. 'e as-
sembly features include the assembly information in the
parts, which is used to construct the main shape of the parts,
which plays a decisive role in the assembly process of the 3D
assembly model. Nonassembly features are auxiliary features
in parts, which are local modifications of part information,
and play little role in the assembly process of 3D assembly
model. Based on the AAG of 3D model, this paper first
maintains the assembly feature information in the part
model and then uses semantic nodes to replace other in-
formation in the model, so as to construct the attributed
assembly feature adjacency graph of parts. Its definition is as
follows.

Definition (2): Attribute Assembly Feature Adjacency Graph.
It is a graphic representation that focuses on the assembly
features in the part model, which is represented by G� {V, E,
α, β, V0}, where V represents the set of nodes, and any
element vi in the set corresponds to one side fi in the part
assembly feature; E represents the set of edges, and any
element ej in the set corresponds to the side composed of
adjacent faces fn and fm in the part assembly feature; α
represents the attribute set of the node, mainly including the
geometric type of the face, the number of sides of the face,
and so on; and β represents the attribute set of edges, mainly
including the type of edges and the positional relationship of
adjacent faces and so on. V0 � {IN,IF,IC} represents the se-
mantic node of the part. It is the semantic expression of
other information in the part except assembly features,
including semantic information such as part name (IN),
function (IF), and category (IC).
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2.1.2. Construction of AAG of the 3D Assembly Model.
From the 3D model assembly, designers can obtain compre-
hensive assembly information. For example, two parts in contact
with each other in an assembly can be divided into contact
connection and assembly connection by judging whether they
have assembly properties, while assembly link represents the fact
that the two parts have assembly properties and then analyzes
the connection relationship. 'e assembly properties can be
divided into riveting, key connection, pin connection, thread
connection, and so on. In the process of model reuse, designers
should focus on the mating connection between parts. 'is
paper classifies and codes the connection relationship of as-
sembly link and the contact type of mating surface, as shown in
Tables 1 and 2. For example, the code “a3” represents the fact
that the part assembly link relationship is riveting, and the
contact type of mating surface is cylindrical-cylindrical contact.

Taking the assembly process of the 3D assembly model
shown in Figure 1 as an example, the 3D assembly model
shown in Figure 1(c) is assembled and combined by part A
shown in Figure 1(a) and part B shown in Figure 1(b). By
searching the assembly features corresponding to the model
and relevant process documents, it can be obtained that the
connection relationship between parts is “threaded con-
nection,” and the contact type of mating surface is “cylin-
drical-cylindrical contact.”

Based on the construction steps of AAG of 3D assembly
model, parts A and B are represented by graph models as
shown in Figures 2(a) and 2(b), and the shaded part rep-
resents the mating surface. 'en, code according to the
contact coding rules of the mating surface above, so that the
mating surfaces are assembled into a node, which is named
as the mating node, that is, the node marked “d3” in the
figure (“d” refers to “threaded connection” and “3” refers to
“cylindrical-cylindrical contact”). 'us, the model AAG is
constructed, and the results are shown in Figure 2(c).

2.2. General Structure Construction of the 3DAssemblyModel
Based on Conjugate Subgraph. Based on the model repre-
sentation method in Section 2.1, this section realizes the
construction of general structure of 3D assembly model
through three steps. Firstly, the related concepts such as as-
sembly features and fit relationship are analyzed, and the idea
of conjugate is introduced to give the definition of matching
part features with practical guiding significance. 'en, based
on the graph isomorphism algorithm and the related prop-
erties of conjugate subgraphs, the matching problem of as-
sembly features in 3D assembly model is solved by conjugate
subgraph matching algorithm based on vertex screening. Fi-
nally, the construction process of general structure is formed,
and the general structure of 3D assembly model is established.

2.2.1. Relevant Definitions and Concepts

(1) Assembly Features. In the current industrial design and
manufacturing, most of the features are defined as the
combination of shape and function. 'e feature is the
specific mapping of relevant shapes and is endowed with
specific multisource information. In the 3D assembly model,

the assembly feature is the information that represents the
assembly attributes of parts; that is, it represents the as-
sembly information such as methods and attributes con-
tained in the cooperation between parts [19].

(2) Assembly Relationship. In the 3D assembly model, the
assembly relationship plays an important role in the model
expression, which can be regarded as the constraint relation-
ship among the corresponding points, lines, and faces in the
model. Analyzing the assembly relationship from the per-
spective of engineering design, there are many forms of as-
sembly relationships in the actual design and manufacturing
such as surface fitting, alignment, isometric surface reversing,
isometric surface of the same direction, coaxial, etc., same
direction isometric, coaxial and so on [20]. However, the most
commonly used assembly relationships mainly include surface
fitting and coaxial assembly for the consideration of assembly
stability and economy.

(1) Face fitting: the two surfaces of parts in the assembly
contact with opposite normal vectors. In the bolt
connection shown in Figure 3, the end faces of part A
and part B fit together, and the red part indicates the
assembly part of surface fit.

(2) Coaxial assembly: the axes of two feature surfaces are
collinear. In the bolt connection shown in Figure 3, part
A and part B are coaxial with the bolt respectively, and
the blue part indicates the coaxial assembly position.

(3) Conjugate Subgraph. In the actual design and
manufacturing, there are many matching relationships such
as those shown in Figure 3. 'rough the analysis of many
assembly relationships, it can be observed that the topo-
logical structures of the two parts to be assembled in the 3D
assembly model are usually the same, and the surface normal
vector and edge attributes are often opposite. Based on the
attribute assembly feature adjacency graph of parts, the idea
of conjugate is introduced to express the assembly rela-
tionship between 3D assembly models. Yoke in life refers to
the shelf on the back of two cows. It can play the role of
allowing two cows to walk synchronously. Conjugation
means that two parts are assembled with each other

Table 1: Classification code of connection relationship type.

Serial number Code Connection relationship type
1 a Riveting
2 b Key connection
3 c Pin connection
4 d 'readed connection
5 e Other

Table 2: Classification code of contact type of mating surface.

Serial number Code Contact type of mating surface
1 0 Plane-plane contact
2 1 Tooth-tooth contact
3 2 Plane-tooth contact
4 3 Cylindrical-cylindrical contact
5 4 Other
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according to speci�c laws, commonly known as twinning.
Twins are similar in general and slightly di�erent in detail.
�erefore, the de�nition of conjugate subgraph is as follows.

De�nition (3): Conjugate Subgraph. In the 3D assembly
model, there are two parts assembled with each other, and
their attribute assembly features are adjacent to some as-
sembly feature parts (subgraphs) represented by the graph.
�e two subgraphs have the same topological connection
form, but the edge attributes in the graph are just opposite,
so the two subgraphs are called common yoke subgraphs.

A 3D assembly model of a slider coupling is composed of
Part 1, Part 2, and Part 3, shown in Figure 4. Traverse each face of
the three parts of the slider coupling, and extract the geometric
attributes and relevant semantic information of the �tting surface
of the part assembly features as the node attributes based on the
relevant de�nitions of the attribute assembly feature adjacency
graph and conjugate subgraph. Identify the relationship between
adjacent faces as the attributes of corresponding edges, so as to
construct the corresponding attribute assembly feature adjacency
diagramof each part, as shown in Figure 5. Among them, the two
corresponding subgraphs in the green coil are conjugate sub-
graphs with assembly relationship between parts.

By observing the conjugate subgraph shown in Figure 5,
the following properties can be obtained:

(1) Conjugate subgraphs have the same topology
(2) �e face type, assembly requirements, and other

attributes of each corresponding vertex in the �gure
are the same, but the face normal vector is opposite

(3) �e attributes of the corresponding edges in the
�gure are opposite; for example, the concavity and
convexity are opposite

(4) General Structure of the 3D Assembly Model. �e
common structure of the 3D assembly model is known. Each

part in the common structure has several assembly features.
Each part in the common structure is matched through the
conjugate subgraph to match the parts and components with
conjugate relationship, because, in the current assembly
scene, there are often more than one component matching
with the assembly features of the part. After conjugate
subgraph matching, a set of AAG that meet the assembly
requirements may be obtained. �erefore, a general set
corresponding to the part is constructed, and its de�nition is
shown in De�nition 4.

De�nition (4): General Set. �e function of this set is to store
the AAG of parts and components that meet the conjugate
relationship with a part, which is expressed by a formula.
Any graph in the set and all the adjacency graphs meet the
conjugate subgraph matching with the attribute assembly
feature adjacency graph of the part.

Until all the parts and components in the current scene
are matched, the general set corresponding to each part
meeting the conjugate relationship in the common structure
is constructed, and �nally a complex AAG is obtained, which
is the general structure of 3D assembly model.

2.2.2. Method for Assembly Feature Matching Based on the
Conjugate Subgraph. �e matching problem of assembly
features is basically the matching problem of conjugate
subgraphs. �e matching problem of conjugate subgraphs is
essentially the matching problem of subgraph isomorphism.
�e main process includes the following steps: in the current
matching environment, convert the components to be
matched into the corresponding AAG representation. �e
conjugate subgraphs are matched with the parts and com-
ponents in the common structure of the 3D assembly model,
that is, the conjugate subgraphs that meet the same struc-
ture, the same node surface type, assembly requirements,
and other attributes, and the opposite surface normal vector
and the opposite edge attributes are searched for matching.

(1) Ullmann Algorithm. Ullmann algorithmmainly stores the
matrix of the mapping relationship between the vertices of
any two graphs, to judge the isomorphism of the two graphs.
After one operation, this algorithm can enumerate all iso-
morphic subgraphs, so it is also called enumeration algorithm.

It is known that there are two AAGGA andGB, nA and nB
represent the number of vertices of the two graphs, re-
spectively, sA and sB represent the number of edges of the two

(a) Part A

(b) Part B

(c) 3D Assembly model

Figure 1: Assembly diagram of 3D assembly model. (a) Part A, (b) part B, and (c) 3D assembly model.

A

(a) Part A

(b) Part B

(c) 3D Assembly model
B

A d3 B

Figure 2: Construction diagram of AAG of the 3D assemblymodel.
(a) Part A, (b) part B, and (c) 3D assembly model.
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graphs, respectively, nA< nB, and sA< sB. MA� [aij] and
MB� [bij] represent the adjacency matrix of the two graphs,
respectively. �e vertex correspondence between GA and GB
is represented by vertex mapping matrix M, where M is
nA× nB matrix and mij is an element in M, which mainly
refers to the elements in row i and column j of the matrix,
representing the matching relationship between node i ofGA
and node j ofGB. If there is nomapping relationship between
node i of GA and node j of GB, then mij� 0. If there is a
mapping relationship between node i ofGA and node j ofGB,
then mij� 1. If and only if each row in M has only one
element mij� 1 and each column has at most one element
mij� 1, it is said that the subgraphs of GA and GB are
isomorphic.

When GA and GB satisfy the isomorphism condition of
subgraphs, the elements in vertex mapping matrix M will
remain unchanged. �is is because when the element in M
conforms to the formula

(∀x) aix � 1( )⇒(∃y) mxy•byj � 1( )( )

1≤x≤ nA, 1≤y≤ nB( ).
(1)

�en, in M, the elements mij� 1 will not change.
�erefore, M constructs the vertex mapping relationship
between GA and GB. If any two vertices in GA have adjacency
relationship, two adjacent vertices with vertex mapping
relationship withGA can also be found inGB, so that the edge
also has corresponding mapping relationship.

�e basic idea of Ullmann algorithm is as follows: in the
whole process of isomorphic matching, always check
whether each row inM has an elementmij� 1. If the element
is not found, it means that there is no corresponding vertex
in GB that matches the vertex of GA, and then the iso-
morphism condition is not tenable, so exit the program. If
this element exists, then the matrix M is traversed in turn,
and �nally an isomorphic subgraph that meets the needs of
the designer can be matched.

To sum up, the basic steps of Ullmann algorithm are as
follows:

Input: GA and GB

Input: isomorphic subgraph.
Step 1. Initialize the vertex mapping matrixM and the
incidence matrix M0, whose size is nA×nB.
Step 2. De�ne Atlas G0 to store matching pairs of
vertices.
Step 3 Starting from r� 1, traverse each row r� r + 1 in
M. If there is an element mij� 1, store the vertex
matching pairs of graphs GA and GB corresponding to
mij in G0. �e matching value of the vertex of the
corresponding graph GB in M0 and other vertices is 0.
Until r� nA+ 1, jump to step 6.
Step 4. Traverse all vertices in Atlas G0; if there is a
corresponding mapping relationship between the two
vertices, mpq� 1. If not, mpq� 0.
Step 5. In the mapping matrix obtained by traversing
step 4, if each row of thematrix has only one 1, and each
column has at most one 1, then the subgraph of G0 is
isomorphic, and step 3 is repeated according to the
matrix elements in M0. Otherwise, the subgraph is not
isomorphic, and step 3 is returned.
Step 6. At the end of the algorithm, the vertex pairs in
G0, that is, the isomorphic subgraphs of GA and GB, are
output.

Ullmann algorithm adopts the method of depth �rst
in matching. �e whole process uses Boolean matrix to
record relevant data. When there is no mapping rela-
tionship between them, it returns the nearest matching
node and reexplores other matching objects. At the same

Bolt

Nut

Part A

Part B

(a)

Bolt

Nut

Part A

Part B

(b)

Figure 3: Bolt connection and bolt connection section. (a) Bolted connection. (b) Bolted connection section.

Part 1 Part 2 Part 3

Figure 4: Slider coupling.

321

Figure 5: Attribute assembly feature adjacency diagram of slider
coupling.
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time, while matching, check the adjacency of matching
point pairs, eliminate mismatched nodes, and improve
the efficiency of the algorithm. Ullmann algorithm is a
mature graph isomorphism algorithm with high retrieval
efficiency.

Although Ullmann algorithm is relatively mature, its
retrieval efficiency is better. However, in practical engi-
neering applications, the working time of Ullmann al-
gorithm is exponentially related to the size of AAG.
'erefore, in contrast, the whole matching process is also
time-consuming. 'e local structure of the assembly
model obtained by matching isomorphic subgraphs is also
mixed. 'erefore, it does not achieve better economic
value and social value, and its retrieval accuracy needs to
be improved accordingly. 'e main reasons for the poor
retrieval accuracy include the following: first, in the
matching process, the attributes contained in the vertices
are limited and cannot be matched accurately. 'e con-
sequence of fuzzy matching is the low accuracy. Secondly,
isomorphic matching focuses mostly on vertices and has
less constraints on edge attributes, resulting in low ac-
curacy and efficiency.

(2) Conjugate Subgraph Matching Based on Vertex Filtering.
In order to improve the retrieval accuracy of subgraph
isomorphism and the efficiency of the algorithm, and to
meet the needs of constructing the general structure of 3D
assembly model, a conjugate subgraph matching algorithm
based on vertex screening is proposed. 'e algorithm is
mainly based on Ullmann algorithm and improves the al-
gorithm through the following aspects:

(1) Before the algorithm starts running, the vertices of
the two input graphs are filtered by using the same
properties of the node attributes of the conjugate
subgraph. 'e face type is one of the main con-
stituent elements of the node attribute. In the 3D
assembly model, if the face type is a plane, the
corresponding graph should also have a plane, and if
the face type is a surface, the corresponding graph
should also have a surface. If there is no corre-
sponding face type in the graph, there is no need to
enter the algorithm for conjugate matching and
return directly. Secondly, if the number of vertices of
the subgraph is more than that of the large graph, it is
impossible for the subgraph to be isomorphic and
return directly. Finally, if there are a certain number
of specific graphs in the subgraph, but the graph does

not exist in the large graph or the number is less than
the subgraph, the isomorphism cannot succeed and
is returned directly. 'rough the above judgment,
many invalid matches can be eliminated to a great
extent, so as to reduce the complexity of conjugate
subgraph matching algorithm and improve work
efficiency.

(2) 'e conjugate subgraph matching model is repre-
sented based on the attribute assembly feature ad-
jacency graph. 'erefore, the attribute assembly
feature adjacency graph of the model contains se-
mantic nodes representing semantic information
such as part name, category, and function, as well as
matching nodes of connection relationship. In the
matching, relevant information is extracted, vertex-
and edge-related attributes are added, and the
similarity calculation method in [21] is used to judge
in the conjugate matching process, so as to make the
conjugate matching achieve accurate matching,
remove invalid matching as much as possible, and
improve the matching accuracy.

(3) When the algorithm is in normal operation,
according to the principle that the subgraphs formed
by the vertex set VA on the current small graph and
VB on the large graph must also be isomorphic, it can
judge whether the subgraphs composed ofVA andVB
are isomorphic, and whether the attributes of the
edges corresponding to the corresponding vertices
meet the opposite properties of the corresponding
edge attributes of the conjugate subgraph, so as to
judge the effectiveness of the newly found columns,
effectively eliminate invalid matches, and improve
matching accuracy and efficiency.

In order to facilitate the description of conjugate sub-
graph matching algorithm, the definitions of relevant
symbols in the algorithm are shown in Table 3.

To sum up, the basic steps of the algorithm are as follows.

Step 1. Pretreatment.
'e specific content of preprocessing is to initialize
M according to the relevant properties of conjugate
subgraphs, mainly to judge the elements with the
value of 1 inM to see whether 1 can be set to 0. Since
the number of elements with 1 in M is also limited,
the steps of preprocessing process are also limited
until no element in M can be set to 0. 'e specific
principles are as follows.

Table 3: Symbolic meaning.

Symbol Meaning
M Mapping matrix

V1, V2
Vertex set: the function of the two sets is to store the matched vertices

during the operation of the algorithm
mrc Elements in row r and column c in M
oc Column C occupancy mark
B Initialize fallback flag
L Row count

6 Scientific Programming



If the vertex attributes of the two graphs do not
conform to the conjugate subgraph, and the corre-
sponding node attributes of each conjugate subgraph
are the same, the elements corresponding to the
vertices in matrix M are set to 0.
After initialization, perform vertex filtering. If the
following conditions are met, exit conjugate sub-
graph matching; if not, enter step 2:

(1) In M, if none of the elements in a row is 1, this
indicates that a node in the matched subgraph does
not exist in the large graph to be retrieved.

(2) In M, if r> c, it means that the matched subgraph is
larger than the large graph to be retrieved.

(3) 'e number of nodes in the matched subgraph is
greater than the number of similar nodes in the large
graph to be retrieved.
Step 2. Initialize V1 and V2 so that V1 � 0 and V2 � 0.
Step 3. Start traversing from the first row of matrix
M. If elementmrc � 1, add the vertices corresponding
to this element to V1 and V2, respectively, and set OC
as true, B as false, and L as r.
Step 4. r+ 1, traverse matrixM. If B is false, enter this
line and run step 5. Otherwise, go back to line r and
run step 6.
Step 5. Traverse row I in M, starting from column 0:

(1) If mij � 1, and the column is not occupied, add the
matching vertices to V1 and V2, respectively, and
judge the conjugate subgraph matching. If the con-
ditions such as the same conjugate subgraph struc-
ture, the same vertex face type and other attributes,
the opposite face normal vector, and the opposite
edge attributes are met, setOj to true and execute step
10. Otherwise, delete the matching vertices, L+ 1.

(2) Otherwise, L+ 1.
Step 12. Oc in row r is false. Delete the matching
vertex and traverse row I of the matrix from column
c+ 1:

(1) If mij � 1, and the column is not occupied, add the
matching vertices to V1 and V2, respectively, and
judge the conjugate subgraph matching. If the
conditions such as the same conjugate subgraph
structure, the same vertex face type and other at-
tributes, the opposite face normal vector, and the
opposite edge attributes are met, set Oj to true and B
to false, and execute step 10. Otherwise, delete the
matching vertex, L+ 1.

(2) Otherwise, L+ 1.
Step 13. If the number of columns of L and M is
equal, or c+ 1 in step 12 is equal to the number of
columns of M, set B to true and step back one row.
Otherwise, go to the next line.
Step 14. After traversingM, if V1 and V2 sets are not
empty sets, the vertices in the set are the matched
conjugate subgraphs and output. Otherwise, the
algorithm ends and the subgraph is not conjugate.

To sum up, compared with Ullmann algorithm, the
conjugate subgraph matching algorithm based on vertex
filtering first initializes the mapping matrix based on the
characteristic attributes of the conjugate subgraph in the
preprocessing stage and, at the same time, carries out vertex
filtering before the conjugate subgraph matching to screen
and eliminate the subgraphs that do not meet the re-
quirements, reduce the number of invalid matching pro-
cesses, and improve the matching efficiency of the conjugate
subgraph. 'en, in the process of conjugate subgraph
matching, according to the principle that the subgraphs
composed of two matched sets of V1 and V2 must be iso-
morphic, combined with the relevant properties of conjugate
subgraphs, judge the newly added vertices and edges and
screen and eliminate the vertices that do not meet the re-
quirements, so as to improve the matching efficiency of
conjugate subgraphs.

2.2.3. Construction of General Structure. 'e general
structure of 3D assembly model takes the common structure
as the main body and combines the multisource and discrete
noncommon structure information with it through the
assembly feature matching algorithm based on conjugate
subgraph to construct a complex and comprehensive ex-
pression form of 3D assembly model. Not only can the
general structure reflect the reusable common structure
information such as functions, structures, and attributes in a
group of 3D assembly models, meet the needs of the public,
and provide designers with the general structure of the
group of models and relevant functions, attributes, design
experience, and other information, but it also can reflect the
relevant information of many personalized structures and
include as many qualified structures as possible, so as tomeet
the various personalized needs of designers at different
stages and under different conditions and provide com-
prehensive and detailed reusable information for designers
in design and manufacturing.

To sum up, the construction steps of general structure of
3D assembly model are as follows:

Step 1: define n general sets (n is the number of parts in
the common structure of the 3D assembly model) and
initialize them to store the AAG that satisfies the
conjugate matching with the part in the matching
process.
Step 2: input the common structure of the 3D assembly
model and the AAG Atlas corresponding to the parts
and components to be matched. 'e Atlas mainly
stores the AAG corresponding to each part and
component in the model.
Step 3: based on the matching algorithm of conjugate
subgraph in Section 2.2.2, traverse each part in the
common structure of 3D assembly model, and match
each component in the current component graph set
with the AAG of the current part in turn. For the k-th
part in the common structure,

(1) If the conjugate matching is satisfied, the AAG
corresponding to the component is added to the
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general set corresponding to the k-th part, the
general structure state of the added 3D assembly
model is updated, and the next component to be
matched is selected to continue to judge the con-
jugate subgraph;

(2) If the conjugate matching is not satis�ed, skip di-
rectly, and select the next component to bematched
to continue to judge the conjugate subgraph.

Step 4: until all components in the current component
diagram set to be matched are traversed, the general set

Start

Create the k-th general set

Select a part of common
structure

Cycle the components to be
matched to conjugate match

with the selected parts

Satisfy conjugate
subgraph matching

No

Yes

Join universal collection

The cycle of parts to be
matched is completed

k≤n

Yes
Yes

End

Get common structure

Common
structure diagram 

Diagram of parts
and components to

be matched

No

No

Figure 6: General structure construction �owchart of the 3D assembly model.

(a) (b) (c)

(d) (e) (f )

Figure 7: Hydraulic piston cylinder and piston rod. (a) Piston cylinder. (b) Piston cylinder section. (c) Piston rod 1. (d) Piston rod 2.
(e) Piston rod 3. (f ) Piston rod 4.
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corresponding to the part is constructed, and the part in
the next common structure is selected to enter step 3.
Step 5: repeat the above steps until all parts in the
common structure of the 3D assembly model are
traversed, and the corresponding general set of parts is
obtained, so that the general structure of the 3D as-
sembly model can be constructed.'e general assembly
flowchart is shown in Figure 6.

As shown in Figure 7, there are one piston cylinder part
and four piston rod parts of hydraulic transmission in
machine tool accessories. Figures 7(a) and 7(b), respec-
tively, represent the 3D model and sectional view of piston
cylinder parts, parts 7(c)–7(f ), respectively, represent piston
rod parts of different specifications and models, and piston
rod parts 1–4 meet the conjugate subgraph matching with
piston cylinder parts, which can be assembled with piston
cylinder parts. In the figure, the red part is the assembly
feature part, and the gray part is the nonassembly feature
part.

For the piston cylinder parts and piston rod parts in
Figure 7, the assembly feature information is retained, and
the nonassembly feature information is simplified, so as to
construct the attribute assembly feature adjacency diagram
corresponding to each part respectively. According to this
information, the general structure is constructed, and the
corresponding general set is established. 'e results are
shown in Figure 8. 'e part circled by the coil is the relevant
content represented by the general set.'e shaded part is the
assembly feature part matched between parts, and the virtual
and real lines used for the connection between conjugate
nodes represent the edges with opposite attributes in the
assembly feature of parts.

To sum up, this method constructs the general structure of
3D assembly model based on comprehensively considering the
relevant information of common structure and noncommon
structure of 3D assembly model, which has a certain reference
value for obtaining design commonness and mining and reuse
of 3D assembly model meeting design individuality.

3. Discussion

In order to verify the feasibility of the general structure
construction of the 3D assembly model based on conjugate
subgraph, the 3D assembly model of a machine tool fixture is
selected as the research object, and the method in this paper
is used to describe it in detail and step by step to verify the
rationality and feasibility of the relevant methods.

Taking the 3D assembly model of a machine tool fixture
shown in Figure 9 as the verification object, a detailed ex-
ample verification process is carried out based on the general
structure construction of conjugate subgraph.

Firstly, based on the AAG, the relevant information of
assembly features in the 3D assembly model is retained, and
semantic nodes are used to replace other information of parts.
'e corresponding attribute assembly feature adjacency graph
is constructed for all parts in the model. 'e representation
results are shown in Table 4. In the table, the red part in the part
model corresponds to the assembly feature part of the part.'e
black node of the attribute assembly feature adjacency graph
corresponds to the semantic node containing much semantic
information of the part.

'en, based on the construction method of AAG of 3D
assembly model, the corresponding AAG of 3D assembly
model is constructed, and the representation results are
shown in Figure 10.

5 2

3

1

4

Figure 8: Example of general set of 3D assembly model. 1: piston rod 1; 2: piston rod 2; 3: piston rod 3; 4: piston rod 4; 5: piston cylinder.

Figure 9: Fixture 3D assembly model.
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'e conjugate subgraph matching algorithm based on
vertex screening goes through the general structure con-
struction process in turn and then establishes a compre-
hensive and rich general structure expression. 'e
experimental results are shown in Figure 11.

By analyzing the general structure of the 3D assembly
model constructed in Figure 11, it can be seen that the
structure displayed outside the coil is the common
structure of the 3D assembly model, which represents the
general composition of the model components, mainly
including bottom plate, pressing plate, positioning block,
support, nut, and other parts. 'e part circled by the coil is

the general set corresponding to Part 9 (support 2) in the
general structure of the 3D assembly model, that is, the
noncommon structure of the 3D assembly model, which
represents the product structure of different designers
according to different application scenarios, functional
requirements, structural optimization, and other different
design concepts.

'rough the above analysis, designers have a specific
understanding of the general composition of this group of
3D assembly structures, and the corresponding general set
contains many personalized structures to meet the design
needs of different designers.

Table 4: Attribute assembly feature adjacency diagram of each part in the fixture.

Serial number Part name Part model Attribute assembly feature adjacency graph

1 Floor 1

2 Positioning block 2

3 Pressing plate

3

4 Handle

4

5 Support 1 5

6 Nut
×3

6

×3

7 Spring
7

8 Spring protective sleeve
8 8

9 Support 2 9

10 Cylindrical pin 10

11 Rotating parts 11
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4. Conclusion

By analyzing the concepts of assembly feature, assembly
relationship, and conjugate in 3D assembly model, a general
structure construction method based on conjugate subgraph
is proposed in this paper. On the basis of relevant de�nitions
and concepts, based on the relevant characteristics of

conjugate subgraphs and preprocessing, the e�ciency is
improved, and the conjugate subgraph matching algorithm
based on vertex screening is used to solve the matching
problem of assembly features in 3D assembly model. On this
basis, taking the common structure as the core, the con-
struction steps of the general structure of 3D assemblymodel
are designed, so as to build a general structure expression
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Figure 10: Fixture AAG. 1: �oor; 2: positioning block; 3: pressing plate; 4: handle; 5: support 1; 6: nut; 7: spring; 8: spring protective sleeve; 9:
support 2; 10: cylindrical pin; 11: rotating parts.
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Figure 11: General structure of 3D assembly model. 1: �oor; 2: positioning block; 3: pressing plate; 4: handle; 5: support 1; 6: nut; 7: spring; 8:
spring protective sleeve; 9: support 2; 10: cylindrical pin; 11: rotating parts; 12: connecting rod; 13: swing rod; 14: sleeve; 15: screw.
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form with comprehensive information, reduce the matching
times in the process of information retrieval, and improve
the reuse efficiency of model design.

In the process of product design and manufacturing,
designers have many objective and subjective requirements
for the information of 3D assembly model, which have many
uncertainties. 'erefore, the design intention can be ana-
lyzed concretely in the follow-up, and its constituent
characteristics can be summarized to build a more com-
prehensive semantic information expression standard that
highlights the design personality.
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In the era of rapid development of science and technology, in order to attract the public's attention, many architectural designs
unilaterally pursue nonmainstream design, completely ignoring the surrounding environment and historical context.)e original
spatial features and scales have disappeared, and the root cause is that the spatial shaping is separated from the urban context.
Urban design that continues the urban context is not only a method to solve specific urban space problems and contradictions but
also an important means to build a beautiful urban space and achieve sustainable development.)e urban design of the two banks
of the Pinghe River in the east of Foshan is based on the sorting and analysis of the material and spiritual elements of the context of
the base. )is article will go back to the trend of Western architectural contexts and discuss how to design new buildings while
respecting the historical context of the city through rational speculation on the two dimensions of contextualism architectural
theory, space and time, combined with architectural cases.

1. Introduction

In the 1930s, many Chinese architects returned from
overseas and brought back Western modernist architecture.
In the 1980s, the trend of Western architectural theory arose
again in my country. People gradually realize that Western
architectural theory is an effective design method, and more
architects try to apply these theories to modern architectural
urban design.While studying western architectural theory, it
is also necessary to emphasize the confidence of national
culture, and the attention to architectural urban context has
become a focus topic. Looking at the development of
Chinese architectural culture in recent years, the buildings
that are deliberately symbolic, strange and vulgar, and ex-
tremely discordant with the surrounding environmental
conditions are increasing. Many buildings with strange
images have become a topic of discussion among netizens
after dinner, and there is even a list of the top ten ugly
buildings in China that is reviewed every year. Either the
company’s products are unmodified as the appearance
model, or the model expresses the blind worship of sexual

culture, or imitates and plagiarizes Western architecture.
Many buildings try to use the “ugly” name. A lot of buildings
try tomake a name for themselves as “ugly.” Architecture is a
part of a specific history and a specific urban background,
and it is a macro-spatial combination, which should fully
consider its environment and historical background. )ere
have been many great cities in Chinese history, such as
Yecheng and Chang’an, which were planned in an orderly
manner.)e symbols of history should not be forgotten, and
the design of the building should be completed in the macro
urban context. It should be done in a macro urban context.
Recalling the trend of Western architectural theory, con-
textualism has always been controversial. Many buildings
produced under contextualism are not coordinated with the
existing environment, and the design is conservative. In
modern architectural design, we should hold a rational and
speculative attitude, understand contextualism, use it as a
technique of urban design, and consider and learn from the
architectural environment and history [1].

)e word context originated from the field of linguistics.
It is a historical category developed in a specific space, and its
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extension contains extremely broad content, which is
interpreted as the context of the culture in a narrow sense
[2]. )e thought of context has a long history. In China, it
was first introduced into the field of architecture and then
gradually extended to cities. Due to the lack of in-depth
research on the ambiguity and uncertainty of the context
theory and its slow development, it has not formed an in-
dependent theoretical system and has been widely used in
architecture, cities, and landscapes in the form of theoretical
concepts. Today, the meaning of context in the city has been
comprehensively updated and inherited [3]. “)e current
context is based on the specific situation of our country,
drawing on Western contexts to develop and innovate,
giving Chinese culture a way of interpreting it, and imbuing
it with new cultural connotations. It not only represents the
cultural essence of the past but also points to the most
current cultural essence. Vibrant cultural genes pay more
attention to the potential for future cultural innovation. )e
systematic project of promoting and inheriting culture is
called “New Context Doctrine.” In the concept of the new
context doctrine, the understanding of context is no longer
limited to the old and the new. To solve the problem of
cohesion, we should conduct an in-depth and three-di-
mensional excavation of its connotation, adapt to the needs
of sustainable development of urban culture, and reveal the
evolution law of context [4].

In terms of ideology, the development of the “city color
pulse” is rooted in the concept of the collective unconscious
created by Jung, which is an inherent deep unconscious.
“)e level of the collective unconscious is unconscious, and
it contains the influence of the experiences accumulated by
all generations in the past, including distant ancestors [5].”
)e fundamental reason for its formation is the common
environment, that is, the environment with the social and
cultural place, and it includes all indoor and outdoor man-
made environments and natural environments. )e fun-
damental feature of this environment is what Schultz calls
the “spirit of place,” which creates and perpetuates the
collective unconscious and its archetypes that exist in the
deepest part of the human spirit. )e traditional color
ideology was formed earlier; from ancient times, the color
cognition was developed from the fear of life to the ideology
of color symbols as totem worship. In the Yangshao culture,
Xia, and Shang dynasties, the color aesthetic psychology
gradually formed. In the Zhou dynasty, the simple mate-
rialist worldview “Five Elements)eory” was combined with
the worship of five colors, five numbers, heaven, Earth,
human beings, and gods, forming a combination of time,
space, human relations, and ritual system, the “Five Ele-
ments of Color Science” [6]. During the Tang and Song
dynasties, the traditional “five-color aesthetics” was finally
formed. Nowadays, with the introduction of the rational
western color theory system, the traditional “five elements of
color theory” has been gradually ignored. Although the
simple color concept has not formed a color science system,
the aesthetic awareness of the five colors has been deeply
rooted in the hearts of the people and has become a national
color feature [7] (as shown in Figures 1–3).

)e connotation of architectural “context” includes two
main lines of cognition: One is the spatial dimension, which
refers to the physical space environment in which the
building is located, including the natural environment and
artificial environment; the other is the time dimension,
which refers to the generation and development of buildings
and the social and cultural background on which it depends.
)e so-called continuity of spatial context emphasizes the
expression of the building in the spatial relationship of the
neighborhood and respects the regionality of the building
[8]. Robert Stern believed that “Architecture is a part of the
whole” and “)e new building should be adapted to the
environment” [9]. In 1950, Venturi believed that architec-
ture does not exist in isolation by itself but should be related
to the whole between architecture and urban space, and
form part of the whole of urban space.)is is consistent with
the “whole prior to the part” view emphasized in Gestalt
psychology and the “text prior to sentence” idea advocated
by Frege in the field of linguistics [10]. Whether there is a
unified context between the building and other buildings
reflects whether the relationship between the part and the

Figure 1: A corner of the square.

Figure 2: Landscape greening screenshot.
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whole is harmonious. When a building is harmonious in its
site, it will likely disappear into the site and the urban en-
vironment. People often think that this is a lack of design and
is just a replica. However, the overall connotation of the city
is magnified, and a new building that is in harmony with the
urban context should be a work that skillfully uses the
connotation of contextualism and design skills, rather than a
simple and crude plagiarism [11].

2. The Concept, Spatial Value, and Constituent
Elements of the Urban Context

2.1. %e Concept of the Urban Context. )e word context is
derived from “Context.” As a term used to express the logical
relationship between upper and lower contexts, it can also
indicate the background and conditions in which things
occur. )ings can only develop if they are connected with a
specific background environment. If the context is the soil of
urban development, then the space shaped by urban design
is the creation based on the context and soil. Context is the
background of urban development and is related to many
essential elements that affect urban development. All explicit
and implicit elements related to the formation and devel-
opment of a city can be included in the category of urban
context [12].

Context is the connection in time and space between
things created by human beings and things. It has both the
“synchronicity” of horizontal time and space and the
“diachronic” of vertical time and space [13]. By extension to
the field of urban research, the basic connotation of urban
context can be obtained, that is, in the process of historical
development and under specific conditions, there is a dy-
namic and internal relationship between people and the
natural environment, the built environment, and the cor-
responding social and cultural background, and the sum of
essential connections [14].

After fully considering the style and morphological
characteristics of the existing buildings on the plot, first
choose to carry out roof renovation for the buildings with a
north-south strip in the block volume, and make certain
innovations in the sloping roof, connecting with glass in the

middle to adapt to the building volume )e problem of
lighting difficulties caused by it; second, repair the facades of
the buildings along the street, strengthen the interface
characteristics of the buildings along the street, try to control
the height of the buildings on both sides of the alley and the
parking lane, and ensure the integrity and unity of the style
along the street. )rough historical research, sorting out the
width of the street and the height of the buildings on both
sides, and on the premise of respecting the history, the
comfort of the street is improved and adjusted to a certain
extent, and the width of the two streets and alleys is con-
trolled to be about 3.0∼ 3.5m. )e building height is con-
trolled below 5m. Finally, when repairing the original
courtyard with missing texture, the newly added building
should echo the style and volume of the original building
and make appropriate adjustments on the premise of re-
specting the history to adapt to modern life and create a
comfortable living environment [15].

2.2. %e Spatial Value of Urban Context. Public space is the
main place where residents work and live and is an im-
portant part of urban space (as shown in Figure 4). )e
public space that concentrates on the urban context and
public activities can fully demonstrate the city’s heritage,
charm, and vitality [16]. With the continuous acceleration of
the urbanization process, driven by the short-sighted con-
struction goals, the problems of monotony and low-quality
urban space have become increasingly prominent, and the
original spatial characteristics and scales have disappeared.
)e root cause of this problem is that today’s spatial shaping
is divorced from the context of the city. First of all, the
internal streets and alleys should be fully sorted out, and
the additional buildings should be demolished to make the
originally narrow and blocked internal streets and alleys
open and transparent so as to enhance the comfort of the
living space and further solve the hidden dangers of safety.
)e facades of the buildings on both sides of the streets
should be unified in style, embellished with appropriate
historical and cultural elements, and appropriate building
concessions should be made to create micro-ecological
nodes to create street landscape ecological corridors. Second,
on the basis of dismantling buildings with incompatible
styles, guided by the spatial layout of traditional courtyards
in the old city, dismantling structures that destroy the
courtyard pattern, rebuilding new buildings in areas where
the pattern is vacant, and ensuring that it is compatible with
the existing historic buildings and the traditional courtyards
are in harmony, fully continuing the courtyard space pattern
of the historical and cultural blocks, and creating a com-
fortable living and leisure space for the residents. Finally,
retain the existing ancient trees in the plot, use them to
create landscape space nodes, recreate the historical living
space scene of the block, and create a comfortable and livable
external living space [17].

)erefore, it is necessary to clarify the relevant elements
of urban context and urban space design, comprehensively
use urban design methods and context analysis and re-
finement methods, continue the context, and focus on the

Figure 3: Square stone bench.
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inheritance and innovation of the context in the design of
urban public spaces so as to create a “cultural context.” )e
key to establishing a city’s image, increasing its charm, and
enhancing its competitiveness is to realize the harmony
between man and the environment, and the harmony be-
tween history and modernity [18].

2.3. Elements of the Urban Context

2.3.1. Material Elements. It is divided into two categories:
one is the structural elements formed by the long-term
accumulation of urban space; the other is the spatial form
elements formed from the local climate, materials, and
culture [19].

Structural elements include urban pattern, urban con-
text, and urban texture. Structural elements are closely
linked to the daily activities of residents through the per-
ception of macro-spatial relationships such as axes, geo-
graphic markers, and skylines, and local structural elements
should be respected in urban design. Spatial form elements
refer to a variety of elements including urban skylines, urban
landmarks, historical relics, dynamic place areas, and dis-
tinctive local spaces (such as spatial scale, shape, texture,
color, interface, etc.) [20].

2.3.2. Spiritual Elements. Spiritual elements mainly refer to
the regional culture of a city. It is the sum of various spiritual
resources, including the morals, beliefs, customs, and arts of
the city, as well as the habits and all other abilities learned by
each city member [21]. Spiritual elements, as an abstract
concept, are the essential attributes of “people” that govern
activities in a specific urban space. Only by thoroughly
analyzing and classifying urban regional culture, creating
suitable local culture and habits in specific urban places, and

providing unique cultural activity space can we create an
urban space full of vitality and a sense of place belonging
[22].

3. Urban Space Construction Methods from the
Perspective of Context

For urban design, context continuation is to advocate in the
design of specific sections, through the analysis and research
of the urban context, to maintain the continuity of the
original space, culture, and life and highlight the charac-
teristics of the city. )is concept limits the problem of urban
characteristics to the category with space as the basic re-
search object, which makes the work goal of urban design
clear. By summarizing excellent cases at home and abroad
and the continuous improvement of urban design experi-
ence, the urban design method based on the purpose of
context continuation can be summarized in the following
three points [23]. )rough the urban design, the spatial
elements of the base are sorted out, the original “Wang
Jigang-Green Island Lake” space corridor is retained, and the
axis of “Green Island Lake-Jihua Road” is listed as the two
major axes; at the same time, through sorting out, the to-
pography and local settlement texture have extracted four
characteristic elements of “lakes, hills, islands, and swells.”
As an open public activity space, “lake” is one of the im-
portant ecological landscape elements, and various public
activities can be carried out; it is the core area of public
activities and the core of gathering popularity; “Chong” is an
important link for the functional connection of various
groups. On the axis, this urban design clarifies the original
landscape axis of “Green Island Hu-Wang Jigang,” which
serves as the principal basis for urban design to organize
space and connect the two banks of the river. In terms of
group relationships, the base is divided into three groups
with different themes. Each group grows from existing el-
ements and connects with the road network, rail transit
stations, and water buses. )e “S”-shaped lake gushing
texture belt connects the “three groups on both sides of the
strait” to form a spatial pattern of “one belt, three centers,
two axes, and three groups”, and based on this, the spatial
layout of urban design is guided. )e Green Island Lake
Smart Group not only concentrates on the main production
and service functions of the Shanxi area but also owns the
important water system resource of Green Island Lake.
)erefore, the urban design positions this group as a
comprehensive display of the cultural characteristics of
Lingnan water towns and a provision for the Guangfo area.
)e intelligent highland of comprehensive services, through
this intelligent group, strives to integrate the vitality of
multiple waterfronts, realize the organic complementarity of
main functions, and make it a springboard for connecting
the two banks of the Dongping River and realizing the
integrated development of the Ronghe River, creating
the iconic core of Shanxi. space.)e central wisdom island is
the core area of the entire design, and it is also the area that
the axis of Wang Jigang and Lvdao Lake traverses. In the
urban design, the spatial development model of the land-
scape city should be introduced, that is, to follow the natural

Figure 4: Functional zoning, crowd movement trajectory, and
parking location of the civic square.
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landscape space and create architectural space. Make it
complement each other with the landscape axis accumulated
in the context. )e building space is created with green
buildings and earth-covered buildings as the core elements,
and the second-floor platform is organically combined with
the platform across the embankment to build a core space
with good accessibility and fun and at the same time reflect
the image of a waterfront city [24].

3.1. Capture of Context. )e development of a city must be
accompanied by the renewal of space. )e context allows
people to find the basis for the creation of spatial charac-
teristics from the traditional and localized content and forms
from time to time. By extracting the elements of local context
and summarizing their unique arrangement, urban design
can subtly inject a localized atmosphere that strengthens
environmental history and continuity into new spaces and
enhances the place appeal of the space [25].

3.2. Transplantation of Context. In the process of urban
design, the issues of “new” and “dilapidated” must be
considered. For many issues such as whether to keep the
urban context elements as they are after refining the urban
context elements, and whether the original urban space
cannot coexist with the new development, the author be-
lieves that the key lies in whether the context elements can be
transformed into design principles in the design. We
transform the complex “semantics” of the original context
elements into a simple space “language” so that the urban
design integrates and presents the structural relationship
and characteristic symbols of traditional space.

3.3. %e Shaping of the Contextual Characteristic Space.
After extracting the local contextual elements and com-
pleting the transplantation work, the basic materials of
urban design are obtained. By clarifying key areas, shaping a
new spatial structure system, sorting out and arranging
elements at all levels, and optimizing the arrangement of
original elements, the new space has both historical conti-
nuities and adapts to the requirements of the new era. In
terms of details, through the introduction of new functions,
new materials, and new technologies, symbolic traditional
cultural elements are added so that the precipitation of
history and time can be displayed in the new urban space
[26].

4. Optimization and Promotion Strategies of
Urban Square Public Space from the
Perspective of Contextualism

Public space is an important part of the urban innovation
ecosystem. It is not only an important part of the material
elements of the urban innovation zone but also the specific
bearing and expression of economic and network elements,
and is the spatial basis for “stimulating agglomeration.”
)rough the understanding of the theoretical basis of the
urban innovation zone, this paper believes that the public

space of the urban innovation zone should reflect the
characteristics of its three components, so the construction
of the public space of the urban innovation zone should
comply with the three principles of accessibility, openness,
and network.

)e physical elements of the urban innovation district
enhance the innovation ecosystem by providing a compact
and efficient mix of functions and street connections, so the
public spaces of the urban innovation district need to be
accessible to enable the connection between the physical
elements. Public space is an important part of physical el-
ements, including neighborhood scale public space. In order
to make full use of the high quality public space, it is
necessary to integrate the public space with exhibitions,
concerts, restaurants, residences, and so on into a compact,
functional mixed area. Connectivity that connects Category
1 (public realm) and Category 2 (private realm) physical
assets is critical to public spaces in urban innovation dis-
tricts, including walkable and cyclable street networks,
among others. Based on the same concept, high-quality and
convenient public transportation serves the interconnection
of cities and regions. )e transportation infrastructure such
as Barcelona’s ring road and high-speed rail to Paris, Bos-
ton’s Silver Line, and Sydney’s northern M2 railway line are
all urban infrastructure. )e public space of the innovation
district brings a large flow of people.

)e management of the public space of the urban in-
novation district needs to follow the principle of openness to
promote the diffusion of innovative activities and creative
ideas in the public space. )e urban innovation zone em-
phasizes the importance of spatial proximity and aggrega-
tion of economic activities. However, due to the blurred
boundary of the urban innovation zone and the blurred
boundary between work and life, the public space and the
private space have proximity to economic activities. Cir-
culating information has the characteristics of “liquid” and
lack of openness, and information spillover cannot be re-
alized, so the appearance of good ideas will disappear
without circulation and diffusion. According to the Twelve
Principles of Urban Innovation Districts published by the
Brookings Institution, public spaces make innovation visible
and open. Open innovation events help spark the curiosity of
potential innovators, spark dialogue among neighbors, and
spread innovations. )us, in the urban innovation district,
the public space becomes an outdoor testing ground for
testing the initial results of innovation. )e Boston District
District Hall is itself a product of innovation, creating a new
public space for the purpose of promoting a culture of in-
novation, the Innovation Hall. Opening District Hall in the
BSID as a pilot project also accommodates a variety of
innovative activities.

)e social element of the city innovation district em-
phasizes the importance of social interaction, which not only
lies in the strong ties between similar fields and departments
but also focuses on the establishment of new ties between
fields and departments, that is, weak ties. )e public space
serves as a key container for establishing weak ties, providing
opportunities for chance encounters, networking, and
knowledge spillovers. Creating an innovative atmosphere is

Scientific Programming 5



RE
TR
AC
TE
D

a new public interest represented by public space in urban
innovation zones under the background of sharing economy
and technological innovation. Networking is essential for
public spaces, such as a series of activities to learn and
develop new skills and build social interaction. High-fre-
quency social interactions among innovative populations
tend to be concentrated in a few specific “hot spots,” which
may occur naturally. In addition, the innovation district
requires a series of catalyst activities to reactivate neglected
public spaces. )erefore, public space is the link between
these “innovation hotspots.” In addition to forming a visible
public network, it is more important to establish an internal
interactive network relationship of competition, collabora-
tion, and learning.

Spatial location is an important factor affecting the
layout and form of public space in urban innovation dis-
tricts. )e Huanghuagang Science and Technology Park area
is located in the old city of Guangzhou. Due to the tighter
land use, the development intensity is often greater and the
construction density is higher, showing the characteristics of
compact urban space. During the process of urbanization,
the surrounding living facilities are gradually supplemented.
)e surrounding communities are more closely connected,
forming a mixed-function area. )e overall layout of the
land is larger, and the layout mode of multiple independent
parks is adopted, which has more flexibility; at the same
time, it has more abundant natural resources, and the
planning considers the natural ecology, the interaction of the
environment. In general, the core area of the main city is
limited due to the limited urban space and limited space
development of the science and technology park. )e main
open space is arranged along the road, and the street has
become an important vitality center. On the other hand, due
to the lack of interaction between public innovation space
and public open space, the low degree of innovation
openness is also the reason for the lack of vitality of public
space.

A reasonable layout can improve the utilization rate of
local accessibility of public space in the innovation zone.
Traditional parks are generally relatively closed, and physical
measures such as the establishment of walls are used to
isolate the park from the residential community, which is
not conducive to the integration of the park into the sur-
rounding communities. Improving the local accessibility of
public spaces in the urban innovation zone is conducive to
keeping the park open and flowing. MPID has designed a
variety of options for walking or cycling into the Lane Cove
National Park from the track site while enhancing the
density of the road network combined with the road network
layout of public spaces to improve the accessibility of public
spaces. Shenzhen Huaqiangbei District was born out of
Shangbu Industrial Zone and continued the characteristics
of openness of industrial blocks. )e pattern of “small plots,
dense road network” broke down the walls that were drawn
as the ground to enhance the communication between plots,
making the streets easier to communicate with each other. It
has become a highly accessible public space in itself, which is
friendly and approachable to pedestrians. In the practice of
Guangzhou in recent years, the urban design and control

planning optimization of Pazhou West District emphasizes
the urban development concept of “compact, intensive,
efficient, and complex.” )e arcade street of more than
2 kilometers is implemented on the ground, the three-di-
mensional park platform is built in the air, and the un-
derground is connected through the vertical traffic module,
ground, and air public spaces to realize the interconnection
of public spaces. Figure 5 shows the optimization strategy
proposed in this paper.

Providing a walkable environment in public space is an
important condition for crowds to gather. High-density
technology parks need to avoid rapid and massive traffic and
people; planning new technology parks should avoid lack of
consideration of spatial scale and one-sided pursuit of
landscape ecology )e effect is to blindly build wide green
isolation belts and huge square nodes. Shared communi-
cation space is an important feature that distinguishes the
urban innovation district from other urban spaces. Similar
to the community service center in each community, the
shared communication space is a special public space built
by the urban innovation district to stimulate innovation
vitality, providing an open place for the exchange of ideas for
the innovation district, allowing more people to get in touch
with the ongoing innovation activities and promote the
improvement of the innovation ecosystem. )e purpose of
building a shared communication space is to encourage
knowledge sharing and information exchange. From the
perspective of economic factors, building a rich and available
shared communication space is conducive to promoting the
exchange and collision of ideas. Around the world, regions
building urban innovation districts actively build shared
exchange spaces to provide venues for knowledge flow.
Innovation districts in Barcelona and Stockholm, for ex-
ample, have developed workshops and informal meeting
spaces to encourage such exchanges; Research Triangle Park
in North Carolina is a successful cluster, but they have found
that the lack of venues for the exchange of ideas limits the
)ey go further; they try to redevelop their physical spaces to
allow for active interaction.

Network innovation is created from the bottom up.
Urban innovation districts cannot be achieved with a single
order. Various event planning and construction are needed
to promote collaboration between industries and depart-
ments and to foster innovative networks and a culture of
exchange and sharing. Providing a public space that pro-
motes communication and interaction is a prerequisite for
nurturing weak interpersonal ties, and an innovative at-
mosphere is a catalyst for building a weak interpersonal
network. )e atmosphere is closely related to various sce-
narios, such as rich innovative activities, street art, nightlife,
etc., to enhance social vitality and business interaction, at-
tract, retain, and nurture innovative people and innovative
enterprises.)e existing newer science and technology parks
in the urban area are located in the core area of the main city
and often have a certain compact and mixed physical space
foundation, such as Huanghuagang Science and Technology
Park, Keyun Road, Longkou East Community, etc. At the
same time, the limited space and the early construction
period bring problems such as a single type of public space
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and outdated facilities. Aiming at the main contradiction of
limited development space, the optimization strategy can
control and guide the interaction and continuity between the
existing building space and the public space so as to expand
the shared communication space with suitable functions and
the public retail space with various choices. )erefore, the
strategies for improving the openness of the existing urban
renewal technology parks can be summarized as follows:
focus on the combination of dots and lines in the sur-
rounding area to create a public space with a continuous
interface, encourage the opening of the ground floor of the
building to improve the interface quality of the public space,
and pay attention to street management to avoid sidewalks
and subways. )e entrance and exit become the storage yard
for shared bicycles.

5. Conclusion

In the process of rapid urbanization, the urban design with
the theme of continuation of the urban context adheres to
the spirit of the “Beijing Charter”, advocates cultural di-
versity, maintains cultural diversity, and adheres to the
path of regionalization and modernization of modern
buildings to demonstrate the Chinese characteristics of
modern regional cities. )e urban design of the two banks
of the Pinghe River in the east of Foshan adopts the
methods of extraction, abstraction, and construction and
adopts the design idea of respecting the city’s history and
culture so as to achieve the sustainable development of the
city’s vitality and cultural continuity. Urban design that
continues the urban context is not only a method to solve
specific urban space problems and contradictions but also
an important means to build a beautiful urban space and
achieve sustainable development.
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Za Politologiju, vol. 58, no. 1, 2021.

[9] S. Lebens, “Will I get a job? Contextualism, belief, and faith,”
Synthese, vol. 199, no. 3-4, 2021.

[10] F. Martin and B.-H. Dermot, “In support of reacquainting
functional contextualism and interbehaviorism,” Journal of
Contextual Behavioral Science, vol. 19, 2021.

[11] W. Ron, “Linguistic evidence and substantive epistemic
contextualism,” Logos & Episteme, vol. 12, no. 1, 2021.

[12] R. Wilburn, “What IS the relation between semantic and
substantive epIStemic contextualISM?” Logos & Episteme,
vol. 12, no. 3, pp. 344–366, 2021.

[13] D. P. Miller, “Depicting watt: contextualism, myopia and the
long view,” Metascience, vol. 29, 2020 (prepublish).
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�is paper �rstly conducts a theoretical analysis on the digital transformation of enterprises. �eories such as Marxism and new
institutional economics related to the digital transformation of enterprises are sorted out. Secondly, it conducts an empirical
analysis on the digital transformation of high-tech enterprises.�is paper summarizes the three major transformation paths of the
existing production service digitization, marketingmodel digitization, and industrial digitization. Based on the data analysis of the
questionnaire, this paper summarizes the di�culties of digital transformation of high-tech enterprises, mainly due to the lack of
transformation ability, resulting in “cannot transfer”; the lack of self-development conditions and digital transformation, resulting
in “will not transfer”; digital transformation lacks full guarantee, resulting in “do not dare to turn.” And based on the analytic
hierarchy process, the in�uencing factors of the digital transformation of high-tech enterprises are analyzed, and the relative
importance of each factor is obtained.

1. Introduction

With the introduction of new development and new de-
velopment strategies, China’s economic development has
undergone tremendous changes. �e term “digital econ-
omy” was �rst coined in government work in 2017, and it has
had a profound e�ect on the optimization of the economy by
the prosperity of emerging industries such as the digital
economy. And accelerating the development of the digital
economy and promoting the combination of digital econ-
omy have become a hot topic. With the rise of digital
technologies such as big data, cloud computing, and arti�cial
intelligence, digital technology has become an important
means for modern enterprises to adapt to the changes of the
times, implement national strategies, and improve their
competitiveness. According to a survey report by IDC on
CEOs of 2,000 companies, up to now, 67% of companies
regard digital transformation as the core of their corporate
strategy, and 70% of China’s 1,000. �e “2019 Chinese
Enterprise Digital Transformation Index Research” pub-
lished by Accenture on September 10, 2019, shows that
China’s “ideal digital company” was a measure in 2018, with

a comprehensive score of 45, up from 37 in the same period
last year, 20%. �is shows that China’s e-commerce has
entered a new stage, and it is also a new digital age [1].

In order to maintain the stable development of enter-
prises, it is necessary to conform to the development trend of
the times and the digital age although many companies
regard digital transformation as a strategic focus and have
invested in many companies’ systems and equipment on the
basis of digitalization [2, 3]. However, the “2019 Chinese
Enterprise Digital Transformation Index Research” pointed
out that although China has achieved a substantial increase
in revenue and sales, in terms of digital transformation, only
9 aspects have achieved obvious results, and many com-
panies are still unable to achieve expected goals and e�ect,
facing the di�culty of transformation. How to promote the
digital economy of enterprises to achieve higher perfor-
mance has become an important topic of concern to the
industry and theoretical circles. �is dissertation takes high-
tech companies as the center and discusses their digital
transformation. Most of the previous literature on the
transformation of high-tech companies has discussed the
transformation strategies of high-tech companies from a
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macro perspective, but the results are inconsistent with the
digital transformation trend of high-tech companies; only a
few scholars have focused on the digital transformation of
high-tech industries. However, due to the lack of accurate
understanding, their digital research mainly focuses on the
network. In the digital age, the digital transformation of
high-tech industries involves a relatively narrow scope and a
relatively shallow level.

2. Overview

2.1. Digital Economics. 'e “digital economy” was first
proposed in 1994, and its meaning is constantly changing.
'e connotations of various concepts and researches on the
digital economy are getting richer and richer. So far, there is
no consensus on this issue, whether domestically or in ac-
ademia. 'e definition of digital economy in European and
American countries is mostly defined from the perspective
of industry and products, which focuses on the interaction
between technology and people, but the definition of in-
dustry is relatively simple in general, involving telecom-
munications, audio-visual, software, Internet, and other
industries [4]. And on this basis, the communication, audio-
visual, and other technologies have been deeply analyzed.
When China defines the digital economy, what it considers is
the entire relevant behavior, that is, the changes that occur
on the basis of the occurrence and development of an
economic system, that is, the combination of economy and
technology. 'e “G20 Digital Economy Development and
Cooperation Initiative” was officially released by China at
the 2016 G20 Summit.'e initiative focuses on China’s ideas
in promoting economic growth and strengthening coop-
eration with other countries.'e digital economy is a kind of
production factor that uses digital technology as the medium
to effectively utilize digital technology to achieve economic
optimization and improve efficiency. It is pointed out that
the digital economy is the combination of industry and
industry with communication as the main content. In the
context of the digital economy, digital information is
regarded as the main means of production. 'e new so-
cioeconomic form came into being after the two major
development forms of agriculture and industry [5]. Com-
pared with the conventional model, the new economic
model has brought a large amount of digitalization of
production and operation, and these new means of pro-
duction are new means of production based on data. In
short, the digital economy is a huge economic change. Its
combination withmodern technology allows enterprises and
users to communicate efficiently, so that the circulation of
products and services will develop in a more convenient and
scientific direction. 'rough the digital economy, all aspects
of each link can be effectively integrated, so as to achieve
better development.

2.2. Data Processing. “Digitalization” is an important part of
the digital economy. With the passage of time and the
continuous innovation of technology, the meaning and

external expansion of numbers have become more and more
diverse. Digital technology is the integration and optimi-
zation of traditional information systems. 'rough inte-
gration and optimization, the operation of enterprises can be
improved, and new technologies can be improved through
new technologies, so that they can meet the needs of
digitalization.

2.3. Digital Conversion. How to carry out digital transfor-
mation has become a common concern of both the theo-
retical and practical circles. Huawei believes that digital
transformation is the use of a new generation of digital
technologies to build a digital society with full perception,
full link, full scene, and full intelligence, thereby recon-
structing traditional management and business models. By
innovating and reconstructing the way of operation of the
enterprise, we can obtain the victory of the enterprise.
Kingdee regards digital transformation as the digital
transformation of enterprises; that is, enterprises use digital
technologies to apply technologies such as the Internet of
'ings, cloud computing, big data, mobile, and intelligence
to enterprises and plan and implement business model
transformation, management, and operation transforma-
tion. Enterprises and employees bring new digital value
enhancement and continuously improve the new core
competitiveness of enterprises in the digital economy en-
vironment [6].

'ere are differences in the understanding of “digital
transformation” in academic circles. Gemini believes that
digital technology is the fundamental improvement of
company performance through digital technology and
through the use of digital technology to break down the
information barriers between various departments, thereby
improving the efficiency of company operations. Experts
such as Berman believe that the essence of digital trans-
formation is to reconstruct the value of customers and use
digital technology to change the way of production and
operation, thereby changing the value and operation of
traditional manufacturers, thereby promoting their devel-
opment in the digital age. 'e main proposition of Wang
Hua in China is as follows: digital transformationmeans that
the company’s production and services can be realized
through digital technology, the company’s operations and
operations can be combined with digital technology, and the
company, customers, and the market can achieve, through
comprehensive technological transformation, interaction
and communication and constantly promote the compre-
hensive innovation of the market, business system, and
customers, thereby improving operating efficiency.

Based on the above theories and the actual experience of
enterprises, the concept of enterprise digital and the inno-
vation of product models and business models accelerate the
transformation and upgrading of enterprises through digital
means and seek new paths for innovation and development.
Big data application, intelligence, and networking are im-
portant features of the transformation of the digital
economy.
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3. Mechanism Analysis of the Driving Force of
Digital Transformation of Enterprises

With the development of economy and society, and the
continuous progress of the times, emerging industries such
as the Internet and e-commerce have emerged as the times
require. In the research of emerging fields, the basic
principles of Marxism can still be used as the basic theory to
build the theoretical logic of related research. Based on the
actual national conditions of China, it still has extremely
important practical guiding significance to apply the basic
principles of Marxism directly or indirectly to the research
of economic or social topics in the new era. 'e pursuit of
excess profit is the subjective motivation and fundamental
driving force of the digital transformation of enterprises
[7]. Marx believed that the productivity of social labor is
affected by many factors. With the integration and de-
velopment of large industry and the digital economy, the
creation and accumulation of real wealth depend more on
the average level, iteration speed, and application of science
and technology in the current society, rather than the
simple accumulation of labor time. 'erefore, the ad-
vancement of digital technology is a key factor in pro-
moting the transformation of social productivity, resulting
in changes in the economic form and gradually forming a
digital economy.

3.1. Digital Technology Lays a Technical Foundation for the
Digital Transformation of Enterprises. 'e development and
progress of digital information technology have laid the
necessary technical foundation for enterprises to carry out
digital transformation. On the one hand, the advancement of
digital information technology can improve the labor pro-
ductivity of enterprises in digital production. Using Marx’s
relevant viewpoints for analysis, we can see that the de-
velopment and application of digital information technology
determine the proportion of capital divided into constant
and variable parts. However, in the current situation where
the nature of society is certain and the speed of development
is relatively stable, the accumulation of wealth is closely
related to the development of human beings. 'erefore,
when the production department of the enterprise is rea-
sonably and effectively equipped with digital software and
hardware facilities and high-tech talents, the labor pro-
ductivity of the production department of the enterprise will
be greatly improved [8]. In the era of digital economy, as
long as a certain department takes the lead in completing
digital transformation and realizes the transformation of
productionmethods, “it will inevitably lead to changes in the
production methods of other departments.” It is worth
noting here that, in the process of digital production, digital
information technology and the corresponding digital
hardware and software facilities “always enter the labor
process in their entirety but always only partially enter the
value appreciation process.” Digital technology and digital
production equipment itself do not create value, but they
gradually transfer their own value to the digital products
they produce or the digital services they provide. In this

sense, digital technology and digital production equipment
are a digital component of the value of a product or service.

On the other hand, the advancement of digital infor-
mation technology promotes the digitization of collabora-
tion and the specialization of division of labor among
various departments of the enterprise, which is conducive to
promoting the digital transformation of enterprise organi-
zations. 'e development of digital information technolo-
gies such as the Internet and SG makes collaboration not
limited by time and space, which is conducive to expanding
the scope of collaboration and greatly improving the effi-
ciency of collaboration [9]. 'e digital production operation
of an enterprise under the technological progress itself is a
huge and complex system, which requires a large number of
local workers to divide and cooperate. As Marx put it: “Not
to mention the new forces arising from the fusion of many
forces into one total force, in most productive labor, social
contact alone evokes a sense of competition and a peculiar
invigoration of energy that elevates everyone. 'e applica-
tion of digital information technology provides technical
support for expanding the influence of this social contact,
promotes the digital and efficient transformation of enter-
prise organizations, and greatly improves the work efficiency
of enterprise workers.”

3.2. Participation and Distribution of Data Is a Necessary
Condition for Digital Transformation of Enterprises. 'e
reason why nonphysical data can participate in the distri-
bution is that it is gradually capitalized with the development
of the digital economy. It has the nature of capital and is also
a special kind of capital. Combined with the analysis of the
basic principles of Marxism, it can be seen that, in the digital
network formed by the application of related, the data
generated in the daily use of social media will be transformed
into capital through two stages:

First, the commercialization stage: users need to con-
sume a certain amount of physical and mental energy in the
process of using social media, and the relevant data gen-
erated based on this exists in the form of labor products;
when these digital labor products are “exchanged, trans-
ferred to use as use value, and use it in the hands of people,”
it becomes a data commodity; that is, in the market econ-
omy, the data generated through digital labor is exchanged
for the purpose of profit, and it exists in the form of a
commodity.

'e second is the capitalization stage: the digital labor
that users use various software to generate data in their daily
life is unpaid labor and still has the nature of “exploitation.”
Large-scale Internet companies such as Amazon, based on
the volume of their digital business and the advantages of
related digital technologies, freely occupy the digital labor of
users and the data value they generate [10, 11]. According to
the needs of business development, the relevant data gen-
erated by the digital labor that they possess for free are
extracted, processed through digital technology to form a
data group, exchanged, and sold, and their data products are
sold, “and most of the money obtained from this are
reconverted into capital” and used for the additional
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production materials and labor required for the continuous
digital development of enterprises, and data commodities
are transformed into digital capital. In this process, data
exists in the form of capital.

Participation in the distribution of data mainly involves
two aspects: on the one hand, data as a factor of production
participates in the distribution. According to the relevant
theoretical analysis of factor distribution theory, data has
become a special production factor, and its distribution
principle is determined by social production relations. In a
capitalist society, how data is distributed as a factor of
production is determined by the owners of the data, the
capitalists. In a socialist society, public data resources are
shared by the whole people, while nonpublic data resources
are distributed by the market under established legal con-
ditions. Another aspect is that data participates in distri-
bution as the final product. In China, the distribution of data
products needs to meet the relevant requirements of the
basic distribution system, which is mainly determined by the
amount of labor paid by the laborers in the process of data
collection, analysis, and application.

3.3. Pursuit of Excess Profit Is the Fundamental Driving Force
for Digital Transformation of Enterprises. In the digital age,
the “labor” expounded by Marx in the labor value theory
combines digital information and other modern tech-
nologies to form a new form of labor, that is, digital labor.
According to the relevant elaboration of labor value
theory, digital labor includes concrete labor and abstract
labor. A user posts videos, images, comments, etc. in social
media. 'is kind of labor consumption based on a certain
purpose constitutes the specific labor of digital labor. 'e
specific content published can meet certain needs of
people. 'erefore, there is the specific labor of digital
labor. 'e generated data information can create use value
for the economy and society; the digital behavior of all
users, such as web page search and browsing behavior, has
no specific form. Human labor in the general sense forms
the abstract labor of digital labor, which is given to
commodity producers. 'e demand information about the
size, shape, and function of the designed product can be
produced based on the application of related technologies
to create value, which reflects the relationship between
data producers, information users, and commodity sellers
in the social production process in the digital age social
relationship. 'e amount of value of goods produced
based on the use of digital technology is determined by the
socially necessary labor time [12]. 'e higher the “de-
velopment level of science and the degree of its application
in craftsmanship” in the field of digital information are,
the higher the productivity of digital labor is, and the
smaller the value of the digital goods it produces. From the
relevant analysis of the theory of surplus value production,
it can be seen that, in the early stage of the development of
the digital economy, individual entrepreneurs used digital
information technology to improve the labor productivity
of enterprises and carried out digital production and
operation. 'e labor time consumed by the same

commodity shows that the commodity value produced by
individual entrepreneurs based on digital information
technology is lower than the social value, thus obtaining
excess surplus value. Based on this, the individual pro-
duction price of the commodity will be lower than the
social production price, and enterprises that use digital
information technology for digital operations will obtain
additional profits that are more than average profits, that
is, excess profits. Due to the existence of the law of market
competition, the practice of individual entrepreneurs
using digital information technology for production and
operation to obtain excess profits will be replicated and
promoted by other entrepreneurs in their industry, which
will eventually attract more enterprises to improve their
digital production and operation capabilities and conduct
digitalization [13].

To sum up, the pursuit of excess profit is the fundamental
driving force and subjective motivation for enterprises to
improve production technology and carry out digital
transformation. In the era of digital information, the pursuit
of excess profits by various entrepreneurs is conducive to
improving the level of labor productivity in society and
promoting the pursue more Excessive profits, thus forming a
virtuous circle.

4. Big Data Model for Digital Evaluation of
High-Tech Enterprises

'ere are currently three ways to distribute the income of
estimating the coefficients of the digital combination: one-
way ANOVA, historical simulation, and Monte Carlo
simulation.

4.1. -e Variance-Covariance Method. 'is method is one
of the most common VaR values and belongs to the
parametric method. On this basis, the statistical method is
used to predict the income distribution of the digital
coefficient, and the historical data are used to estimate it,
such as variance and correlation coefficient, thus
obtaining an overall under certain credibility. 'e VaR
value of the asset is

VaR � zασp

��
Δt

√
, (1)

where σp is the standard deviation of the entire portfolio
return, zα is the quantile of level α, and Δt is the holding
period. According to the above formula, the VaR value can
be obtained only by calculating the variance. 'e commonly
used variance prediction methods include the RiskMetrics
method and the GARCH method.

4.1.1. Risk Metrics Method. 'e RiskMetrics digital control
model was launched by the digital management department
of JPMorgan in October 1994. It is the world’s first quan-
titative VaR model. Its main idea comes from the expo-
nential moving average method (EWMA), which takes
unequal weights on the data in the time series. To simplify
the assigned weights, it introduces a parameter λ, called
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attenuation factor, whose value is between 0 and 1. For the
estimation of λ, the principle of root mean square error
(RMSE) is usually used; that is, the value of λ that minimizes
the root mean square error of the prediction is selected:

σ2t � (1 − λ) 
∞

i�1
λi

r
2
t−i. (2)

'e exponential moving average method estimates the
standard deviation of returns. 'e variance estimation
formula can be written in an iterative form, which will help
the use of computers process huge data. RiskMetrics based
on the normal method has some drawbacks: it relies on the
normality of position returns and is a partial method and a
thoroughly linear method, while being computationally
cumbersome.

4.1.2. GARCH Class Methods. 'e 2003 Nobel Laureate in
Economics Robert Engle first introduced the ARCH model
in 1982 to model variance. In 1987, Bollerslev extended the
autoregressive conditional heteroscedasticity (ARCH)
model and developed it into a generalized ARCH model,
namely, the general autoregressive conditional hetero-
scedasticity (GARCH) model. Over the years, GARCH
models have become a large family of many different types.
A large number of empirical studies have shown that
GARCH-type models have the characteristics of good de-
scription of financial time series, that is, the ability to deal
with the time-varying and thick-tailed distribution of
variance.

rt � μ + εt, (3)

where μ is the unconditional mean and εt is the disturbance
term. 'e conditional variance equation of GARCH-like
models provides a simple analytical form for the stochastic
volatility process in financial return data. 'e GARCH (p, q)
model predicts volatility as follows:

σ2t � ω + α1ε
2
t−1 + L + αpε

2
t−p + β1σ

2
t−1 + L + βpσ

2
t−p

· ω> 0, α1, L, αp ≥ 0, β1, L, βp ≥ 0 .
(4)

'e choice of the conditional variance equation and the
assumption of the independent and identical distribution of
the residuals are two key factors. With the application of
GARCH-type models in the financial field, two obvious
problems have gradually emerged in general GARCH-type
models: first, the nonnegativity constraints on coefficient
parameters are too strong, which excessively restricts the
dynamics of conditional variance. Second, the conditional
variance σt in GARCH-like models is a symmetric function
of εt, which depends only on the magnitude of εt and not on
its sign. Obviously, this is not true because interest rate
movements in financial markets have a leverage effect, and
the rise and fall of stocks will have an uneven impact, and the
fall of stocks will have a greater impact on subsequent
volatility. 'is means that the preferred mode handles both
positive and negative types of residuals in an asymmetric
manner.

4.2. Historical Simulation Method. By analyzing the fre-
quency of portfolio income in a certain period, the method
finds the historical rate of return and the current minimum
rate of return of the index within a certain confidence in-
terval [14]. 'emodel does not need to assume the statistical
distribution of various market factors and can fully reflect
the real changes of various market factors, so that it can solve
the problem of abnormal distribution. 'e simulation al-
gorithm is easy to implement and suitable for various types
of positions and digital calculations in various markets.
However, because this model assumes that future market
factors and past historical changes are exactly the same,
which is inconsistent with the real financial market, espe-
cially in the recent large-scale range, past data cannot be
used to predict future stock markets and make accurate
expectations, so historical simulation techniques are
employed without any warning of unforeseen numbers. In
addition, it is difficult to meet the above requirements be-
cause of the many specific data required for historical al-
location of portfolio returns.

4.3. Monte Carlo Simulation. Return on assets or market
factor returns are not derived from historical observations,
but we use tools to generate a huge amount of possible
random data that conform to historical distributions,
thereby constructing a portfolio, possible gain or loss, and
then get an estimate of the digitized value at a given con-
fidence level [15]. 'is method is extremely efficient and
flexible because it does not require normality assumptions
about the distribution of asset values, can be used for ar-
bitrarily distributed return assumptions, does not require
linear relationships between digitized factors, and also ap-
plies to variance changes with time, when the distribution is
tail, in extreme value scenarios, and other special situations.
However, the process used to generate data in the simulation
process is random, which makes it subject to a certain
degree, and this method has a large amount of calculation, a
long calculation time, and is more complicated than other
methods.

5. VaR Measurement Analysis of Market
Digitization of Small- and Medium-Sized
Private Enterprises

By processing the closing prices of 423 small- and medium-
sized private listed companies from January 4, 2016, to
December 31, 2020, a logarithmic daily rate of return se-
quence containing 1215 data was obtained.

5.1. Basic Statistical Data Analysis. 'e normality test of
financial time series can generally be tested by calculating the
mean, skewness, kurtosis, and Jarque–Bera statistics. 'e
daily rate of return was analyzed using EViews software to
obtain the histogram and descriptive statistics of the loga-
rithmic daily rate of return series (Figure 1).

From the chart, we can see that the deviation value of the
portfolio is above 0, and the distribution is positive, indi-
cating that there is a right tail in the return distribution.
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Kurtosis is used to describe this type of steep slope, which is
much higher than the normal 3 peaks, which means that the
frequency distribution is muchmore dense than normal.'e
Jarque–Bera statistic is used to detect the normal distribu-
tion of a series, and the threshold for 5% significance of this
statistic is 5.99 under the assumption that the condition is 2.
'e value of the Jarque–Bera standard test statistic here is
above the threshold of 5.99, which, in terms of the proba-
bility of the JB statistic, shows that a 0 assumption negates a
normal distribution. 'e average return is not too far from
zero, and it is also insignificant compared to the standard
deviation. It is clear from the curve that there is a sharp rear
tail in the distribution of returns. 'e average daily returns
of small- and medium-sized board stocks show abnormal
characteristics.

In addition, the QQ chart can more directly detect the
normal distribution of returns (Figure 2).

'e QQ plot compares the quantiles of a sample with the
quantiles of a normal distribution. If the return distribution
of the index is a normal distribution, then it should be a
straight line on the QQ chart, and it can be seen from the
figure that the line is a curve rather than a straight line, so the

distribution of the logarithmic daily return series is not a
normal distribution. In addition, looking at the time series of
the logarithmic-day yield series in Figure 3, we can see that
there is a clustering effect in yield fluctuations. 'e QQ plot
also shows that this thick-tailedness is asymmetric.

5.2. Stationarity Test. 'e ADF method controls for higher-
order serial correlations by adding a lagged difference of the
dependent variable yt to the right-hand side of the re-
gression equation, as shown in Figure 4.

Δyt � cyt−1 + 

p

i�1
βiΔyt−1 + ut, t � 1, 2, . . . , T, (5)

Δyt � cyt−1 + α + 

p

i�1
βiΔyt−1 + ut, t � 1, 2, . . . , T, (6)

Δyt � cyt−1 + α + δt + 

p

i�1
βiΔyt−1 + ut, t � 1, 2, . . . , T.

(7)

5.3. ADF Inspection. Model (7) is a time variable, which
represents a certain trend of the time series over time. 'e
null hypotheses are all H0: c � 0; that is, there is a root of unity

Mean 0.001513
Median 0.001655
Maximum 0.224127
Minimum -0.096845
Std.Dev. 0.019971
Skewness 2.118381
Kurtosis 29.72848

Jarque-Bera 37075.80
Probability 0.000000
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Figure 1: Descriptive statistics of log daily returns and their histograms.
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Figure 2: QQ plot of log daily returns.
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Figure 3: Logarithmic daily return time series chart.
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(Figure 5). 'e difference between model (7) and the other
two models is whether it contains constant term and trend
term.'e actual test starts with model (7), then (5), (6): when
to reject the null hypothesis, that is, the original sequence does
not have a unit root and is a stationary sequence, and when to
stop testing. Otherwise, continue to check until (5) is com-
pleted.'e results shown in the table were obtained under the
principle of minimum AIC and SC (Table 1).

From the test results, at the three significance levels of
1%, 5%, and 10%, the critical values of the unit root test are
−3.435523, −2.863712, and −2.567977, the hypothesis H0

indicates that the difference series of daily returns does not
have a unit root, and the logarithmic daily returns are
stationary series.

5.4. ARCH Effect Test. In 1982, Engle proposed the La-
grangian multiplier test, namely, the LM test, to test whether
there is an ARCH effect in the residual sequence. 'is
particular specification of autoregressive conditional het-
eroskedasticity is due to the discovery that, in many financial
time series, the magnitude of the residuals is related to the
most recent residual value. 'e LM test statistic was cal-
culated by an auxiliary test regression (Figure 6). 'ere is no
ARCH effect in the residual sequence up to the p-order, and
the following regression is required:

u
2
t � β0 + 

p

s�1
βsu

2
t−s

⎛⎝ ⎞⎠ + εt, (8)

where ut is the residual. 'is formula represents a regression
of the residual squared u2

t on a constant and lag u2
t−s up to the

p-order residual squared. 'is test regression has two
statistics:

(1) 'e F statistic is an omitted variable test for the joint
significance of the lags of all squared residuals;

(2) 'e T ∗R2 statistic is Engle’s LM test statistic, T is
the number of observations, and R2 is the regres-
sion test. 'e exact finite-sample distribution of the
F statistic under the null hypothesis is unknown,
but the LM statistic is in general asymptotically
subject to the χ2(p) distribution.

Table 2 is the test result of ARCH-LM, and the result
shows that the P value is zero, rejecting the null hy-
pothesis. 'is indicates that the residual series has an
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Figure 5: ADF test.

Table 1: ADF test.

Null hypothesis: Yield has a unit root
Lag Length: 0 (fixed) t-statistic Prob.∗

ADF test statistic −29.73025 0.0000
1% level −3.435523
5% level −2.863712
10% level −2.567977

Akaike Info criterion −5.0105 Schwarz criterion −5.00209
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Figure 6: ARCH effect test.

Table 2: ARCH-LM test.

F-statistic 46.35092 Probability 0.00000
Obs ∗ R-squared 133.56369 Probability 0.00000
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Figure 4: Stationarity test.
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ARCH effect; the residual squared correlation plot shows
that the Q statistic of the residual squared series is sig-
nificant, which also indicates that the residual series has an
ARCH effect.

6. Discussion of Results

As an important part of developing the digital economy
and an important part of China’s digital strategy, the digital
transformation of enterprises is of great significance to
boosting the Chinese economy. Based on the data of high-
tech listed companies from 2016 to 2020, this paper studies
the impact of digital transformation on enterprise per-
formance from multiple perspectives such as dynamic
effects and heterogeneity and studies the mediation of its
impact. Finally, robustness and endogeneity tests were
carried out. 'is paper mainly draws the following con-
clusions: first, digital transformation can effectively im-
prove enterprise performance and can continue to improve
enterprise performance for a long time, and the effect is
more obvious in enterprises with a high degree of digital
transformation. Second, considering that differences in the
company’s own attributes and macro-environmental
conditions may have different effects on corporate per-
formance, we empirically test the impact of digital trans-
formation on the effects of digital transformation from a
micro perspective (property nature, corporate age) and a
macro perspective impact on business performance [16]. It
is found that, compared with non-state-owned enterprises,
digital transformation can significantly improve enterprise
performance in state-owned enterprises, but for non-state-
owned enterprises, it does not play a boosting role; from the
perspective of enterprise age, digital transformation can
effectively improve enterprise performance, but compared
with young enterprises, mature enterprises have better
performance improvement effect; from the perspective of
macroeconomic environment, no matter the macroeco-
nomic environment is good or bad, digital transformation
can improve enterprise performance, but the performance
improvement effect is more effective when the environ-
ment is good for obvious reasons; digital transformation
can improve business performance as far as the financial
cycle is concerned, but it works better in a bull market [17].
'ird, from the perspective of the transmission mediation
path, operating costs and labor productivity have a partial
mediating effect in the relationship between digital
transformation and corporate performance; that is, digital
transformation improves corporate performance by re-
ducing operating costs and improving labor productivity.
Fourth, considering that the impact of digital transfor-
mation on enterprise performance is inseparable from
government support, we further embedded government
governance elements to study the paradigm of “digital
transformation and enterprise performance.” 'e policy
effect exerted is inefficient, while the government focuses
on refined governance in the micro-field; that is, the policy
effect exerted in the form of targeted subsidies is extremely
efficient.

'is research provides important practical implications
for exploring new driving forces for improving corporate
performance and thus promoting the high-speed and high-
quality development of the digital economy: first, to pro-
mote enterprises to actively promote digital transforma-
tion, drive flexible production, intelligent manufacturing,
and digital management and sales. Promote the value of
data, accelerate the deep integration and integration of
new-generation technologies such as big data, cloud
computing, Internet of 'ings, and 5G with enterprises,
promote cloudification and integration of core systems,
and continuously promote enterprises to digitalize trans-
formation of modern business models. Strengthen the
interconnection of data, knowledge, and services between
enterprises, tap synergies between enterprises, promote the
online, intelligent, and digitalization of commercial trade,
realize the rapid matching of data and services, and im-
prove the agility to respond to changes in business needs.
Customers provide personalized customized services to
form a digital ecological cluster that “gets what they need,
mutual benefit and win-win,” so as to improve corporate
performance. For example, home appliance companies can
use the smart TV terminals sold by the company as the
basis to develop third-party businesses, such as cooperating
with Internet companies to collect statistics and data on
users’ use of watching videos, music, education, games, and
other content services, conducting in-depth analysis of
these data, and using public services and other means to
spread brands to users and gradually form a ten million-
level user platform and realize the development model of
“user + terminal.” In addition, we should also pay attention
to the digital transformation of non-state-owned enter-
prises and young enterprises, promote small-scale enter-
prises to go to the cloud platform, improve the external
economic environment of enterprises, and promote the
sustainable development of all-round overall digital eco-
nomic benefits. Second, help enterprises to improve labor
production efficiency through digital transformation and
promote the quality and efficiency of digital transforma-
tion. In-depth mining, collection, and analysis of enterprise
internal data information such as enterprise equipment,
personnel, and logistics focus on analyzing this data in-
formation and classify and refine it. Identify possible in-
tegrated processes and steps that can be omitted and
rationally use data core resources to promote intelligent,
digital, and networked reforms in the manufacturing in-
dustry and promote enterprise innovation [18]. Promote
the coordinated development of upstream and downstream
enterprises in the industry chain and increase the added
value of products based on the transformation needs of key
business scenarios [19–21]. For example, companies can
rely on the company’s procurement channels, distribution
systems, and terminal network advantages and use digital
technology to eliminate information between upstream and
downstream enterprises in the supply chain. Asymmetric
tangerine is innovating the supply chain service model and
improving the circulation efficiency of the supply chain; on
the other hand, it extensively collects and stores consumer
group information and conducts in-depth analysis to form
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customer portraits and implement precise marketing,
thereby improving labor production efficiency, reducing
operating costs, management costs, and investment costs,
and improving enterprise performance and sustainable
competitiveness, based on long-term development [22–28].
Finally, strengthen government governance, and distribute
government subsidies in a reasonable and targeted manner.
As an important driving force for enterprises’ digital
transformation, the government must give full play to the
“promising government” effect. Relying on ABCD tech-
nology to promote government digital management, es-
tablish a professional information consulting platform,
technical guidance platform, etc., to achieve efficient, ac-
tive, precise, and flexible government governance, for-
mulate a digital governance system that matches the digital
economy, and give full play to the market role of resource
optimization and allocation in digital transformation,
creating a good external ecological environment for digital
transformation and improving the efficiency of govern-
ment digital services [29–33]. Strengthen the construction
of infrastructure, optimize the industrial structure, form a
digital development strategy, actively introduce relevant
policies to provide technical support for the digital
transformation of enterprises, and provide targeted fi-
nancial support for the transformation of enterprises, so as
to alleviate the financial difficulties faced by enterprises. In
addition, attach importance to the protection and open
sharing of data, break down digital barriers, and appro-
priately and reasonably open part of the data resources for
commercial purposes within the scope of government
monitoring to reputable companies, reducing the difficulty
and cost of data collection. Improve the level of commu-
nication and interaction between government and enter-
prises, understand the actual difficulties of enterprises, and
help them get out of the predicament.

7. Conclusion

Digital transformation is the all-round reshaping of internal
and external processes, production methods, and manage-
ment methods of enterprises in the digital economy era in
the face of big data, Internet of'ings, cloud computing, 5G,
and other information technologies. 'ere are many in-
termediary paths for corporate performance, and the current
research on the impact of the digital transformation of
physical enterprises on performance from the perspective of
the digital economy mainly studies such as communication
and collaboration costs and investment costs, agency costs,
logistics costs, research, and development costs. Regarding
the intermediary path in terms of cost, relatively, this paper
mainly reveals the intermediary path that digital transfor-
mation affects enterprise performance, such as reducing
costs and improving labor productivity, and then enriches
and improves the mediation path in the paradigm of digital
transformation and enterprise performance in this field.
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�rough the analysis of the application and development of deep learning in the �eld of book design and publishing, the article
expounds on the positive impact of deep learning on book design and publishing, discusses the shortcomings of deep learning in
creative ability, aesthetic ability, emotion, etc., and then discusses the design and publishing of books. �e future development
direction of intelligent aided design and intelligent personalized design is proposed to provide a reference for researchers in deep
learning and book design and publication.

1. Introduction

Deep learning was �rst proposed at the Summer Symposium
on Deep Learning at Dartmouth College in Hanover, the
USA, in 1956 [1]. Due to the wide range of research �elds, the
concept of deep learning is also divided. At present, the more
recognized de�nition in the academic circle comes from the
book “Deep Learning: A Modern Approach” by Stuart
Russell and Peter Norvig: “deep learning” is the research and
design of “intelligent agents” [2], and “an intelligent agent
refers to a system that can observe the surrounding envi-
ronment and take actions to achieve the goal.” Today, deep
learning has been widely used in speech recognition, ma-
chine vision, data mining, etc., and the cross-border between
deep learning and publishing and design has gradually
emerged [3]. Content is the starting point of book pub-
lishing, and content is often summarized and compiled by
writers and scholars through learning, reading, investiga-
tion, and research, and this process requires a lot of time and
energy to complete. In ancient times, people recorded text
and image content by handwriting, and it was not until the
advent of printing that books published close to modern
times were widely disseminated. In recent years, we can even
use speech recognition technology to allow computers to
quickly convert language into text through “dictation,”
which is just the tip of the iceberg for deep learning [4]. In

September 2015, Tencent developed a manuscript writing
robot, Dreamwriter, which can generate manuscripts in a
very short time. After more than two years of development,
Dreamwriter has been able to generate templates through
automatic learning, which has expanded from the initial
�nancial �eld to movies, cars, games, and many other �elds.
In addition, Xinhuanet, Yicai, and other media also put the
writing robot into use, and the content is mainly based on
event description and analysis data. Poems and novels that
require more complex rhetoric and grammar can also be
completed by robots. For example, the poems created by
Xiaobing, a poetry-writing robot developed by Microsoft
(Asia) Internet Engineering Institute, have been submitted
to newspapers and periodicals under multiple pseudonyms,
and all of them have been received to publish invitation [5].

Since the end of 2013, a senior researcher fromMicrosoft
Research Asia and an information design expert from the
Academy of Arts and Design of Tsinghua University have
been working on research in the �eld of the automatic
layout. �is research combines aesthetic principles in design
with computable image features to creatively propose a
computable prototype of an automatic typesetting frame-
work. �e prototype optimizes a series of key issues, such as
the visual weight of text and pictures, the weight of visual
space, the color harmony factor in psychology, and the
importance of information in visual cognition and semantic
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understanding. 'e prior knowledge of experts in the fields
of text semantics, design principles, and cognitive under-
standing is integrated into the same multimedia computing
framework, creating the research direction of automatic
visual text layout design [6]. At the 2017 Yunqi Conference
Shanghai Summit, Alibaba iDST algorithm experts shared
research titled “Visual Design in the Era of Deep Learning,”
proposing that automated and controllable visual content
can be generated through deep learning. 'e process of
intelligent design includes the spatial layout of design ele-
ments, color matching, background adaptation, font syn-
thesis, style recommendation, intelligent interaction, etc.
Among them, “automation” can automatically adapt to
various sizes, automatically learn various styles, and auto-
matically adapt to the number of elements; “controllable”
means predictable and modifiable results. 'e introduction
of deep learning into other fields seems unstoppable. In fact,
most of the time, deep learning cannot be presented as an
independent subject, and deep learning is more about
transforming the process and mode of work in other fields
[7].

Jane Hazus, the chief economist at Goldman Sachs
Group, said: “In general, AI seems more likely to capture
more valuable things in statistics than the last wave of in-
novation, and deep learning can reduce costs, reduce labor
input for high value-added production types.” China’s
modern book publishing industry is still dominated by paper
media, and a series of work in publishing activities from
topic selection, drafting, editing, and reviewing, to design
publishing, and distribution is required. High value-added
artificial brain power is to participate in the completion.
Deep learning can improve the efficiency of book design and
publication in the following three aspects [8].

'e first is intelligent topic selection. 'e terminal of
book publishing and distribution must be readers. 'e pain
point of the traditional publishing topic selection process is
that the distance between publishers and readers is too far.
Book publishing forms a one-way process, and readers can
only passively accept it. Or the publishing house obtains the
data required by readers through traditional research and
consultationmethods and then selects a topic for publication
and distribution, which must go through a long period of
time. For some books whose market demand changes
rapidly traditional data acquisition, the way will bring
hysteresis [9]. It can be seen that data will be the source of
future productivity. Based on deep learning and big data,
readers’ purchase and reading behaviors can be effectively
recorded, the needs of the audience can be outlined through
data, and the direction of topic selection will be more
accurate.

'e second is smart editing. 'e traditional editing work
mainly includes drafting, revision, and proofreading. It
should be said that each part requires a lot of time, and the
error rate that occurs manually cannot be ruled out. Deep
learning can be said to be the core technology of the current
deep learning development. After the speech recognition
and natural language processing technology has developed
to a certain level, the language and grammar in the work can
be corrected, and then, it can undertake a lot of tedious and

time-consuming work. 'ese problems can be solved by
deep learning technology based onmassive data support and
with deep learning capabilities. However, modern editors
can shift the focus of their work to the core values of
judgment and decision making that cannot be completed by
deep learning for the time being [10].

'e third is intelligent design [11]. As a very important
work in book publishing, book design affects the sales of
books to a certain extent, and people are not satisfied with
absorbing text content when reading. 'e graphic ar-
rangement part of book design is the part of the largest
workload after the overall creative design positioning of the
book is completed in the early stage, and now, it is mainly
completed by designers using arrangement software.
According to the application research content mentioned
above, the designer can analyze the reading audience
according to the deep learning, propose a highly targeted
book planning and design plan, and use the automatic layout
software to arrange and adjust the content, effectively im-
proving the work efficiency, and reduce the work intensity of
design practitioners.

2. Knowledge about Deep Learning

2.1. Basics of Convolutional Neural Networks. Convolutional
neural network (CNN) is a type of artificial neural network.
It draws on the sparse response characteristics of biological
neural networks and replaces the original fully connected
layer with local connections to avoid overfitting in the
training process due to too many model parameter problems
[12]. 'e weight-sharing network structure of a convolu-
tional neural network significantly reduces the complexity of
the network, reduces the number of weights, and reduces the
demand for training data. It is a research hotspot in the fields
of speech analysis, image recognition, and target detection
[13].

'e general working principle of the convolutional
neural network is as follows: first, the entire image is input
into the convolutional neural network, and the network
starts from the bottom pixel to learn the filters. 'ese filters
are used to extract the local edge and texture features of the
image and then the middle layer filters. We learn the feature
map processed by the upper-level edge filter and then extract
the features that can describe different types of targets, and
then learn those global features that describe the entire target
by the high-level filter, and finally realize the target in the
image through the nonlinear fitting of the activation
function [14]. In the whole image recognition process, the
network automatically learns the parameters of various types
of filters from the image data. Its rich feature expression
ability realizes the target recognition in the image and solves
the problem of the traditional image recognition algorithm.
Perform manual feature extraction and data reconstruction
on image data. Figure 1 shows the development of con-
volutional neural networks.

'e starting point of the development of convolutional
neural networks is the neurocognitive machine model.
LeCun, the originator of deep learning, proposed the first
convolutional neural network model LeCun in 1989. Since

2 Scientific Programming



then, LeCun proposed the LeNet neural network model in
1998, but at that time, due to the superiority of hand-designed
SVM and other classifiers, the convolutional neural network
did not attract public attention along with the proposal of
methods such as ReLU and Dropout, as well as the historical
opportunities brought by GPU and big data, and the proposal
of AlexNet in 2012 ushered in a historic breakthrough in
convolutional neural networks. 'e evolution process of the
convolutional neuralnetwork afterAlexNetmainly consists of
four directions: increasing the number of network layers and
deepening the depth; enhancing the function of the con-
volutional layer from classification tasks to detection tasks;
and adding new functional modules [15].

2.2. Convolutional Neural Network Architecture. A classic
convolutional neural network for image classificationmainly
consists of five parts: input layer, convolutional layer,
pooling layer, fully connected layer, and softmax layer.
Usually, the network has only one input layer and one
softmax output layer, and the convolution layer in the
network can appear multiple times. 'e pooling layer is
often located between the convolutional layers for data
dimensionality reduction. 'e convolutional layer and the
pooling layer are often connected in several adjacent con-
volution and pooling layers like this, which constitute a
feature extraction layer of the network [16]. After multiple
feature extraction and compression, the image data are input
to the fully connected layer, and finally, the probabilistic
classification result is output through the softmax layer.
Figure 2 shows a classic convolutional neural network
structure, in which M, N, and L are integers greater than

zero to indicate the number of repetitions of the unit where it
is located.

2.2.1. Convolutional Layer. 'e convolutional layer is the
core part of the convolutional neural network. Its function is
to extract the features of the input image.'e convolutional
layer completes the feature extraction through the convo-
lution kernel. Each convolution kernel contains parameters
such as size, stride, and edge padding. In shallow networks,
convolution kernels extract low-level features, such as edges
andcorners, and inhigh-levelnetworks, convolutionkernels
extract high-level features, such as faces, dogs, and cars [17].
Figure 3 shows the convolution operation process in the
convolution layer.

In Figure 3, the input picture is a two-dimensional ac-
tivation map K obtained after the convolution layer oper-
ation of the convolution kernel K, and its size is obtained by
the following formulas:

hout �
hin − hf + 2p

sh

  + 1, (1)

wout �
win − wf + 2p

sw

  + 1, (2)

dout � k. (3)

In formulas (1)–(3), hout and wout are the height and
width of the output image,hin and win are the height and
width of the input image, as well as the height and width of
the hf convolution kernel, wf is the width of the sh
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Figure 1: Development of convolutional neural networks.
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Figure 2: Classic convolutional neural network framework.
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convolution kernel, the sliding step size of the convolution
kernel in the vertical direction and the sw convolution
kernel. 'e sliding step size in the horizontal direction p is
the number of pixels to be supplemented by the edge, in
which dout is the dimension of the output.

Figure 4 shows that the K activation maps obtained after
the convolution operation are stacked as the input to the
next convolutional layer.

2.2.2. Pooling Layer. 'e function of the pooling layer is
mainly to reduce the size of the feature map, and it is often
used in the middle of two convolutional layers to reduce
network parameters and reduce the overfitting of the model.
Common types of pooling operations are max pooling and
average pooling [18]. 'e maximum pooling operation is
usually used in the middle of the convolutional network to
reduce the size of the feature map, and the average pooling
operation is generally used at the end of the network to
replace the fully connected layer and reduce network pa-
rameters. Common pooling sizes are 2× 2 and 3× 3, and
strides are usually 1× 1 and 2× 2.

If the size of the input feature map is win × hin × din, the
size after the pooling operation is

wout �
win − wf

sw

  + 1, (4)

hout �
hin − hf

sh

  + 1, (5)

dout � dm. (6)

In equations (4)–(6), wout and hout are the width and
height of the output feature map, wf and hf are the width
and height of the pooling window size, sw and sh are the
horizontal and vertical strides, and dout are the output di-
mensions. After the pooling operation, the size of the feature
map is reduced to varying degrees according to the pooling
window size and stride size [19].

2.2.3. Activation Layer. 'e main function of the activation
layer is to introduce a nonlinear activation function, thereby
increasing the nonlinearity of the network. 'e commonly
used nonlinear activation functions are Sigmoid, Tanh,
ReLU, ELU, Leaky ReLU, etc. Usually, an activation layer
immediately follows each convolutional layer. For the input
win × hin × din feature map, the output size after the activa-
tion layer is

image

Convolution
kernels

K convolution kernels

Convolution operation

Output after convolution

Figure 3: Convolution operation process in the convolution layer.

Output a�er convolution On top of each other

Figure 4: Activation maps are stacked and fed into the next convolutional layer.
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wout � win, (7)

hout � hin, (8)

dout � din. (9)

From equations (7)–(9), the activation layer usually does not
change the size of the input feature map.

2.2.4. Fully Connected Layer. 'e convolution layer and
pooling layer are mainly to complete the extraction of image
features, while the fully connected layer is mainly to com-
plete the classification task [20]. 'e fully connected layer is
located at the end of the convolutional neural network, and
the fully connected layer is usually followed by a softmax
layer to calculate the final output of the network for each
classification probability.

2.3. Data Augmentation. In deep learning, the training of
the model often relies on a large amount of data to learn the
parameters of the network, especially the deep network.
However, in reality, it is often difficult to obtain enough data
due to the limitation of practical conditions, and sometimes,
a lot of manpower and material resources are wasted [21].
Data enhancement is to make some changes to the original
data, but for the network model, it is “new” datum, thus
easing the data requirements for deep learning model
training. Data augmentation can improve the generalization
ability of the model and improve the robustness of the
model. Common data augmentation methods are flipping,
rotating, scaling, cropping, translation, adding noise, etc.
Compare model performance on the test set with and
without data augmentation. It can be seen from the ex-
periments that for the same model and the same dataset,
when data augmentation is used, the accuracy and recall rate
of the model on the test set are much better than when data
augmentation is not used. It can be seen that, without adding
any additional investment, the performance of the model
can be significantly improved only through data augmen-
tation operations.

2.4. Transfer Learning. Transfer learning refers to the simple
adjustment of a model trained on one problem to make it
suitable for a new problem. 'ere are two common types of
transfer learning. One is to use models trained on other
datasets such as ImageNet datasets such as VGG, ResNet,
and Inception as feature extractors, remove the final clas-
sification layer of the model, and replace it with new ones.
'is kind of transfer learning is suitable for the classification
problem with a small dataset and is similar to the classifi-
cation problem of the original model [22]; the other is fine-
tuning that refers to replacing the last classification layer of
the trained model with the classification layer of the new
problem, initializing the classification layer, keeping the
parameters of other layers unchanged, and then training the

new classification layer separately, after a few rounds of
iteration (warm-up) “Unfreeze” other layers to continue
training, fine-tuning the parameters of the entire model.'is
method is suitable for a relatively large dataset of new
problems and is similar to the problem of the original model.
Since the first layer of the convolutional neural network
generally extracts low-level features such as texture, corners,
and colors, the features extracted by the closer convolutional
layers are more advanced, abstract, and task-oriented, so
during training, you can “Unfreeze” the later convolutional
layers of the original model, keeping the initial convolutional
layer parameters unchanged [23].

3. Modern Book Packaging Design Based on
BBE Network Aesthetic Evaluation

3.1. Object Detection Task Overview. Image classification,
object detection, and image segmentation are the three
major tasks of deep learning applied to the field of image
processing. Image classification means that when an input
image is given, the deep learning algorithm needs to analyze
and identify what all the objects in the image are, that is, the
category they belong to; target detection means that when an
input image is given, the deep learning algorithm needs to
detect the specific positions of all objects in the image, and
also be able to identify the category to which they belong; the
image segmentation task is aimed at pixels in the image,
which means that the deep learning algorithm needs to
distinguish all pixels in the input image, that is, determine
which pixels in the image belong to which targets [24].

3.2. Book Packaging Design Based on Object Detection.
Object detection tasks in deep learning are classified into
two-stage algorithms and one-stage algorithms.

3.2.1. Two-Stage Algorithm. 'e two-stage algorithm is
characterized by high detection accuracy and slow detection
speed. With the development of the two-stage algorithm, the
tasks of each stage of target detection are integrated into a
deep neural network [25]. Two-stage algorithms include
RCNN, SPPNet, Fast-RCNN, Faster-RNN, and Mask-
RCNN. 'e first two-stage algorithm was the R-CNN al-
gorithm, followed by Fast R-CNN and Faster R-CNN
gradually enabling object detection to be trained end-to-end.
'e principle of the two-stage algorithm is multistep. First, a
large number of candidate frames are generated in the image,
and then, the features of the selected regions of the candidate
frames are extracted. Finally, according to the results of the
feature extraction, more refined classification and localiza-
tion operations are performed in the high-level network. It is
precise because of the step-by-step detection process of the
two-stage algorithm that the detection accuracy of the al-
gorithm is high, and the detection speed is relatively slow.

'e Faster R-CNN model is shown in Figure 5, and the
algorithm completes the target detection step by step. First, we
complete thework of extracting features from the input image.
'en, theextracted featuremapsarefiltered through the region
generation network. Finally, using the filtered featuremap, the
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classification and localization of the target object are com-
pleted. Faster R-CNN has a unique area generation network,
whichenables the algorithmtoperformmore refineddetection
and identification. At the same time, because of the more
complex network structure, the detection speed and training
speed of the algorithm are relatively slow, and the computing
performance of the hardware device is required high, and it is
generally difficult to achieve real-time detection [26].

3.2.2. One-Stage Algorithm. 'e classic one-stage algorithm
can be mainly divided into two series, namely, YOLO and
SSD. 'e one-stage algorithm integrates feature extraction,
classification, and regression into a deep learning network
framework, and the detection speed is very fast.

YOLO is a representative of a one-stage target detection
algorithm. 'e principle of the algorithm is to generate a
large number of a priori frames on the input image, and then
directly classify and locate the area selected by the a priori
frame, that is, directly output the target object in the input
image. Specifically, the image is first divided into grids, and
then, a large number of prediction boxes are generated for
each grid, and finally, the final prediction box is obtained
through operations such as nonmaximum suppression and

threshold analysis. Figure 6 shows the model architecture of
the YOLO network, in which the input image is divided into
7× 7 grids, and each grid has 30 data, including the coor-
dinate offset of 2 bounding boxes, the target confidence, and
the probability over a class. 'e YOLO algorithm does not
perform well in detecting objects that are close to each other
and small objects, because each grid of the algorithm only
predicts two bounding boxes that belong to only one class,
and when target objects with different aspect ratios appear in
the image, the generalization ability of the algorithm is weak.

'e difference between the SSD algorithm and YOLO is
that the SSD algorithm directly uses CNN for detection. 'e
SSD network has the following characteristics. First, SSD
uses a multiscale strategy to detect target objects of different
sizes in the image by extracting feature maps of different
scales in the image, which helps to improve the detection
accuracy of the network. Second, in order to simulate the size
of different target objects in the image, the SSD network uses
a priori frames with different aspect ratios and different
sizes, which helps to improve the detection effect of the
network on small target objects. Positioning will be more
accurate. In general, the SSD algorithm not only takes the
advantages of the YOLO algorithm but also draws on the
candidate region generation network of the two-stage

input image

CNN feature extraction 
network

Area generating 
network

candidate area

Characteristics of figure

ROI pooling

classification

Predicted results

Figure 5: Faster R-CNN network model.
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algorithm to achieve the speed of the one-stage algorithm
and the accuracy of the two-stage algorithm, which is a
relatively balanced accuracy and speed algorithm [27].

3.3. Overall Scheme and Algorithm Framework Design.
'e detection method of target detection can realize the
end-to-end detection of inkjet character defects. However,
due to the diversification of book design types, a large
number of training sample datasets are required, and the
detection accuracy is also easily interfered with by various
factors. It is difficult to meet the requirements of industrial
applications. 'e idea of the detection algorithm in this
paper is to first obtain the category and position of each
book through target detection. 'e overall design scheme is
shown in Figure 7.

'e BBE target detection network based on convolu-
tional neural network has powerful feature extraction ability
and has high detection accuracy and speed, which is very
suitable for practical industrial detection. First, the collected
images are input into the feature extraction network BUNet
designed based on the EfficientNet core module for pro-
cessing, and then, the extracted effective features are input
into the designed feature fusion network BWNet for feature
refinement and abstraction, and then, the fused features are
classified and positioned through the classification network
and the regression network, respectively. Finally, the quality
inspection standards (number of code, height, and time) are

set. We compare them to obtain the final overall detection
result.

'e structural framework of the BBE network, the
feature extraction network, the feature fusion network, and
the classification and regression network constitute the main
frame structure of the algorithm network. 'e feature ex-
traction network BUNet achieves good recognition with a
small amount of parameters. 'e backbone of the feature
extraction network is a general convolutional layer, which is
used to perform convolution processing on the input image,
and then continuously extract the depth features of the inkjet
characters by connecting 7 basic modules with a total of 23
basic units (basic unit). It is based on the improvement of the
core structure of EfficientNet. Based on the feature map
pyramid network (FPN), the feature fusion network BWNet
adds many connections to the network, fuses the feature
maps of multiple intermediate layers, and continuously
performs up and down weighted sampling and fusion fea-
tures. It is a fast normalized multiscale weighting feature
map pyramid network. 'e classification and regression
networks are separate, the classification network classifies
the target in the prior box, and the regression network
adjusts the size and position of the prior box until the final
prediction box is obtained. Finally, the redundant prediction
frame is removed by the operation of nonmaximum sup-
pression, and the category and position information of the
inkjet characters are obtained.t

CNN feature extraction 
network

input image 7x7x2=98 forecast boxes

Characteristics of figure
7*7*30

Figure 6: YOLO network model.

original image

Feature extraction

The result after 
feature extraction

Characteristics 
of the fusion

The result of 
feature fusion

BUNet BWNet

Design number

Design height

Design time

201909250028J
3d

Test results

Figure 7: Overall design.
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3.4. Feature Extraction Network Design

3.4.1. EfficientNet Algorithm. EfficientNet network was
proposed by Google in 2019. On the basis of other networks,
it improves the detection accuracy while greatly reducing the
network parameter calculation, and has high detection ac-
curacy and speed. To improve network performance, the
following points should be paid attention to: (1) first, the
network must be able to converge and be able to be trained;
(2) the amount of parameters of the network should be
minimized to ensure the high precision and speed of the
network, and the model should be easy to train; and (3)
improve the network structure, enabling it to learn useful
deep features. 'e EfficientNet network does the above
points well, and the network model uses a small amount of
parameters to obtain good accuracy.

'e construction of CNN often has the following
characteristics: (1) increase the depth through the residual
structure to improve the expressive ability of the network;
(2) increase the number of feature layers extracted by each
layer of the network, realize the extraction of multiscale
features, and improve the width of the network and learn
more features; and (3) increase the resolution of the input
image, enrich the feature information that the network can
learn, and improve the accuracy of the network. 'e Effi-
cientNet network combines the above characteristics and
adjusts the depth, height, and resolution of the input image
to obtain a series of lightweight networks with balanced
speed and accuracy.

3.4.2. Feature Extraction Network: BUNet. 'e feature ex-
traction network in this paper is based on the core module of
EfficientNet, which is designed, and the algorithm is based
on a modular design, and the feature extraction capability of
the network can be changed according to the needs of the
task. 'e backbone of the network is a stack of 7 basic
modules (23 basic units) with powerful feature extraction
capabilities. At the end of the network are two max pooling
layers of size 3× 3, which are mainly used to downsample the
extracted feature maps to make the obtained features more
refined. Finally, 5 effective feature layers are selected from
the network as output features. Among them, (BUConvk,
3× 3)× n is the basic unit based on the inverted bottleneck
structure, BU is the basic unit, k is the number of convo-
lution kernels, n is the number of basic units, and the size of
the convolution kernel is 3× 3. Since the feature extraction
network in this paper is continuously stacked by the same
basic unit (basic unit), it is named BUNet.

3.5. Basic Unit. 'e basic unit of this paper is an inverted
bottleneck structure as a whole, and many optimization
strategies are added. After each calculation by a down-
sampling module, the resolution of the feature map is re-
duced to 1/2 of the original. First, the input channel is
subjected to 1× 1 convolution, BatchNorm normalization,
and Swish activation operations, and then calculated by an
improved depthwise separable convolution (xDepthwise
Conv2d), which also performs normalization and activation

operations, and then increases. An attention mechanism on
channels is finally reduced by 1× 1 convolution and nor-
malized, and then connected to the large residual edge. 'e
two most important operations in the base unit are the
depthwise separable convolution and the inversion bottle-
neck structure.

3.5.1. Depthwise Separable Convolution. Depthwise sepa-
rable convolution is composed of depthwise convolution
and point-by-point convolution. Different from ordinary
convolution operations, depthwise separable convolution
reduces a lot of convolution calculations, which is widely
used in most lightweight detection networks. For a three-
channel input image, a depthwise convolution kernel is used
to process one of the channels, and then, the number of
channels of the output feature map is adjusted by point-by-
point convolution. Point-by-point convolution is actually a
1× 1 convolution, which can be used to adjust the number of
output channels of the network, which plays a role in feature
fusion to a certain extent and ensures the information ex-
change between each channel in the input feature map.

3.5.2. Inverted Bottleneck Structure. Residual structure and
bottleneck structure are proposed in the ResNet network,
which can solve the problem of gradient disappearance and
gradient explosion caused by the deepening of the network,
thus solving the problem that deeper networks are difficult to
train. 'e residual structure has a bypass branch to connect
the input directly to the output, so that the subsequent
network layers can directly learn the residual between the
input and the nonlinear convolution output, which not only
protects the integrity of the input information but also
simplifies the network. Learning Goals and Difficulty. 'e
bottleneck structure first uses a 1× 1 convolution to reduce
the number of input channels. After the convolution cal-
culation is completed, a 1× 1 convolution is used to restore
the number of output channels. 'is structure can not only
improve the expressiveness of the network but also the
computational complexity of the entire network can be
reduced.

'e inverted bottleneck structure first uses a 1× 1
convolution to increase the dimension of the input channel.
After the convolution calculation is completed, a 1× 1
convolution is used to restore the number of output
channels; that is, channel expansion is performed first, and
then, channel compression is performed. 'e inverted
bottleneck structure can learn more deep features in the
middle convolutional layer of the network by first expanding
the input feature map, and finally summarize and filter out
useful features; that is, the inverted bottleneck structure can
learn more about the input channel. Useful features have
stronger feature extraction capabilities. 'e depthwise
separable convolution (DWConv) is also applied in the
inverted bottleneck structure. 'e operation of dilating and
then compressing the feature channel does not increase the
amount of computation, and the memory efficiency of the
inverted design is much higher. 'e experimental effect is
also better.
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3.6. Network Optimization. 'e optimization strategy in the
basic unit is elaborated below.

3.6.1. Improved Depthwise Separable Convolution. 'is
section improves the depthwise separable convolution.
Specifically, the number of input feature channels is adjusted
by point-by-point convolution, and then, the feature ex-
traction operation is completed by depthwise convolution.
Among them, the depth convolution of 3× 3 is split into two
asymmetric convolutions of 1× 3 and 3×1, which will not
affect the function of the convolution, but can greatly reduce
the calculation amount of the convolution.'is can not only
speed up the calculation speed of the network but also
deepen the depth of the network and improve the nonlinear
expression ability of the network.

3.6.2. Channel Attention Mechanism. After completing the
convolution calculation for feature extraction, an attention
mechanism is applied to the feature channels, which allows
the network to learn and pay more attention to the channel
where the effective features are located. First, perform
global average pooling on the features extracted by the
convolution operation, and reshape the feature channel
into a dimension that can be convolved, then compress and
expand the feature channel through 1× 1 convolution, and
use the Sigmoid function to obtain a ratio between 0 and 1.
'e probability value between them is the attention level of
the channel. Finally, different feature channels are multi-
plied by their attention levels to obtain different levels of
depth features.

3.6.3. Linear Activation Dimensionality Reduction and Ele-
ment-Level Reduction Operations. 'e nonlinear activation
function in the network can enhance the nonlinear ex-
pression ability of the network, and at the same time, it will
also cause the model to lose part of the feature information,
and the downsampling operation itself will also discard part
of the feature information. If the feature channels are down-
sampled and processed with nonlinear activation functions
at the same time, the expressive ability of the network will be
reduced and the performance of the model will be reduced.
In this paper, when 1× 1 convolution is used to reduce the
number of feature channels, the Swish function is not used as
the activation function, and it is directly activated linearly to
retain more feature information, ensure the expressive
ability of the network, and thus ensure the performance of
the model. 'e operation of using linear activation to retain
more feature information is also mentioned in the Mobi-
leNet-v2 network model.

Element-level operations will not bring too much extra
computation, but too many element-level operations will
increase the memory consumption of the computer, reduce
the calculation speed, and affect the performance of the
model. Finally, the output channel after dimensionality
reduction and the large residual edge (input) are stitched and
fused by point convolution.

4. Conclusion

With the advancement of science and technology, digital
technology has developed rapidly, and technological inno-
vation has made people’s cognition of the world more in-
tuitive and vivid. 'e original perceptual cognition method
is reorganized with a rigorous mathematical model, and
various design elements are presented rationally and digi-
tally. 'is new expression method will definitely bring a new
design thinking and artistic presentation. 'e evolution of
art design is rooted in society, and so it is the rise of digital
media art. With the continuous development of digital art,
the form and function of art design are constantly enriched
and improved. As a discipline, we should also cater to the
diversified development trend of design, and build a new
theoretical system and thinking mode for the cultivation of
artistic talents in line with social development. We should
not only pay attention to the inheritance of traditional
culture and the learning of advanced design theory but also
keep up with the pace of the times, quickly master digital
technology, continuously expand creative thinking, and
comprehensively improve our operational capabilities. Only
in this way can a scientific and sustainable design teaching
system be built.
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Sewage discharge has become a key issue a ecting the quality of the water environment, and how to e ectively monitor and
manage sewage discharge behavior has become a key factor to avoid water pollution and improve water quality. However, the
current domestic sewage discharge monitoring system is not perfect, resulting in the lack of e ective monitoring of enterprise
sewage discharge by regulatory authorities, which provides an opportunity for enterprises to steal discharge. In the background of
sewage treatment plant, the comprehensive design of sewage monitoring and alarm system is carried out based on the idea of
physical information fusion. �e design adopts a four-layer information physical architecture, which is divided into four parts:
perception communication, fusion processing, push, and execution. In the fusion treatment part, the neural network intelligent
algorithm is used to predict the dissolved oxygen, and the oxygen delivery is adjusted according to the predicted value to achieve
accurate aeration and optimize the e�uent quality. �e push and execution parts adopt multiparameter monitoring to realize the
smooth operation of equipment and ensure the system security. A new optimal control strategy of dissolved oxygen based on
neural network is proposed. �rough a large number of experiments and historical data, the intake index and dissolved oxygen
value of the aeration tank under the condition of optimal outlet water are obtained as samples. According to the sample training,
the BP neural network optimized by particle swarm optimization algorithm is adopted to achieve accurate prediction of dissolved
oxygen under di erent inlet water conditions.�e smooth operation of sewage treatment equipment is accomplished by the lower
machine and the upper machine. In sewage treatment, each process section collects the equipment status in strict accordance with
the order of sewage monitoring facilities.�en the communication network between the upper computer and the lower computer
and the sensor is designed.�e lower machine adopts PLC as the core, programming PLC through STEP7, and uses PID algorithm
to control dissolved oxygen. �e PC is developed in C language, so as to realize user login, real-time data display, over-limit fault
alarm, report query, user management, etc. �e PC integrates MATLAB neural network on the platform to predict dissolved
oxygen through mixed programming quantity. �e sewage alarm system based on improved arti�cial neural network is sensitive
and has excellent performance. It provides a new idea for intelligent sewage detection and real-time monitoring.

1. Introduction

“Gold mountains and silver mountains are not as good as lucid
waters and lush mountains.” Water resources protection has
always been a major national policy of our country. �e Party
Central Committee has thoroughly implemented the sustainable
development strategy for many years, promoted the construc-
tion of a resource-saving and environment-friendly society,
improved water treatment and discharge standards, and

continuously increased large investment in the construction of
livelihood projects related to sewage treatment. From 2011 to
2018, the daily treatment capacity of urban sewage in our
country increased from 113.03 million cubic meters to 168.8
million cubicmeters, and the number of sewage treatment plants
increased from 1,588 to 2,321, an increase of 46% in 8 years.
According to relevant policies and regulations, our country will
achieve full coverage of sewage treatment in 2020, requiring the
urban sewage treatment rate to reach 90% [1–3].
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In recent years, more and more attention has been paid
to sewage treatment in China. (e increase in the number of
sewage plants requires more skilled operators and consumes
a lot of money. By contrast, automated monitoring systems
that manage equipment according to established procedures
can reduce the stress of staffing [4]. At the same time,
through the accurate measurement of data by measuring
instrument, the timely transmission of data by stable high-
speed communication network, and the personification of
data by intelligent control method, the sewage treatment
process can be effectively managed on the basis of energy
saving. (erefore, according to the actual needs, the in-
troduction of intelligent control methods and advanced
automation equipment, based on the design of sewage
treatment monitoring system, has important significance for
the development of economic society, in line with the re-
quirements of industry development [5].

In the past decades, technological innovation has
brought great changes to our lives, and intelligent algorithms
have been widely applied in various fields [6].(e concept of
intelligent algorithm has been widely recognized around the
world since its introduction. Scholars from all countries
agree that it is necessary to give full play to the excellent
achievements made by human beings in the field of elec-
tronic information, closely combine information and
physics, turn industrial system to intelligence, and form
cyberphysical system [7]. A mature and intelligent sewage
treatment monitoring system can realize real-time moni-
toring of various parameters of the equipment and, through
intelligent methods, according to different sewage water
quality, adjust the treatment strategy and adjust the pa-
rameter settings in key steps.(is can not only reduce energy
consumption but also optimize the quality of the effluent
after treatment; the intelligent monitoring system can also
improve the stability of the equipment and the level of
intelligent informatization and reduce production costs; in
the end, it can liberate labor and allow technicians. A lot of
energy is put on the improvement of sewage treatment
process and the development of sewage treatment equip-
ment, so as to realize the requirements of constructing
economical production and develop productivity.

2. Related Work

After the industrial revolution in the 19th century, economic
and social changes took place in foreign countries, which
also led to a series of environmental pollution problems,
including water pollution. So far, the sewage treatment
system has gone through the stages shown in Table 1.

In foreign countries, the problem of water pollution
caused by the development of industrialization appeared
earlier. During the 1950s and 1960s, developed countries
gradually realized the need for early detection and treatment
of sewage.

(e United States, with the strongest comprehensive
national strength, had built more than 20,000 sewage
treatment plants, of which four-fifths were secondary
treatment plants. Sweden had a small population and a

well-developed sewer system that can collect almost all
sewage. Britain and Germany had a sewage treatment plant
for every 7,000 people on average, and the treatment effect
could basically achieve the effect of secondary treatment, and
Germany was the country that developed sewage treatment
industry earlier. (e largest sewage treatment plant in the
United States in the 20th century had amaximum capacity of
5 million cubic meters per day, while Japan’s largest sewage
treatment plant had a capacity of nearly 2.5 million cubic
meters per day.

Now automatic control systems are widely used in
sewage treatment plants abroad. A variable number of on-
site detection instruments are used, such as physical treat-
ment (precipitation, filtration), drug delivery and pump
room and other sewage treatment of each link to monitor,
and then measured data through the network to the central
control room computer, convenient data recording, storage,
and fault alarm. (e role of automatic control was not only
reflected in the control of equipment but also reflected in the
actual processing process. Pierson John used the relationship
between ORP (REDOX potential) and the removal rate of
COD and ammonia nitrogen to control the ORP in the
pretreatment process of poultry wastewater and successfully
controlled the content of COD and ammonia nitrogen in
effluent below 7% and 65% [8]. Zipper et al. used ORP as a
control parameter to shorten the nitrification cycle, reduce
the sludge load, and save energy while improving the sewage
treatment rate [9]. Puznava et al. kept dissolved oxygen
between 0.5 and 3mg/L in the aeration process through
active intervention, extended the denitrification reaction
time in nitrification and denitrification, and reduced the
aeration capacity in the aeration tank by half on the basis of
meeting the water quality discharge standard, which played
an energy-saving role [10].

Some detection instruments are placed in the equipment,
respectively, and the data in the sewage is collected through
the PLC CPU. (e lower computer PLC controls and
handles the fault, and alarms are sent in time to remind the
staff to eliminate the fault. Compared with the Ohio sewage
discharge monitoring system in the United States, the
chromatographic monitoring method at the river inlet and
sending the information back to the computer in the central
control room for analysis and processing has achieved good
results in organic pollution treatment. At the same time, the
control of sewage treatment in developed countries has also
achieved a high degree of modernization: according to the
process and treatment needs, a multilevel control system is
adopted, which is divided into control stations according to
its own different conditions. Different intelligent control
methods are adopted to realize the automatic control of
different control objects. High tech water quality analysis
instruments are used to monitor the sewage treatment
process online in real time, and the data are transmitted to
the computer in the form of reports [11]. For example, the
sewage treatment plant built in Geneva in 1989 is unat-
tended, and operators can monitor the system at any time
through mobile phones, the Internet, and other media. In
Paris, France, the central server effectively monitors and
warns organic pollutants by monitoring water quality and
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processing data, but the cost is high and information sharing
is difficult [12]. Now, almost all factories in the United States
have automatically controlled the main process parameters.
As regards Macon’s sewage treatment plant in the Middle
East, although the daily treatment capacity of a single
equipment is not strong, its process is relatively perfect. (e
plant has achieved 24-hour telephone alarm duty, and there
are no other staff on duty except normal office workers.

To sum up, the foreign sewage automatic control system
has such characteristics: advanced water quality intelligent
analysis instrument was used to monitor the water quality of
each link of sewage treatment, and the measured accurate
data was transmitted to the subcontrol station, which would
adjust the control parameters according to the preset in-
telligent control program. At the same time, it was trans-
mitted to the computer in the central control room by the
subcontrol station to record data, generate reports, and
generate trend curves. (ese control stations had different
control objects and different control strategies. Both the
central control computer and the subcontrol station had
redundancy design to ensure the reliability and security of
the system. Operators could use telemetry and remote
control devices (such as mobile phone networks, telephone
lines, Internet, etc.) to respond to alarm information from
afar.

3. Improved BP Neural Network Intelligent
Prediction Model by Particle
Swarm Optimization

3.1. Particle Swarm Optimization. (e specific process of
particle swarm optimization algorithm is not complicated.
At the beginning, a group of particles are randomly gen-
erated in the solution space, and each of them represents a
possible solution in the space and has a fitness value, which
depends on the optimization function. Each particle has
another speed to control the direction and distance of its
movement. (e particles then adjust their search strategy
according to the current best particle. (e particle adjusts its
speed by referring to two extreme values. (e first extreme
value is the optimal solution found by the particle itself,
which is called individual extreme value (pbest). (e second
is the optimal solution currently found for all particles,
which is called the global extreme value (gbest).

(e dimension of solution space that defines particle
motion is D, and the number of particles in the initial
generated particle group is N, so any particle represents a D-
dimensional vector. Here, I particles are taken as an example.

Xi � xi1, xi2, · · · xiD( , (i � 1, 2 . . . N) (1)

(e velocity of particle i is also a D-dimensional vector.

Vi � vi1, vi2, · · · viD( , (i � 1, 2 . . . D). (2)

(e best position that particle i can find at the moment is
the individual extremum:

pbest � Pi1, Pi2, · · · PiD( , (i � 1, 2 . . . N). (3)

(e best position that can be found for all particle
swarms is the global extremum:

gbest � Pg1, Pg2, · · · PgD . (4)

After the individual and global extreme values are de-
termined, the individual particle changes its velocity and
orientation according to the following equation:

v
k+1
i � w∗ v

k
i + c1r1 pbesti − x

k
i  + c2r2 gbesti − x

k
i ,

x
k+1
i � x

k
i + v

k+1
i .

(5)

w in the above equation is called the inertial weight, and
c1 and c2 are called the learning factors. r1 and r2 are random
numbers between 0 and 1. In equation (1), the first term on
the right side of the equal sign can be understood as a kind of
“inertia” that particles are subjected to in the D-dimensional
space. (is inertia can give particles the ability to keep
themselves moving towards the original direction. It pro-
vides the particles with an incentive to stay in their original
motion. (e middle term on the right side of the equation is
usually understood as “own experience.” Just as people can
choose the best way to solve problems according to their
previous experience, particles modify their movement
strategy according to the best solution they have found
before. (e right-hand end of the equation is usually un-
derstood as “social experience,” in which particles com-
municate through knowledge transfer to obtain the
orientation of the best solution in the whole group and then
modify their movement strategy according to this orienta-
tion, similar to interpersonal communication in human
society. Parameter IV represents the speed of the particle
itself. vi ∈ [−vmax, vmax], vmax represents the maximum speed
that the particle can obtain. (e setting of the maximum
speed ensures that the particle will not lose control of speed
[13–15].

3.2. Further Optimization by Particle Swarm Optimization

3.2.1. Improvement of Inertia Weight. In the traditional
equation (1), the inertial weight w is set to a constant real
number. (is method will confine the convergence speed
and convergence precision of particles to a specific value,
and what is needed in this paper is that particles can choose
and adjust their own search strategy according to their own

Table 1: Sewage treatment control stages.

Development phase Characteristic
Manual control stage Manual detection, recording data, by human control
Semiautomatic control stage Instrument detection data, manual recording data, mechanical operation
Automatic control stage Instrument detection record data, storage data, central control operation
Information control stage Automatic control, engineering optimization, information management, group management
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search period. According to the analysis, it is better to have
large w in the equation of PSO at the beginning of searching,
which can make the whole group move at a high rate. At the
end of the search, it is better for the equation to have smaller
w, which enables the whole group to move more precisely to
the optimal position. In this paper, a method is designed to
decrease as the number of iterations increases, and its slope
keeps changing all the time:

w(k) � w wminmax ∗ exp −15
k

MAXEPOCH
 

3
⎡⎣ ⎤⎦⎛⎝ ⎞⎠

min

, (6)

where k is the current iteration number of particle swarm;
MAXEPOCH is the maximum number of iterations of
particle swarm. In this design, wmax � 0.9, wmin � 0.4, and
MAXEPOCH� 1000 are set.

3.2.2. Learning Factor Improvement. In equation (1), c1
represents “self-experience” and c2 represents “social ex-
perience.” Similar to the change of the weight factor, the
particle swarm can acquire more “own experience” and less
“social experience” at the beginning of the search period,
which can make the overall movement rate of the swarm
higher. At the end of the search, there is less “self-experi-
ence” andmore “social experience,” which enables the group
as a whole to move more accurately to the optimal position.
(is requires c1 to start large and then small and c2 to start
small and then large, and, after experimental analysis, linear
change is difficult to meet the requirements of the system,
the design also adopts nonlinear change, and the specific
implementation method is [16–19]

c1 �
4

1 + exp [ρ∗ (k/MAXEPOCH) − 0.5] 
, (7)

c2 � 4 − c1. (8)

To control the descent speed ρ, this design takes 4.

3.3. Specific Flow of Particle Swarm Optimization.
Step 1: initialize the particle swarm, and give the
particle number, dimension, initial position, speed, and
other parameters.
Step 2: calculate the value according to the fitness
equation, and give the overall best position gbest and
individual best position pbest.
Step 3: reset the particle’s velocity and orientation
according to equations (1)–(5).
Step 4: after particle movement, if the current position
is better than pbest, then reset pbest to the current
particle position. If it appears that the current position
is better than gbest, the best position of the entire
particle swarm, then gbest is reset to the current particle
position.
Step 5: if the value of the fitness equation is lower than
the set stop value or the frequency of particle updating
position exceeds the set maximum number of

iterations, the optimal particle position is output. If the
two conditions are not met, go back to Step 3.

3.4. Improved BP Neural Network by Particle Swarm
Optimization. BP algorithm adopts the strategy of gradient
descent and shows excellent local searching ability under
nonlinear condition. If the parameter adjustment is already
around the best parameter during the algorithm execution,
the global optimization can be achieved in a short time.
However, if the parameter adjustment is far from the op-
timal solution, it may fall into the trap of local optimization.
Since BP algorithm adopts the strategy of gradient descent to
correct system parameters, here is a vivid analogy: To find
the optimal solution, the BP algorithm needs to search in a
valley with multiple bumps. (e algorithm error is very
large. Particle swarm optimization (PSO) belongs to the
category of algorithms based on global search. When the
search starts, the convergence rate is relatively high. When it
approaches the best solution of the whole, the convergence
rate of its algorithm is relatively low, and sometimes it
cannot meet the requirements. (erefore, such comple-
mentary advantages and disadvantages provide us with a
way of thinking. If the two can be combined, local opti-
mization can be avoided, while fast convergence can be
achieved at the overall optimal point [20–22]. Particle swarm
optimization belongs to the category of algorithms based on
overall search. When the search starts, the convergence rate
is relatively large.When it is close to the overall best solution,
the convergence rate of the algorithm is relatively small, and
sometimes it cannot meet the requirements. (erefore, the
complementary advantages and disadvantages provide us
with a way of thinking. If we can combine the two, we can
avoid local optima and quickly converge at the overall
optima.

In the design, using the design idea of particle swarm, the
BP algorithm is optimized through the initial weight and
threshold so that the particles can search for the best solution
vector in the weight and threshold, and then set the weight of
the BP algorithm and the corresponding solution vector of
the threshold, and train again. (e detailed execution
process is as follows: Set the search space dimension of
particle swarm optimization algorithm to be equal to the
total number of weights and thresholds in BP algorithm, and
then the position to which the particle moves is a solution of
the weight threshold. (e fitness function of particle swarm
is shown in the following equation:

f �
1
n



n

j�1


m

k�1
yk − tk( 

2
. (9)

In the above equation, n is the number of sample groups
collected by training BP network, m is the number of
neurons in the last layer of BP network, yk is the actual
efferent value after input sample, and kt is the ideal efferent
value. Given (9), the optimization process can be thought of
as keeping f in the equation as small as possible. If the size of f
during the operation of the algorithm is lower than the set
stop quantity or the frequency of particle updating position
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exceeds the set stop number, the algorithm ends. At this
point, the weight threshold represented by the optimal
particle position is set as the initial weight threshold of the
BP network, and then the BP neural network is trained.

3.5. Improved BP Neural Network Algorithm Flow

Step 1: set BP network parameters, such as the number
of nodes at each layer. Set the number of individuals in
the particle swarm, dimension (threshold number,
weighted value number), and other parameters.
Step 2: give the initial position of the particle, assign the
corresponding value of the initial particle position to
the neural network, calculate the value according to
equation (6), and give the overall optimal position gbest
and individual optimal position pbest.
Step 3: reset the particle’s velocity and orientation
according to equations (1)–(5).
Step 4: after particle movement, if the current position
is better than pbest, then reset pbest to the current
particle position. If it appears that the current position
is better than gbest, the best position of the entire
particle swarm, then gbest is reset to the current particle
position.
Step 5: check whether f in equation (6) is lower than the
set stop quantity or the frequency of particle updating
position exceeds the set stop number, and go to the next
step. If not, go back to Step 3.
Step 6: set the weight threshold represented by the
optimal particle position as the initial weight threshold
of the BP network, and then train the BP neural
network.

3.6. Dissolved Oxygen Improved BP Neural Network Predic-
tion Model Simulation. (e initial range of each particle is
between [−1, 1]. According to the guidance of literature, the
initial individual number of particle swarm m� 100, the
minimum training stop error is set to 10−4, the maximum
iteration number is set to 1000, and the learning factor starts
to calculate c1 � 2.4861 according to formulas (7) and (8).
c2 � 1.5139, wmax � 0.9, wmin � 0.4, vmax is set to 2, and ρ is
set to 4.(e training target precision is 10−5, and the training
cycle times are set as 1000 times. Simulation results are
shown in Figure 1.

As can be seen from the figure, the fitting effect of the
improved neural network is very good, and the error is
relatively small, which meets the standard of industrial
application.

4. Design of the Lower Computer of the Sewage
Monitoring System

4.1. Collecting System Hardware. According to the needs of
the overall design scheme of intelligent monitoring in this
study, and taking into account the characteristics of each
technological process and equipment and facilities in this

study, we considered the following points when selecting the
collection equipment: First, the collection equipment selected
in this study came from regular manufacturers, the industry
has a good reputation in the after-sales service, its product
quality is superior, and the product maintenance is guaran-
teed. Second, it is strictly economical, is not blindly demanding
the high-end equipment, and, on the premise of ensuring the
quality of monitoring, chooses more domestic brands. (en it
is necessary to take into account the waterproof performance
and corrosion resistance of hardware equipment; the com-
position of sewage is complex, and the equipment with good
water and corrosion resistance effect can work stably. Hard-
ware acquisition systemwas similar to human perception cells,
mainly composed of instruments and sensors. With the
booming of intelligent automation industry, its figure widely
existed in various plant equipment so as to provide sensory
information formonitoring personnel. Because this perceptual
information was the basis of subsequent processing, the se-
lection of instruments and other hardware equipment should
be fully considered to ensure the effect.

In this paper, the data collection instruments were
mainly COD meter, total nitrogen, total phosphorus de-
termination apparatus, suspended solid concentration me-
ter, electromagnetic liquid flowmeter, PH dollars,
thermometer, DO dissolved oxygen meter, and liquid level
meter, and equipment was started by reading relay internal
register [23].

4.2. Programmable Logic Controller (PLC). (e core of the
lower system of this project was the programmable logic
controller, and PLC was used to coordinate the actions of the
whole lower system. PLC used its own receiving unit to
receive digital or analog signals collected by hardware
equipment such as field instruments and transmitted the
signal from the upper computer to the lower actuator to
control the action of the actuator. All signals must pass
through its processing. All signals must pass through its
processing and relay, so it is particularly important.

After absorbing the advantages of previous products, the
S7 PLC produced by Siemens in Germany integrates the
world's most advanced information technology and scientific
achievements, especially in processing speed, code running,
error self-checking, and information communication. S7 series
could be divided into S7-200 type, S7-300 type, and S7-400
type according to the number of input and output ports.

Figure 2 shows the Siemens PLC structure diagram, the
hardware modules are relatively independent in layout, but
cooperate closely with each other, which is conducive to
distributed control, and is also convenient for expansion and
maintenance. Programming Languages Multiple program-
ming languages are supported. And supports a variety of
communication protocols, fully adapting to the instruments
and sensors for parameter collection of various lower
computers in sewage plants.

4.3. Communication System Design. (e lower computer
and the upper computer were connected by industrial
Ethernet, which is the most extensive local area network
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based on the IEEE 802.3 standard and is widely recognized
in the world. Comprehensive consideration of industrial
Ethernet in quality, compatibility, transmission timeliness,
data stability, robustness, attack prevention, and other as-
pects had been greatly improved. Considering the cost
performance, transmission rate, and safety and reliability
factors, 100Mb/s ring network optical fiber industrial
Ethernet was selected.

Signals involving digital and analog quantities were
directly connected to the input and output ports of the
equipment on the corresponding module of PLC. Digital
input and output signals were high- and low-level signals,
PLC according to the transmission of high level or low level
to monitor the state of the field equipment, switch, start and
stop, and so forth, in this design was mainly through the
relay to operate. Analog signal had two kinds: voltage and
current signal; PLC accorded to the numerical conversion
formula to convert input and output values [18].

4.4. Programming the Lower Computer. STEP7 development
platform was developed by Siemens, which was specially
applied to the configuration and programming debugging of
PLC of its owned brand. (e software function of STEP7
contained many development modules: process equipment
management module, symbol table module, program
module, and others. When writing the program, the user can
choose to connect PLC or not to connect, which will not
have a bad influence on the program effect. STEP7 platform
could easily set up a complete set of industrial control system
solutions. Figure 3 shows the process of establishing the
whole industrial control system solution. (e programming
languages used for S7-300 are Ladder Logic (LAD) pro-
gramming language, Instruction List Language (STL), and
Function Block Diagram (FBD). (e Ladder Logic pro-
gramming language is a unique graphical representation
method of the STEP7 programming language. Its grammar

rules have many similarities with the relay ladder logic
diagram: for example, if information is transmitted to each
connection and finally reaches the output, we can find the
entire transmission process of the signal according to the
diagram.

(e PID control program of the system used the PID
controller function module FB41 integrated in STEP7
software, and the PID control program was stored in the
timing cycle interrupt OB35.When the system starts, FB41 is
called through OB35, and the background data block DB20
is created for the function module.

(e core control of the lower machine of the system is
here. Firstly, the influent COD, suspended solid SS, total
nitrogen content, total phosphorus content, flow rate, PH
value, and aeration tank temperature were collected by the
sensor and stored in the DB block of PLC. (e commu-
nication network was transmitted to the upper computer,
and the upper computer predicted the precise dissolved
oxygen (DO) value through intelligent algorithm. It was
transmitted down through the communication network and
stored in DB block at the address of DB3.DBD208. (e
actual measured DO value in the aeration tank was also
stored in DB block at the address of DB3.DBD32.
DB3.DBD208 was connected with SP_INT of FB41 module
in PLC (set value), and DB3.DBD32 was connected with
PV_IN of FB41 module in PLC (current time value). (e
algorithm’s flow chart is shown in Figure 4.

5. Monitoring System Upper Computer Design

(e application development of the upper computer was a
very critical task in the intelligent sewage project. (e upper
computer collected all the information in sewage treatment,
and the staff could monitor the sewage treatment site
comprehensively through the upper computer in the control
room, which not only reduced the amount of operator
activity but also saved time. In this study, the key parameters
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Figure 1: Improved neural network prediction results.
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of each process section of the factory should be displayed on
the main interface first, and then the intelligent dissolved
oxygen control algorithm should be integrated into the
software and the parameters should be transmitted to the
lower computer. (e upper computer client software was
developed on Visual Studio 2010 platform, and the data was
stored and managed in SQL Server 2012 database. (e
development language was C#.

5.1. C# Communication Implementation. (e design of the
upper computer hardware used Yanhua brand industrial
computer, with excellent performance, through the Ethernet
link and Siemens S7-300 PLC to establish a connection. In
this design, the IP address of PLC was set as 192.168.0.1.
Communication mode was MODBUS/TCP mode of
Ethernet network architecture, port number was set as
MODBUS, corresponding to 502, and the specific config-
uration of C# program is as follows:

?xml version� “1.0” encoding� “utf-8” ?
<configuration>
<appSettings>
<!--Modbus TCP configuration-->

<add key� “IP” value� “192.168.0.1”/>
<add key� “Port” value� “502”/>
</appSettings>
</configuration>

5.2. Database Design. (e database uses SQL Server 2012,
which was mainly divided into three parts. (e first part was
the report data part, which mainly stored the periodically
inserted real-time display data. (e second part was the
alarm data part, which contained various alarm related
information. (e third part was the user part, which con-
tained the user related information. Redundant fields were
added between each table to realize join query of each table.
(ere were other secondary tables, of course, but only five
tables that were closely related to business logic are detailed
here. (e process section table and data table, respectively,
are shown in Tables 2 and 3 [23].

(e alarm data part consists of two tables. (e first is
table of alarms, which displays alarm information, and the
second is alarm settings table, and they are shown in Tables 4
and 5, respectively.

(e table of users is shown in Table 6.
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5.3. Host Client. (e user login module mainly checked the
security of the users who entered the remote intelligent
management system, so as to prevent the illegal users from
misoperating the system or controlling the system illegally
after logging in. After the login windowwas opened, only the
legitimate user account could log in to the system. (e le-
gitimate user account was manually assigned by the
administrator.

(e main interface after logging in is the real-time pa-
rameter display interface. By directly reading the PLCDB
block, it can directly send data and detect key indicators of
each process section, including liquid level, PH value, COD,
SS, nitrogen and phosphorus content, influent water flow,
temperature, whether the device is running, running status,
etc.

When the parameter exceeds the threshold or the device
displays a fault, the C# program will execute to insert a data
into the alarm table in the database, including the alarm date
and time (accurate to second) and alarm information, and
this data will be extracted by the program in the alarm
management interface. (e remarks field at the back of each
data was manually operated by technicians. When the
technicians debug and eliminate the fault, the processing
button on the right of the list is manually clicked, and the
fault status changes to processed. In this case, a piece of data
is inserted into the UserId field of the alarm table in the
database, namely, the login user name of the software
platform. (e value of UserId represents the fault handler,
namely, the login user. (e data was extracted and displayed
in the handler column.

(e design and verification of the measurement model of
dissolved oxygen in aeration tank were completed by testing
and simulation on Matlab platform. For neural networks,
which needed a lot of matrix calculation, Matlab modeling
and simulation had twice the result with half the effort. At
present, scholars at home and abroad in the field of neural
network research also relied onMatlab simulation results for
comparison. (erefore, the design and performance verifi-
cation of the dissolved oxygen measurement model men-
tioned were all carried out in the Matlab environment. In
practical application, the running results of Matlab could be
called in Windows form written under VS platform through
mixed programming and the predicted results could be
displayed.

Voluntarily Collect do set and real
Time values

PLC calculates
the deviation

The P, I, and D parameters
compute the output values

Adjust the inverter output
According to the output valueEnd

Figure 4: Flow chart of DO control.

Table 2: Table of process sections.

Field name Type Explanation
ProcessId Int Process segment ID
ProcessName String Name of process section

Table 3: Table of data.

Field name Type Explanation
DataId Int dataID
DataName String Data name
DataValue Float Data value
IsAlarm Bool To alarm or not to alarm
ProcessId Int Process segment ID
SampleTime Datetime Data insertion time

Table 4: Table of alarms.

Field name Type Explanation
AlarmId Int (e police ID
AlarmDesc String (e police described
AlarmTime Datetime Time of fire alarming
IsDeal Bool Processed or not
DealTime Datetime Processing time
UserId Int ID of the login user

Table 5: Table of alarm settings.

Field name Type Explanation
DataName String Data name
ProcessId Int Process segment ID
AlarmHigh Float Alarm upper limit
AlarmLow Float Alarm lower limit
AlarmPRI Int Priority

Table 6: Table of users.

Field name Type Explanation
UserId Int UserID
UserName String User name
Password Varchar (50) User password
RoleType Int Character types
RoleName String Role name

8 Scientific Programming



6. Conclusion

With population growth and water pollution becoming
more and more serious, secondary treatment of sewage is an
effective way to reduce water pressure and an important
measure to control environmental pollution. Sewage
problem is a major problem in China’s development; sewage
treatment has risen to the national strategy. Design was
based on improved artificial neural network; a new system of
a set of automatic alarm intelligent monitoring and opti-
mization for wastewater treatment equipment provides a
new technical point of view, based on the advanced sewage
treatment technology and sewage disposal characteristics, as
well as the monitoring and optimization of demand, with the
main ideology of physical information fusion and intelligent
algorithm as the core. Combining information technology
and communication technology to comprehensively mon-
itor various parameters of the sewage plant, once the limit is
exceeded, an alarm will be issued, so that the dissolved
oxygen in the sewage treatment can be better controlled, so
that the equipment of the plant runs smoothly and the
effluent quality is better. (e design work is summarized as
follows:

(1) Using A2/O process, a new optimal control strategy
for dissolved oxygen is designed for the key control
of dissolved oxygen. (rough a large number of
experiments and combined with historical data, the
intake index and dissolved oxygen value of aeration
tank were obtained as samples under the condition
of optimal outlet water. According to the samples,
the neural network was trained to predict the op-
timal value of dissolved oxygen under different inlet
water conditions. (e improved BP neural network
is improved by particle swarm optimization.
Compared with the traditional BP neural network,
the improved neural network has better
characteristics.

(2) (e sewage treatment in each process is based on the
configuration sequence of the monitoring equip-
ment, the design of the upper computer and the
lower computer, the communication network be-
tween the lower computer and the sensor, and the
design of the lower computer system is successfully
realized through STEP7 PLC programming.

(3) C# in Visual Studio 2010 was used to develop the
upper client platform, and the database used was
SQL Server database. (e platform realizes user
login, real-time data display, overload and fault
alarm, report query, and user management, and,
through mixed programming, the dissolved oxygen
prediction neural network written by Matlab is in-
tegrated in the upper computer platform. (e pa-
rameter value of dissolved oxygen is set through the
communication of upper and lower machine [24].
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(e dataset can be accessed upon request.
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In logistics distribution systems, the constrained optimisation of the cargo dispensing problem has been the focus of research in
related �elds. At present, many scholars try to solve the problem by introducing swarm intelligence algorithms, including genetic
algorithm, particle swarm algorithm, bee swarm algorithm, �sh swarm algorithm, etc. Each swarm intelligence algorithm has
di�erent characteristics, but they all have certain advantages for the optimisation of complex problems. In recent years, the Wolf
Pack algorithm, an emerging swarm intelligence algorithm, has shown good global convergence and computational robustness in
solving complex high-dimensional functions. �erefore, this article chooses to use the Wolf Pack algorithm to solve a multi-
vehicle and multi-goods dispensing problem model. First, the principle and process of the Wolf Pack algorithm are introduced,
and two improvements are proposed for the way of location update and the way of step update.�en, a mathematical model of the
multi-vehicle and multi-goods dispensing problem is developed. Next, the mathematical model is solved using the proposed
improvedWolf Pack algorithm.�e experimental results show that the proposed improvedWolf Pack algorithm e�ectively solves
the cargo dispatching problem. In addition, the proposed improved Wolf Pack algorithm can e�ectively reduce the number of
vehicles to be dispatched compared with other swarm intelligence algorithms.

1. Introduction

With the progress of science and technology, after reducing
the cost of raw materials and improving labour productivity,
modern logistics has become a “new source of pro�t” for
enterprises and has received widespread attention from the
logistics industry and even from the business community
[1, 2]. Especially in the �eld of commodity circulation,
di�erent types of large-scale modern logistics enterprises
have emerged. With the rapid development of the logistics
industry, the study of logistics distribution has also attracted
more widespread attention [3, 4]. How to reduce costs and at
the same time improve e�ciency, as well as obtain more
economic and social bene�ts, has become a topic of research
for experts and scholars.

In modern logistics, the biggest cost of logistics and
distribution is the transport cost, which in turn has a lot to
do with the vehicle. �erefore, when carrying out distri-
bution operations, the load capacity and volume of the

vehicle should be fully considered [5, 6]. By selecting the
right transport vehicle, the optimum utilisation of the
transport vehicle (100% utilisation) is achieved as far as
possible, which is an e�ective way to reduce distribution
costs. However, in practical situations, the space utilisation
and load capacity of the vehicle often cannot be maximised
at the same time due to the type of goods, packaging
methods, etc. �ese situations can waste transport power
and cause an increase in transport costs. In logistics and
distribution systems, the issue of cargo dispensing is the
most fundamental item [7, 8]. Reasonable dispensing can
improve distribution e�ciency on the one hand and reduce
distribution costs on the other. At present, in the actual
cargo dispensing business, it is usually done based on
manual estimation methods. �ere is no uniform planning
based on experience alone, which wastes both manpower
and material resources [9, 10]. �erefore, the rational al-
location of goods is conducive to improving distribution
e�ciency, reducing distribution costs, and achieving higher
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vehicle utilisation.&erefore, due to its extensive application
background and important theoretical value, the study of
cargo dispensing has become an important research content
in the logistics and distribution industry [11, 12].

&e key to the cargo dispensing problem is how to
maximise the vehicle’s capacity and volume, thereby re-
ducing distribution costs and improving distribution effi-
ciency. It is a complex discrete multi-constrained
combinatorial optimisation problem, which belongs to the
NP problem like the traveler problem and workshop
scheduling problem [13, 14]. And for solving NP problems,
heuristic algorithms or intelligent optimisation algorithms
are the most commonly used techniques. Solving cargo
dispensing problems often requires the use of heuristic al-
gorithms or intelligent optimisation algorithms to approx-
imate the optimisation solution.

&ere have been a number of studies on heuristic algo-
rithms for cargo dispensing and loading problems. For ex-
ample, Tran et al. [15] constructed a three-dimensional
multilayer loading layout optimisation model with the max-
imisation of combined vehicle load and volume utilisation as
the optimisation objective and designed a heuristic algorithm
that can quickly develop a reasonable loading solution. Chua
et al. [16] combined the two problems of vehicle dispensing
optimization and transport path optimization into one and
used the classical Dijkstra’s algorithm and the improved C–W
saving algorithm to solve the optimisation problem for the full-
load transportation case and the optimisation problem for the
non-full-load transportation case, respectively. Experimental
results show that the solution is effective. Du et al. [17] de-
veloped an intelligent cargo dispensing model with multidi-
mensional constraints and proposed a hybrid algorithm based
on heuristic ideas and fuzzy principles. &e test results showed
the effectiveness of this intelligent dispensingmodel. Chao et al.
[18] established a cargo dispensingmodel with the optimisation
objective of maximising revenue and minimising expenditure
and used a heuristic algorithm to solve it. Finally, the effec-
tiveness of this algorithm was verified by example. However,
heuristic algorithms tend to rely too much on personal ex-
perience. When the problem is large, heuristics can become
“combinatorially explosive.” As a result, heuristics are not very
efficient when solving large-scale problems and lack global
optimisation capabilities, giving only approximate or locally
optimal solutions to the problem.

Swarm intelligence algorithms are all inspired by the
evolution of organisms in nature, foraging, clustering, and
information exchange. At present, the main swarm intelli-
gence optimisation algorithms are simulated annealing al-
gorithms, genetic algorithms, particle swarm algorithms, ant
colony algorithms, immune algorithms, etc.&ese intelligent
optimisation algorithms are all easy to implement and have
good robustness. When solving complex optimisation
problems, the advantages of swarm intelligence algorithms
are more obvious. For solving large-scale, multi-constrained
complex problems, swarm intelligent optimisation algo-
rithms are more widely used. For example, Jamrus et al. [19]
used a genetic algorithm to investigate the optimal place-
ment of containers and developed a corresponding single-
vehicle transport dispensing model, while Miao et al. [20]

designed a hybrid genetic algorithm and applied it to a
multi-species cargo dispensing model. &e experimental
results showed that the above model could fully utilise the
load and volume of the loading tools in a balanced manner.
Sicilia et al. [21] used an ant colony algorithm to solve a bi-
objective bulk cargo loading model and verified that the
proposed model and algorithm were feasible through
experiments.

As an emerging swarm intelligence algorithm, the Wolf
Pack algorithm exhibits good global convergence and
computational robustness in the process of solving complex
high-dimensional functions [22, 23]. During the hunting
process, each wolf is classified into Alpha, Beta, or Omega
wolves according to its different roles. Alpha wolves are
always the strongest wolves in the pack and are responsible
for directing the pack to capture prey without participating
in the roaming, running, or siege process; Beta wolf is an elite
unit of wolves, responsible for searching for prey; and
Omega wolf is the attack force of wolves and is responsible
for quickly closing in on the AlphaWolf's direction when the
AlphaWolf initiates an attack command, in order to capture
prey. Zhu et al. [24] proposed a Wolf Pack algorithm based
on ant colony optimisation for solving the TSP problem. An
ant colony algorithm was used to initialise the population in
order to implement a heuristic crossover operator, while
adaptive adjustment of the crossover probability and vari-
ation probability was employed. &is algorithm achieves
good optimisation results for smaller TSP problems.
However, when the scale is larger, this algorithm needs
further improvement. As an efficient intelligent optimisation
algorithm, the Wolf Pack algorithm can provide a practical
and effective solution to the cargo dispensing problem,
thereby effectively reducing logistics costs (improving dis-
pensing efficiency).

&erefore, this study aims to use the Wolf Pack algorithm
to solve the cargo dispensing problem in logistics distribution,
so that it can effectively improve the solution quality. Al-
though the Wolf Pack algorithm has good global search
performance and superiority-seeking ability, the number of
iterations and convergence speed need to be further im-
proved. &erefore, this article improves the traditional Wolf
Pack algorithm. In addition, this article provides a brief in-
troduction to the components and classification of the cargo
dispensing problem in logistics distribution and establishes a
multi-vehicle, multi-goods mathematical model. &e im-
provedWolf Pack algorithm in this article is used to solve this
model in order to reduce the number of vehicles used, which
can effectively improve the solution quality. &e final ex-
perimental results validate the performance and application
value of the improved algorithm.

&e main innovations and contributions of this article
include:

(1) &rough an in-depth study of the Wolf Pack algo-
rithm, it was found that the location update method
of Beta and Omega wolves has certain shortcomings,
so the location update and step update of the Wolf
Pack algorithm were improved respectively to
achieve better optimisation search results.

2 Scientific Programming



(2) A mathematical model is described and developed
for the multi-vehicle, multi-goods dispensing
problem. &e constraints of the model are deformed
and transformed into a penalty function added to the
fitness function. &e model is solved using the
proposed improved Wolf Pack algorithm to reduce
the number of vehicles used, thus effectively im-
proving the quality of the solution.

&e rest of the article is organised as follows: In Section 2,
the Wolf Pack algorithm is studied in detail, while Section 3
provides the improvements to the Wolf Pack algorithm. In
Section 4, the multi-vehicle, multi-goods dispensing prob-
lem based on the improved Wolf Pack algorithm is studied
in detail, while Section 5 provides experimental results and
analysis. Finally, the article is concluded in Section 6.

2. Wolf Pack Algorithm

2.1. Principle of the Wolf Pack Algorithm. Each wolf is
classified as an Alpha, Beta, or Omega wolf, depending on
the role it plays in the hunting process [25, 26]. Alpha wolves
are always the strongest wolves in the pack and are re-
sponsible for directing the pack to capture prey without
participating in the roaming, running, or siege process; Beta
wolf is an elite unit of wolves, responsible for searching for
prey; and Omega wolf is the attack force of wolves and is
responsible for the [27, 28]. &e principle of the Wolf Pack
algorithm is shown in Figure 1.

When a wolf perceives a greater concentration of prey
than the current Alpha wolf, we consider that wolf to be
more likely to capture the prey. &at wolf will then replace
the Alpha wolf and call the surrounding Omega wolves to
approach the current location [29]. When the prey is caught,
the earlier the wolf catches the prey, the more food it gets,
which approach allows wolves capable of capturing prey to
maintain sufficient stamina [30, 31]. Wolves with sufficient
physical strength are more likely to catch prey in the later
hunting process, thus ensuring the development of wolfs.

&e total number of wolves is assumed to be N and the
total number of variables isD. &e state of an artificial wolf is
represented as Xi � (xi1, xi2, . . . , xiD), wherexid denotes the
position of the ith artificial wolf in the dth dimension. &e
objective function is Y � f(x), where Y denotes the con-
centration value of prey perceived by a wolf, that is the
degree of adaptation.

2.1.1. Generation of Alpha Wolves. An Alpha wolf is an
optimal value in the initial solution. An Alpha wolf is not
fixed. During the iteration, the position of each wolf is
updated continuously. If a better solution appears, the Alpha
wolf is replaced by another wolf [32, 33].

2.1.2. (e Wandering Process of Beta Wolves. Among N
artificial wolves, the number of Beta wolves is S num. &e
scale factor is denoted as a, the number of directions is h, and
the wandering step is stepa. &e fitness value of the Beta
wolves in the initial solution is Yi. &e Beta wolves then take

a step forward in a direction (p� 1,2, ..., h) based on their
current position. &e position of the advancing Beta wolves
in the dth dimension is updated.

x
p

id � xid + sin 2π ×
p

h
  × stepd

a. (1)

After updating the Beta wolf’s position, the adaptation
value Yi of the Beta wolf’s current position is compared with
the adaptation value Ylead of the Alpha wolf. If Yi >Ylead, this
Beta wolf replaces the Alpha wolf, and the Omega wolf is
called to run towards the current position; otherwise the
wandering continues until the maximum number of times
Tmax is reached.

2.1.3. (e Long-Range Raiding Process of Omega Wolves.
Except Alpha wolf and Beta wolf, the remaining artificial
wolves are Omega wolves. &e number of Omega wolves is
num. When an Omega wolf receives a call from an Alpha
wolf, it will run in the direction of the Alpha wolf. &e step
length of the long-range raid is stepb. &e position of the
Omega wolf in the dth dimension is updated at the (k+1)th
iteration.

x
k+1
id � x

k
id + stepd

b ×
g

k
d − x

k
id 

g
k
d − x

k
id




, (2)

where gk
d is the position in the d-th dimension of the Alpha

wolf at the (k+1)th iteration.
When the distance between the Omega wolf and the

Alpha wolf is less than dnear, it enters into a siege process of
its prey.

dnear �
1

D × ω
× 

D

d�1
maxd − mind


, (3)

where ω is the decision factor and [maxd − mind] is the
range of values for the dth dimensional variable.

2.1.4. (e Siege Process of Prey. Because Alpha wolves are
closest to the prey, the position of Alpha wolves is con-
sidered to be the position of the prey Gk

d. &e siege step of the
wolves in the prey siege process is stepc. Location updates are
calculated as follows:

x
k+1
id � x

k
id + λ × stepd

c × G
k
d − x

k
id



, (4)

where λ is a random number between [1].
&ere is a relationship between the step sizes of the three

different stages.

stepd
a �

stepd
b

2
� step

d
c × 2 �

maxd − mind




S
. (5)

During the siege process of a wolf pack, the position is
updated if the adaptation of the current position is greater
than the adaptation of the original position; otherwise, the
position remains unchanged.
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2.1.5. Renewal of Wolf Pack. In order to maintain the quality
of the wolf population while preserving the diversity of the
pack, the least adapted wolves are selected for culling and
new artificial wolves are randomly generated [34–37]. &e
number of eliminated artificial wolves is the same as the
number of newborn artificial wolves. &e number of re-
tirements needs to be determined by human experience.

2.2. Flow Chart of the Wolf Pack Algorithm. Figure 2 shows
the flow chart of the Wolf Pack algorithm.

&e detailed steps of the Wolf Pack algorithm are as
follows:

Step 1: Initialise the number of artificial wolves N, the
position Xi, the maximum number of generations to be
selected kmax, the scale factor a, the maximum number
of wanderings Tmax, the distance determination factor
ω, and the step size factor S.
Step 2: Follow equation (1) for position update. If the Beta
wolf’s fitness value Yi is greater than the Alpha wolf’s
fitness value Ylead, replace Alpha wolf and jump to Step 3;
otherwise, the Beta wolf continues to wander until the
maximum number of wanderings Tmax is reached.
Step 3: Follow equation (2) for position update. If the
fitness value of an Omega wolf Yi is greater than the
fitness value of an Alpha wolf Ylead, replace the Alpha
wolf; otherwise, the Omega wolf continues to long-
range raid until the distance to the prey is less than the
judged distance dnear.
Step 4: Begin the wolf pack siege process and carry out
the position update according to equation (5), together
with the Alpha wolf update.
Step 5: Update Wolf Pack.
Step 6: Determine whether the maximum number of
iterations is reached or the optimisation accuracy is
achieved. If yes, the output of the optimal solution is
carried out; otherwise jump to Step 2.

3. Improvements to the Wolf Pack Algorithm

After an in-depth study of the Wolf Pack algorithm, it was
found that position update methods have certain short-
comings for Beta wolf and Omega wolf. &erefore, in this
article, the Wolf Pack algorithm is improved in order to
achieve better merit-seeking results.

3.1. Location Update. &e Beta wolf’s position during the
wandering phase [38] was updated as follows:

x
p

id � xid + sin 2π ×
p

h
  × stepd

a, (6)

where h is the number of directions in Beta wolf’s wandering
process.

In most cases, the value of h is 4. &e calculation shows
that there are only two values for updating the position of the
Beta wolf.

x
1
id � xid + stepd

a,

x
3
id � xid − stepd

a,

x
2
id � x

4
id � xid.

(7)

&at is, when Beta wolves wander in each of the four
directions, they are only able to obtain two values that are
different from their original position. &is increases the
computational effort and weakens the ability of Beta wolves
to wander [39].

&erefore, the updated formula for the wandering phase
has been improved in this article.

x
p

id � xid + cos π ×
p

h
  × stepd

a. (8)

When h takes the value of 4, the Beta wolf’s position is
updated with a value of 3.

Update position

Alpha

Beta

Omega

D2
Update

D3

D
1

Figure 1: Principle of the Wolf Pack algorithm.
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x
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x
4
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(9)

&e improvement ensures that when Beta wolves wander
in more than one direction, at most one value can be the
same as the original position value.

3.2. Step SizeUpdate. &e step size of the long-range raiding
and the step size of the siege are always fixed. However, as
the distance between the wolves and their prey decreases
(increasing number of iterations), both step values should
decrease adaptively.

&erefore, this article uses an adaptive approach to
improve the update process of the step size.

x
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,

(10)

where k is the current number of iterations and kmax is the
maximum number of iterations.

4. Multi-Vehicle, Multi-Goods Dispensing
Problem Based on the Improved Wolf
Pack Algorithm

4.1. Description of Cargo Dispensing Problems. As a funda-
mental part of logistics and distribution, the quality of the
cargo dispensing has an impact not only on the efficiency of
distribution, but also on the operational efficiency of the
entire logistics centre. &erefore, a reasonable cargo dis-
pensing can reduce logistics costs, on the one hand, and
improve the efficiency of distribution on the other. &e
dispensing problem is a complex discrete multi-con-
strained combinatorial optimisation problem, which be-
longs to the same NP problem as the travel merchant
problem (TSP) and the workshop scheduling problem. &e
main components of the cargo dispensing problem are
goods, vehicles, constraints, objective functions, etc. [40].
&e volume and weight of the cargo are the basis for the
decision of vehicle allocation. When the volume or weight
of the cargo exceeds the volume or capacity of the vehicle,
multiple transport vehicles are required to distribute it. A
general description of the cargo dispensing problem is
shown in Figure 3.

Start

Parameter initialization

Update location of Beta
wolf

Calculate the fitness function value
of Beta Wolf

Greater than the fitness of
Alpha Wolf or reach the maximum

of iterations?

Omega wolf make a long-range raid to Alpha
wolf and updated its position

Greater than the fitness of
Alpha Wolf?

Greater than decision
distance?

Wolves besiege their prey

Alpha wolf location update

Wolf pack update

Greater than the maximum
numberof generations or reaches

the set precision?

Output optimal solution

End
Y

Y N

Y

N N

Y

Figure 2: Flow of the Wolf Pack algorithm.
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4.2. Problem Description and Mathematical Model.
Real-life cargo dispensing problems are very complex, and to
facilitate modelling and solution, some cases are simplified:
(1) the goods are all shipped to the same distribution centre;
(2) the goods are intermixable and not incompatible; (3)
there is no priority of goods.

Problem description: In a distribution centre, there arem
vehicles of different types. Each vehicle has a maximum
weight and a maximum volume of wk and vk (k� 1,2, ..., m),
respectively. &ere are n different goods to be dispensed,
with weights and volumes of wi and vi (i� 1,2, ..., n), re-
spectively. Under the condition that the goods are relatively
limited, the number of vehicles to be used is required to
reach a minimum value.

&e mathematical model for the multi-vehicle, multi-
goods dispensing problem presented in this article is shown
as follows:

minf � 
m

k�1
yk, 

n

i�1
xkiwi ≤ykWk, 

n

i�1
xkivi ≤ykVk, 

m

k�1
xki � 1, (11)

yk �
1,

0,


Thekthvehicleisselected,

Thekthvehicleisnotselected,
(12)

xki �
1,

0,


Theithshipmentisloadedintothekthvehicle,
Theithshipmentisnotloadedintothekthvehicle.

(13)

&e objective function is (11). It can be seen that the
objective function is a minimum optimisation problem, that
is, the number of vehicles used is the least. &e constraint
indicates that the total weight of the cargo on the kth vehicle
does not exceed the capacity of the vehicle. (12) and (13)
represent the constraints on the values taken by the variables
yk and xki.

4.3. Fitness Function. Fitness function is the optimisation
index of wolf pack algorithm and the important basis of
survival of the fittest in the siege process. In the mathe-
matical model of multi-vehicle and multi-goods allocation,

the objective function cannot be directly used as the fitness
function due to more constraints. &erefore, this article uses
the penalty function to construct the fitness function.

minF � f + c 
m

k

max 0, gk(  
2

+ max 0, hk(  
2

 ,

gk � 
n

i�1
xkiwi − ykWk,

hk � 
n

i�1
xkivi − ykVk,

(14)

where c is the penalty factor.
&e optimisation process of the Wolf Pack algorithm is a

maximum value problem, so a further transformation has to
be performed to obtain the optimisation fitness function of
the Wolf Pack algorithm.

maxFit(F) � −F. (15)

5. Experimental Results and Analysis

5.1. Experimental Environment and Setup. In order to verify
the effectiveness of a multi-vehicle, multi-cargo dispensing
model based on the improved Wolf Pack algorithm, sim-
ulation tests were carried out using MATLAB.&e hardware
and software environments associated with the experiments
are shown in Table 1. In addition, all experiments involved in
this study were carried out in the same hardware and
software environment. &e parameter settings for the im-
proved Wolf Pack algorithm during the experiments are
shown in Table 2.

5.2. Typical Test Function Verification. Five typical contin-
uous complexity functions are selected to verify the effec-
tiveness and feasibility of the proposed improved wolf pack
algorithm and to compare it with the traditional wolf pack
algorithm.

Supplier A1

Supplier A2

Supplier An

User B1

User B1

User B1

Collect Storage Allocate Vehicle
assembly

Figure 3: General description of the cargo dispensing problem.
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F1 � x
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1 + x

2
2, −5≤ xi ≤ 5, i � 1, 2,

F2 � 100 x
2
1 − x2 

2
+ 1 − x1( 

2
, −2.048≤ xi ≤ 2.048, i � 1, 2,

F3 � 1 + x1 + x2 + 1( 
2 19 − 14x1 + 3x

2
1 − 14x2 + 6x1x2 + 3x

2
2  ×

30 + 2x1 − 3x2( 
2 18 − 32x1 + 12x

2
1 + 48x2 − 36x1x2 + 27x

2
2  , −2≤xi ≤ 2, i � 1, 2,

F4 � 4 − 2.1x
2
1 +

1
3
x
4
1 x

2
1 + x1x2 + −4 + 4x

2
2 x

2
2, −3≤ xi ≤ 3, i � 1, 2

F5 � 10 cos 2πx1(  + 10 cos 2πx2(  − x
2
1 − x

2
2 − 20, −5.12≤xi ≤ 5.12, i � 1, 2.

(16)

In order to illustrate the convergence and optimisation
seeking ability of the improved Wolf Pack algorithm in this
article, a comparison was made with the genetic algorithm
and the traditional Wolf Pack algorithm on the above five
test functions. Figure 4 shows the optimisation process
curves of the three algorithms on the test function F1.
Figure 5 shows the optimisation curves of the three algo-
rithms on the test function F2

It can be seen that the genetic algorithm can only
converge to a local optimum. Both the traditional Wolf Pack
algorithm and the improved Wolf Pack algorithm can
converge to the global optimum, while the improved Wolf
Pack algorithm converges faster, indicating that the im-
proved Wolf Pack algorithm in this article can greatly im-
prove the efficiency of the search for the optimum. In order
to further illustrate the optimisation finding ability of the
improved Wolf Pack algorithm in this article, 100 calcula-
tions were carried out for each of the five test functions.
&en, four metrics, the best value, the worst value, the av-
erage value, and the average deviation value (the deviation of
the average value from the theoretical optimum value), were
used to evaluate the results. A comparison of the test
function optimisation results is shown in Table 3.

&e best, worst, and average values show that the so-
lution quality of the improved Wolf Pack algorithm is
significantly better than that of the genetic algorithm and the
traditional Wolf Pack algorithm. &e highest accuracy was
obtained by the improved Wolf Pack algorithm. In terms of
the average deviation value, the improved wolf pack

algorithm has the smallest value, that is the smallest dif-
ference from the theoretical optimum.

&e global search capability of the three algorithms was
then judged by the number of convergences. A comparison
of the convergence results on the five test functions is shown
in Table 4. &e maximum number of evolutionary gener-
ations was set to 1000. 100 tests were performed for each
algorithm. &e convergence accuracy was 10−3. &ese al-
gorithms were considered to have reached the convergence
condition when the difference between the optimised value
and the theoretical optimum was less than 10−3.

It can be seen that the improved Wolf Pack algorithm
converges 100 times on all five test functions, indicating that
it is able to achieve global convergence with 100% proba-
bility, that is it is more stable. &e genetic algorithm has the
worst convergence, with only 4 out of 100 experimental tests,
indicating that it is prone to fall into the local extreme value
trap. Compared to the traditional wolf pack algorithm, the
improved wolf pack algorithm takes 40% less time to reach
convergence, indicating that it can converge to the global
optimummore quickly. Overall, the number of convergence
iterations and convergence time of the improved wolf pack
algorithm are the lowest.

5.3. Experimental Cases. Suppose a distribution centre has
20 delivery vehicles with a load and volume of 6 t and 10m3,
respectively. &ere are 42 different types of goods to be
dispensed. &e goods now need to be rationally dispensed

Table 1: Experiment-related software and hardware environment
and parameter settings.

Specification Parameters
Processor Intel Core i7
Memory 8GB
Hard disk 500GB
Operating systems Windows 10 Professional
Programming software MATLAB R2012a

Table 2: Parameter settings for the improvedWolf Pack algorithm.

Parameters Numerical
values

Wolf population 50
Maximum number of iterations 20
Scale factor for Beta wolves 4
Maximum number of wanderings for Beta wolves 20
Number of directions for Beta wolves 4
Distance determination factor 500
Step size factor 1000
Updating the scale factor 6
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Table 3: Comparison of test function optimisation results.

Functions Algorithms Best value Worst value Average Average deviation value

F1
Genetic algorithm 2.15E-05 1.0173 0.1302 0.1302

Traditional Wolf Pack 4.55E-11 1.17E-05 1.65E-07 1.65E-07
Improved Wolf Pack 4.55E-11 4.55E-11 4.55E-11 4.55E-11

F2
Genetic algorithm 8.63E-04 2.8217 0.64209 0.64209

Traditional Wolf Pack 1.08E-10 5.76E-02 2.63E-03 2.63E-03
Improved Wolf Pack 1.01E-10 1.94E-03 2.30E-04 2.30E-04

F3
Genetic algorithm 3.0094 96.9906 19.8777 16.8777

Traditional Wolf Pack 3 3.0002 3 + 7.79E-06 7.79E-06
Improved Wolf Pack 3 3 + 5.63E-09 3 + 1.47E-09 1.47E-09

F4
Genetic algorithm −1.03068005 −0.122028 −0.754928 0.2767

Traditional Wolf Pack −1.03162779 −0.999872 −1.0276737 3.95E-03
Improved Wolf Pack −1.03162779 −1.03153801 −1.03161098 1.70E-05

F5
Genetic algorithm −1.0174 −12.6704 −4.9979 4.9979

Traditional Wolf Pack −9.46E-09 −1.2372 −0.1319 0.1319
Improved Wolf Pack −9.46E-09 −9.46E-09 −9.46E-09 9.46E-09
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Figure 4: Optimisation curve for the F1 function.
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Figure 5: Optimisation curve for the F2 function.
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and the minimum number of vehicles to be used are re-
quired. &e numbers, weights, and volumes of all goods are
shown in Table 5.

&e experiment was carried out for 40 calculations. Both
the conventional Wolf Pack algorithm and the modified
Wolf Pack algorithm yielded an optimal solution of 12 after
40 calculations, which indicates that a minimum of 12 ve-
hicles are required. An optimal dispensing solution is shown
in Table 6.

When using the improved particle swarm algorithm
(IPSO) to solve the same multi-vehicle, multi-goods dis-
pensing problem, the best value is 13 in 35 out of 40 op-
erations and the worst value is 16. When using the improved
genetic algorithm (IGA) to solve the same vehicle dispensing
problem, the best value is 13 in 36 out of 40 operations and
the worst value is 17. &e results of the different algorithms
are compared in Table 7 and Figure 6. It can be seen that the
improved Wolf Pack algorithm has better optimisation

Table 5: Number, weight, and volume of goods.

No. Weight/t Volume/m3 No. Weight/t Volume/m3 No. Weight/t Volume/m3

1 1.221 1.05 15 1.040 2.60 29 1.102 2.46
2 1.156 1.98 16 0.805 1.23 30 2.041 2.20
3 0.700 2.00 17 1.220 0.65 31 1.900 2.80
4 1.243 3.14 18 1.000 2.40 32 2.400 3.20
3 1.600 2.86 19 1.782 0.87 33 1.029 3.00
6 1.612 2.17 20 1.100 1.54 34 3.000 1.20
7 2.300 4.80 21 1.030 5.60 35 1.840 1.20
8 1.930 5.20 22 0.730 4.40 36 1.796 3.89
9 1.850 2.30 23 1.030 1.80 37 2.650 1.01
10 1.900 3.80 24 2.430 3.80 38 1.975 123
11 1.120 2.00 25 1.520 4.00 39 0.800 1.00
12 1.431 4.02 26 1.890 5.46 40 1.100 3.20
13 0.600 2.78 27 1.320 3.54 41 1.200 0.80
14 0.306 3.22 28 1.150 1.60 42 2.000 1.10

Table 4: Comparison of convergence results of test functions.

Functions Algorithms Maximum number
of iterations

Minimum number
of iterations

Average number
of iterations

Average
convergence time/s

Number of
convergences

F1

Genetic
algorithm 1000 84 977 9.157 4

Traditional Wolf
Pack 539 11 46 0.539 100

Improved Wolf
Pack 60 7 26 0.304 100

F2

Genetic
algorithm 1000 2 990 9.433 11

Traditional Wolf
Pack 1000 2 442 5.387 61

Improved Wolf
Pack 947 12 219 2.681 100

F3

Genetic
algorithm 1000 1000 1000 9.582 0

Traditional Wolf
Pack 600 23 115 1.419 100

Improved Wolf
Pack 162 21 66 0.823 100

F4

Genetic
algorithm 1000 1 970 9.905 3

Traditional Wolf
Pack 1000 16 256 3.224 78

Improved Wolf
Pack 326 1 52 0.654 100

F5

Genetic
algorithm 1000 1000 1000 9.462 0

Traditional Wolf
Pack 1000 43 293 3.560 89

Improved Wolf
Pack 355 17 104 1.282 100
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capability and better stability in solving multi-vehicle and
multi-goods dispensing problems.

6. Conclusion

In this article, a mathematical model of a multi-vehicle
and multi-goods dispensing problem is established and
constraints are transformed into penalty functions.
Simulation results of five typical test functions show that
the proposed improved wolf pack algorithm achieves
better performance in terms of accuracy and convergence
time. Compared with the traditional Wolf Pack algorithm,
the time required for convergence of the improved Wolf
Pack algorithm is reduced by 40%. &e simulation results

of the logistics case show that the improved Wolf Pack
algorithm has stronger optimising performance and better
stability in solving the multi-vehicle and multi-goods
dispensing problem, thus effectively reducing the number
of vehicles. As the number of vehicles is often limited in
actual logistics distribution, subsequent research will
consider more realistic constraints to further improve the
dispensing model.

Data Availability

&e data that support the findings of this study are available
from the author upon request.

Table 7: Optimisation results.

Algorithms Best value Worst value Probability of best value (%)
IPSO [41] 13 16 87.5
IGA [42] 13 17 90
Wolf Pack algorithm 13 15 100
Improved Wolf Pack algorithm 12 12 100
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Figure 6: Comparison results of the optimising performance.

Table 6: &e solution of dispensing.

Vehicle no. Goods no. Total weight/t Total volume/m3 Load utilisation (%) Volume utilisation (%)
1 22, 23, 30, 35 5.641 9.6 94.02 96
2 1, 4, 7, 41 5.964 9.79 99.4 97.9
5 9, 16, 18, 27 4.975 9.47 82.92 94.7
7 20, 36, 40, 42 5.996 9.73 99.93 97.3
8 6, 14, 28, 33 4.097 9.99 68.28 99.9
9 2, 10, 19, 29 5.94 9.11 99 91.1
12 5, 17, 26 4.71 8.97 78.5 89.7
13 11, 24, 25 5.07 9.8 84.5 98
14 3, 12, 34 5.131 7.22 85.52 72.2
16 8, 32 4.33 8.4 72.17 84
19 21, 37, 38 5.655 7.84 94.25 78.4
20 13, 15, 31, 39 4.34 9.18 72.33 91.8
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�is study aims to analyze the development trends of intelligent device interface improvements, specically the car dashboards, by
applying liquid crystal display technology. �e methodology used in this study is mainly a comparison and analysis of the
improvements that have been made. �e objects in the study were several old version dashboards display instruments that were
compared against the improved version of the LCDs. �is paper analyses the requirements of car operators, with various
prociency for drivers’ information, in enhancing the modern car dashboards displays. Besides, this study further delves into ways
through which instrument interface intelligently can be improved to adapt e�ectively to all kinds of drivers. �is study also
touches on an analytical view of information targeting drivers.�is is a scientic technique to determine the extent of information
needed from drivers in di�erent circumstances by having precise or averaged information about the drivers; it is easier to integrate
this information into the human interface that helps in these modern car operations.�e results of the study show that the current
LCD Dashboards are valuable, accurate, precise user friendly, and improved with integrated ICTpieces of equipment. �is makes
them much better than the older traditional systems of the car dashboards.

1. Introduction

�e methodology used in this study is mainly a comparison
and analysis of the improvements that have been made, to
analyze the development trends of intelligent device inter-
face improvements, specically the car dashboards, by ap-
plying liquid crystal display technology. �is study shows
that current LCD dashboards have been improved by in-
tegrating ICT equipment, which makes them much better
than the old traditional car dashboard systems. �e study
reveals the evolution and improvement of modern vehicle
dashboard display systems.

�e old dashboard display version mainly consisted of
mechanics and several movable parts. �is made it di�cult
for the drivers to handle the cars at times. �e rate at which
the drivers were to multitask to gain full control of these
machines was a daunting task. �e rates of tra�c jams, low
speed, and road crashes were signicantly high. Besides, it
took a long time for one to learn how to manipulate all the

instruments on the car’s dashboard fully. With a relatively
high number of instruments to read, the information pro-
vided by these instruments sometimes failed to re�ect the
real conditions of the car. �ere are signicant steps that
have been taken to improve the ancient dashboards.
Nonetheless, for high e�ciency to be achieved in this hu-
man-machine interface, signicant developments were also
incorporated, both in design and also e�ciency. A milestone
change from mechanical to digital intelligence dashboard
whose contents keep changing was achieved. As demon-
strated by the incorporation of the new displays of LCDs and
the future transparent dashboards, this Human Machine
Interface has more advantages than disadvantages to au-
tomobile Human-computer Interaction and Automobile
Human-machine Interface [1].�e �exibility of applying the
full liquid crystal technology in the dashboard interface in an
automobile is a modern method that is software-dependent
[2] with more knowledge of science and technology across
the globe. Tremendous improvements have been suggested,
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and some implemented on ancient automobile products in
the right direction in the intelligentization of human-
computer interaction. %e principle of this change depends
on the rapid development and application of corresponding
technological advancement, especially in automobile elec-
tronics, automobile human-computer interaction, auto-
mobile, and human-machine interface. It is projected that
several vehicles will fully adopt the liquid crystal display
dashboard in the future [3]. %is will be integrated by the
emergence of varying new dashboard interfaces in the au-
tomobile Human-computer Interaction and Automobile
Human-machine Interface.

Externally, the design of these brand-new interfaces has a
lot of modern development compared to traditional dash-
boards, suggesting a new requirement for design content and
techniques. Besides, there are dynamics in the contents
displayed by the new automobile dashboard interface. %e
displays are variable and diversified-unlike in the traditional
mechanical dashboard in which pointers and scale were
applied as the generation of hardware.%e colors and style of
operation are permanent. Furthermore, the liquid crystal
display dashboard is a combination of a whole screen [3].
%is implies that the kind of pointers, scales, numerals, and
texts are simple images displayed and colors whose styles can
be changed at will. %is helps to meet the demand of dif-
ferent users in different scenarios [2]. It is both entertaining
and interactive. Because of the different functions in the
display, the dashboard can achieve various functions. For
instance, it can display targeted prompts according to
various driving procedures and environmental conditions
that alert the drivers of the required information. %is helps
the drivers in quick decision-making. %e alert system
onboard has been instrumental in helping drivers with poor
vision and hearing problems. %ese warning devices are
pivotal in avoiding accidents [4].

%e dashboard systems are intergraded with images and
audio systems that can be read and heard. %is interactive
design provides advanced options lacking in old vehicle
models. %e other important tool in this category is the
information demand level interface display. It enables the
driver to be flexible, Drivers can make choices promptly, and
it also allows for various styles and content according to their
taste, driving norms, and varied information required [5].
Sometimes challenges are met in due course of imple-
menting this technology.%at is instrument interface cannot
fully work out for all drivers.

For most developers to salvage this situation, analytic
hierarchy processes have been proposed. Besides simple,
effective index weight analysis technique that dwells much
on the new liquid crystal display technology in the intelligent
development procedure of automobiles, this could help
satisfy the drivers’ demand that depends on foregoing
technology [5]. Furthermore, there is a method that helps in
evaluating the demand level of different drivers for varied
types of information during driving. From these reviews, it is
evident that several changes have been in place to improve
the old dashboards to a much better dashboard that is based
on the liquid crystal display. %ere is a possibility of

eradication of the traditional dashboard soon if the LCDs are
made cheap for all vehicle manufacturers.

2. Related Improvements in Human-Machine
Interface Design in Modern Vehicles

Several factors like market demands show advantages of the
improved LCD car dashboards. %e number of cars sold due
to the enhanced dashboards on LCD versions has improved
greatly, as shown in Figure 1, along with the market demand
for LCDs in different parts of the world for different models.
%e stiff competition in the market must, therefore, be
handled technologically. %is is achievable by the intro-
duction of Human Interface Machines, which will be ideal
and unique to attract more customers. Besides, Asian
countries have the best-growing economy among their rivals
worldwide. %e growth in the Asian country’s economy
provides the best business arena and research platform for
improved modern vehicles. %rough market analysis, the
taste for automatic vehicles has taken the day [3],
substituting the old manual fashioned vehicles with im-
proved dashboards such as automobile human-computer
interaction and automobile human-machine interface. %e
need to improve their dashboards and other software-related
interfaces in the current automated vehicles is greatly a good
idea whose time has come [7]. Automated vehicles require a
well-integrated human interface that will reduce risks such
as accidents through a quick grasp of the information played
by the LCD dashboards [8, 9].

%rough the improvements of the displays, errors have
been greatly reduced since most of the information on the
performance of the vehicle is read by machines through a
computerized interface system [10]. For this reason, Asian
countries like China, Japan, and India have greatly con-
tributed to the improvement that is deemed necessary for the
best quality of automobiles they launched in the market. %e
USA and European car manufacturers have not been
underscored in this analysis. %e duos have also tried to
pump financial and human capital to facelift their modern
car production to unmatched standards [5]. I must relate
that Russia, Europe, and America produce some of the most
sophisticated motor vehicles in the modern world. %ey
boast of their skilled manpower, availability of research
funds, and also the staunched willingness to stay aloft among
their competitors.

%ese multifaceted nations have enjoyed producing and
selling cars in almost every niche of automobile transport.
%eir car production cuts across sports, heavy-duty, general
transport, military, media, health education, and research.
By being capable of extensively researching the current
needs, China, America, Russia, Europe, and other stake-
holders have played a pivotal role in modernizing their cars
[11]. %eir industries began by building manual vehicles
with too manymechanical systems of display like the pointer
speedometer and the oil gauge. %ese mechanical parts
dashboards, with instruments having movable parts, were
prone to mechanical breakdown [3]. %ey also had a short
life with low work efficiency. %e modern (improved car
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dashboards) depend on minimal movable parts. Most of the
display mechanisms are electronic-based, and their effi-
ciency is highly improved. Quick readings can be taken at a
glance.%is reduces the energy spent by the drivers to obtain
vital information like engine speed on their car dashboards.

Asian countries have contributed to the development
and production of motor cars since the early 1980s.
Countries such as Japan, India, China, and Russia are well-
known champions of the automobile industry. Due to the
growing automobile market, Asian countries have continued
to remain relevant in the market to level their production
against the USA (Ford), European (British Motor Works)
countries, and other parts of the world. %e backbone of the
economy of these Asian countries is greatly dependent on
motor vehicle assembly. Nonetheless, other Asian countries
like India and China also offer favorable competition in the
manufacture of vehicles in their regions. India produces a
good number of its TATA brand vehicles in various models
[12]. %e market for cars and other heavy-duty automobiles
has speedily increased. %is is because cars are considered
lucrative goods worldwide [3].With the adoption of this new
LCD technology, the dashboard interface design has a lot of
importance, aimed to improve, convince, create comfort-
ability, and even lessen driving rules [2]. By doing this, the
safety of the drivers and general users is tremendously
improved before creating any Human Machine Interface.

Since the advent of the first modern (i.e., digital) au-
tomotive display, designers and manufacturers have made
significant progress in improving image quality and en-
hancing device durability [13], facilitating the development
of modern automotive HMI designs. Takatoh et al. proposed
a new type of optical device with variable transmittance
based on the incident angle direction. %ese devices consist
of two liquid crystal devices (LCDs) with a half-wave plate
between them, a wide range of transmittances was obtained
because no polarizer was used [14]. Yoon et al. [15] proposed

a homogeneously aligned liquid crystal device in which the
liquid crystal director does tilt as well as twist deformation in
a confined area by both vertical- and fringe-electric fields,
exhibiting about two times faster decay response time than
that of conventional FFS mode with suppressed luminance
in the upward direction. In the vehicle display field, the
brightness of the backlight is almost more than 10000 cd/m2,
which may enlarge small defects in the display screen to
impact display quality. As black uniformity is a crucial
characteristic of image quality, Hua et al. [16] reduced the
interference stress by controlling the flatness of the backlight
and the metal frame, optimizing the design of the buffer
strip, and reducing the bending stress by optimizing the
structure and shape.%e black uniformity of the module was
improved by more than 80%. Wang et al. [17] designed a
programmable digital power supply TFT liquid crystal
display (LCD) screen touch display system based on
STM32F7, the system has a clear display effect and fast
control response.

3. Research Methodology and Design

3.1. Comparison and Analysis of the Improvements. %e re-
search methods were mainly a comparison between old
traditional dashboards and modern LCD-based ones. %e
comparison offered a reflection of the tremendous work
done to achieve the current dashboard displays. %e pop-
ularity of LCDs is due to the high-tech Displays, Customized
information, and the true reflection of Information Tech-
nology in the application of these great Human Machine
interface tools. Up to now, it is premature to conclude that
the development is fully done. Nonetheless, the LCD
dashboards have a shred of clear evidence to capture the
attention of all automobile manufacturers. %is technology
has proven important due to its unlimited advantages.
Factors such as the orientation of the car and the global
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Figure 1: Market demand for LCDs in different parts of the world for different models [6].
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positioning of the vehicles can easily be obtained on an LCD
dashboard [18]. %e major types of designs available in the
market include mechanical meters with LCD Displays, pure
mechanical meters, and all LCD.

Furthermore, %e LCDs are available in different sizes
and measurements, ranging from 4.3 inches to 12.3 inches,
depending on their purpose. Wide choices and preferences
are well taken care of. %e improved versions of car dash-
boards are integrated with LCDs. %e drivers can read the
engine temperature, fuel gauge, and speedometer quite easily
[19]. %e application of computers to program the LCDs is
also catered to in the new design. %is has also enabled the
connection of the current dashboards with wireless devices
and even the Internet. %e introduction of the touch smart
LCDs is also an integral improvement on the car dashboards.
%e touch screens are easily operated since they don’t re-
quire many complex mechanical systems. %e comparison
between the traditional and current LCD-based dashboards
is demonstrated in Table 1.

%e improved versions of car dashboards are integrated
with LCDs. %e application of computers to program the
LCDs is also catered to in the new design. %is has also
enabled the connection of the current dashboards with
wireless devices and even the Internet.

Among the cars that have adopted the incorporation of
the LCDs fully on their dashboard is the EcoJet car. %is car
runs on a 650-horsepower run by biodiesel fuel. %e display
is a two-screen mounted on the front part (dashboard). %is
car entirely depends on the improved dashboard display,
which provides basic information about the general state of
the vehicle. Microsoft Windows Vista runs the LCDs for the
multimedia and navigation control systems. %is gives the
car an enhanced ability of word processors and the web on
the same dashboard. %e rare views are also taken care of.
%e screen can successfully display the rear part of the car,
and this display is connected to the camera.%e dashboard is
quite fascinating and entertaining. %e LCDs are fully touch
mart enabled. %e audio system of this car is embedded with
high graphics that can also recognize speech through a series
of microphones onboard. %is car is a postulation of future
vehicles that will fully rely on the improved LCDs. %e car
borrows a lot of design from the jet airplane. %e use of
LCDs is not only limited to car displays but general auto-
motive-like high-speed railways [20].

3.2. Evaluation of the Requirements of Car Operators. %e
operators require displays that can multitask, as shown in
Figure 2. %e need to display numerous information at once

is among the choices and preferences of the current drivers.
User-friendliness, entertainment, and beauty are the eval-
uated factors that the driver requires in their modern LCD
dashboards.

3.3. EvaluationofDashboard Interface inAutomobiles. In the
early ages (from 1940s to 1960s) of car manufacturing by
American companies, the dashboard was less readable. %e
instruments were chrome-laden and with transparent plastic
covers, which at that time were seen as the best methods and
styles. %e reflection on the chrome surfaces, especially from
the sunlight, could even make it difficult for the drivers to
take correct readings. %is trend continued until the 1980s
when wood and chrome were still ramp-ant on building the
dashboard displays. Most of the improvements were made in
Europe and the Asian-based car manufacturing companies.
%e dashboards started looking attractive with increased
research tomake them lookmuch better by these companies.
In the wake of the inception of LEDs, LCDs integration in
the electronic arena and the possible displays were then
made.%e current automakers have gone far beyond this age
within 20 years. %e LEDs and, ultimately, the LCDs have
taken the subject of discussion in-car dashboard displays.
With the ability to convert the mechanical motion into
electrical signals and then into the screens through computer
programming, the car displays are much better. %e car
dashboard displays as major Human Machine Interface
increases by adding stylish modern technology in the dis-
plays of these machines, as shown in Figure 2 Full inter-
changeable LCD Dashboard touch smart enabled. %e other
models of car that included the LCDs on their dashboards
were the Audi Quattro. %is was a sports car in the early
1990s. %e LDC displays in these cars were simpler than the
current full liquid crystal displays. %e analog systems were
reduced in this model in 1991.

Several companies have even gone a notch higher to
incorporate the fuel economy gauges in a cluster of some
vehicles, e.g., Honda, Mercedes, and British Motor work for
companies. %is fuel gauge helps in real-time monitoring of
these vehicles’ fuel consumption, as shown in Figure 3.
Further, engine real-time and even mileage readings have
been developed in the 2010s to improve the awareness of the
drivers on the car performance. %ese transitions from the
ammeters to voltmeters and finally, proper gauges have been
developed and improved through the integration of the
LCDs and the computer software, as demonstrated in Fig-
ure 4. %ese developments and further improvements have
taken time to complete the evolution. With speculations and

Table 1: Comparison between the traditional and the current LCD-based dashboards.

Old car dashboards LCD car dashboards
Had several mechanical parts Few mechanical parts
Consumed more electrical power Consumed less electrical power
Had limited functions More functions and quite flexible
Manual operations Dependable on programming
Difficult to operate required more attention Easy to operate requires less attention
Time-consuming to repair and overhaul Little time for repair and maintenance
Could not be linked to wireless devices, and the Internet It can be linked to wireless devices like the Internet
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research which is still on to better the dashboard systems,
more is yet to be achieved. Car tracking systems have been
made possible by this new technology.

Along with influencing factors like the competition for
the market, this study also offers a succinct and compre-
hensive knowledge of the facets like the future of these
current developments in the automobile industry [11].
Capturing areas like the market growth for the improved
human-machine interface profoundly delves into the crystal
liquid display dashboards. Full liquid crystal technology in
the dashboard interface in an automobile has a benefit for
both the car developers and the car users [5]. %e developers
are earning cash from their skills and ideas by developing
better equipment like the liquid crystal technology in the
automobile dashboard interface. Furthermore, car drivers
get quality services offered by the designed interfaces while
driving, as demonstrated in Figure 3. %is is a win-win
situation for both the equipment vendors and consumers.

%e LCDs in the car display come with various values
and functions. Some of the improved display systems help
tell the distance between the driver’s car and the next car in
front. %e distances to be estimated by the driver’s car can
also be adjusted to varied abilities, which helps drivers with
high-speed cars to keep safe distances from cars [23]. It
avoids accidents since the car drivers can slow down at
convenient distances and times, even at sharp bends.
Drivers with poor vision have also benefitted from this
improved dashboard display [11]. To safely drive, the
drivers get the exact distance between the two cars even
under poor visibility brought about by the weather. Some of
the improved version of these displays is shown below in
Figure 5.

LCDs are designed such that their function shifts, the
improvement here is that the screen can display some in-
formation discretely or as set by the driver, and some sit-
uations prompt reverse driving. %e strain to turn while the
drivers sit to view the back of the car during reverse has also
been catered for [24]. %e above model LCD is designed in
such a manner that during reverse, the display picks the back
view movement of the vehicle through some camera at the
back. %is aids the drivers in making smooth turns by
avoiding hitting objects. In modern urban areas, parking a
car in front of schools, offices, Walmarts, and even super-
markets has faced a high number of cars with little or no
space for parking. It becomes difficult for the lucky ones who
get parking spaces again to unpark the car and get to the road
[25]. %e emergence of this improved version of the Human
Machine Interface provided back the vision of the car during

Figure 2: Full interchangeable LCD dashboard touch smart enabled [12].

Figure 3: A color-coded fuel economy is not only beautiful but also
easy to read: left photo, right column photo [21].
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reverse. %e drivers find it easier to get the car safely in
reverse mode. %e improved display is shown below in
Figure 6 and Figure 7 during usage.

%e application of the above LCDs has dramatically
improved the efficiency of the current drivers.%e need to be
increasingly dependable. %e interfaces act as an aid to
humans both for safety and accuracy. It is not a matter of
production, but the main issue is producing quality at speed.
It is equally imperative to highlight the improvements in the
design of the LCDs. %rough active projects, there are
several designs of programmable LCDs [27]. %rough these
designs, they significantly employ the instrument cluster as
an important element of the safety automobiles’ passive
safety channel and systems [28]. %is state of art invention
shows the driver the situation of the car through some
signals. %e energy distribution in the car LCDs is also
shown below in Figure 8.

%e warnings are informed of collision warnings, terrain
warnings and portholes, vision and audio support, parking
aids, and even adoptive speed controls. %ere are several
eventualities that prompt signal warnings on the dashboard
of a car [29]. Moreover, the car dashboard display systems
are smaller to cater to all warnings. %erefore, multitasking
designs are integrated into the crystal display system that
allows the car to sendmore than one warning per instrument
[30]. %is design chiefly helps to create more useful gadgets
for a small area in the car dashboard. Another important
improvement is the incorporation of an integrated

instruments cluster, which has more areas to exploit in terms
of visual space [31].

%e runtime configurations and flexibility are the key
priorities that make these designs important too. %is en-
sures that the driver can make changes due to the prevailing
conditions of the road (Bellotti et al.). It is quite clear that the
designs play a key role in the adoption of this Human
Machine Interface in the motor car industry. %ese adorable
communications tools have made driving more desirable
and enjoyable, as they limit the energy and tasks of the
driver. %ese communication tools are equally imperative in
line with safety and containment. %e best part is the ex-
istence of research to improve the improved designs through
lab road tests [32].
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Figure 4: A computerized LCD with android operating systems [22].

Figure 5: Distance gauge Integrated into the car windscreen for
easy reading [4].

Figure 6: Night vision aid LCD [4].

Figure 7: Reverse assistance LCD [26].
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%e car developers may choose a number of these OS,
depending on the requirements of the display systems.
Besides, these operating systems also make it possible to
bring plug-and-play and wireless devices into the car.
Bluetooth, Wi-Fi, and Ethernet can be connected with the
LCDs courtesy of the computer science contributions [33].
%e computerized display system also helps link the car to
the outside world through the Internet. Connecting the
dashboards to the 3G and 4G is possible if the dashboard is
compliant [34]. %is means that the integration of the
Operating System dependent LCDs is not only for the
beautiful graphical but also a research and interlinking tool
altogether. Every opportunity has got a challenge. Despite
the praises hipped on the Human Machine Interface, several
challenges such as space and overheating in the dashboards
due to the circuit boards of these LCDs are the challenges
that continue to face their use [29].%e cars and the software
developers have endeavored to develop and harmonize both
software and hardware that are complacent, small size, and
efficient car dashboard LCDs. %is technical problem has
derailed the full adoption of all LCDs in the current vehicles.

4. Discussion

All this improvement can be achieved through the following
techniques: first and foremost, for this behavioral dashboard
interface intelligent to be implemented in automobiles,
checking the driving conditions is Key [5]. %is can be done
by analyzing the driver’s behavior, and installing all kinds of
sensors should be fully implemented; secondly, choosing
and deciding which information should be fed onboard
computers based on a designer framework adhering to rules
and standards. And finally, the information displayed on the
dashboard interface should be a man based on the decision-
making results.

From the above analysis, the improved car displays by
application of the LCDs have indeed brought a turnaround
in the automobile industry. %ese improvements aim to
make the use of modern cars as easy as possible. Besides, the
development in information technology has equally boosted
the Human-machine Interface Systems like an entire LCD
car dashboard [12]. In as much as the technology may face
challenges in the application. %ere are many advantages
attached to it in the end. %is ranges from accuracy to the

safety of the road users and the drivers [11]. %e fully LCD
dashboard was only typical in the luxurious cars that
dominated the global market. It is good news to realize that
through research, cheap cars are also embarking on adopting
all LCD dashboard systems, which shows a milestone im-
provement that has taken place since the inception of the
LCDs [6]. Some challenges come with every bit of tech-
nology. For instance, cars that are computer-dependent are
also liable for hacking. Cyber-attacks are currently a menace
in every sector like health, finance, transport, and com-
munication. With the advent of this crime, it is pretty
challenging to develop dashboards that are computer de-
pendable but free from cyber-attack risks. Taxi companies
like UBER face technical and crime problems. Another
upcoming challenge that drags behind the implementation
of the LCD Car dashboards is the maintenance cost that they
come. For a long time in history, the development of LCDs
has depended on a better research foundation, which calls
for funds for starting and maintaining the automakers that
integrate the computer and LCD display in their
automobiles.

%is Human Machine Interface has also improved and
speeded up future designs of the expected cars that will be
electric and solar energy-dependent. It is also pivotal to
acknowledge the roles played by the computer technicians in
integrating all LCDs in the car display system through their
scientific knowledge and unwavering spirit of the invention.
%ey have made it possible to coalesce computer science and
mechanical science to come up with a human-machine
interface [29]. Besides, it is pivotal to note that the core of the
LCD dashboard displays has been immensely improved
through software development in computer science. %e
backbone of clear communication between LCDs, the car,
and humans lie in the operating system, which is computer
software. QNX, WinCE, Android, Linux, and Windows
operating systems have made it possible to develop the LCD
car dashboards display [34]. %ese operating systems greatly
assist in programmable LCDs.

As the terminal information gate of the IoTera, the LCD
devices will also extend to the smart area, which is the in-
telligent display. On the one hand, the display effect will
reach the real world and achieve “zero error output.” On the
other hand, the display equipment can detective the emo-
tional state of human beings and automatically switch the

Figure 8: Consumption and energy monitor of a modern improved car (generation Toyota Prius, 2010).
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information they present in real-time according to their
wishes, and then realize “human-machine interaction” [35].

LCD has many advantages and is the main development
direction. However, physical interaction is considered the
most reliable and efficient [36, 37]. LCD is susceptible to
environmental factors, resulting in unstable performance
[37]. With the improvement of technology, these problems
will eventually be overcome, and the LCD industry will
further develop and play an essential role in human-com-
puter interaction.

5. Conclusion

%is study shows that the current LCD dashboards are
valuable, accurate, precise user friendly, and improved with
integrated ICT equipment. %is makes them much better
than the older traditional systems of the car dashboards. %e
result indicates the availability of several improved versions
of the car dashboards integrated with LCDs. %e application
of computers to program the LCDs is also catered to in the
new design. %is has also enabled the connection of the
current dashboards with wireless devices and even the In-
ternet. %erefore, the study reveals the evolution and im-
provements in the modern car dashboard display systems.

%is work focuses on the published liquid crystal display
technology, studies the development trend of smart device
interface improvement, how to apply the still researched and
unpublished liquid crystal display technology into smart
devices, achieving high human-computer interaction effi-
ciency and accuracy requires other researchers to investigate
further. In recent years, the popularity of keywords such as
human-vehicle interaction and autonomous driving has
continued to increase, and liquid crystal technology, human-
computer interaction technology, sensors, and information
technology have continued to develop. %ese all provide
research opportunities for researchers.%is work is expected
to offer broad prospects for future research and help re-
searchers discover potential opportunities for human-ve-
hicle interactions.
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�e development of the urban economy and the e�ect of linkage radiation are inseparable from the urban transportation system’s
e�cient operation. In the context of the new era, environmental pollution caused by economic development has gradually become
an invisible killer that endangers human health and the atmospheric environment. It is a pillar industry of economic development,
a key part of urban infrastructure construction, and a necessary guarantee for urban residents to travel and live, and it is important
to develop a low-carbon, environmental-friendly, energy-saving, and emission-reduction potential for urban transportation
systems. On the basis of a large number of literature research, this paper attempts to establish the role of an urban rail transit
system in energy conservation and emission reduction in three aspects: residents’ travel behavior, ground transportation op-
eration, and low carbon, energy conservation, and reduced emission under the in�uence of the urban rail transit system. Based on
the temporal and spatial distribution characteristics of urban rail transit passenger �ow, a relatively complete energy-saving and
emission-reduction evaluation model is established. �rough case analysis, it is veri�ed that the model can e�ectively evaluate the
e�ect of energy saving and emission reduction under di�erent rail transit settings and its spatial and temporal distribution
characteristics, and provides ideas and technical guidance for multidimensional quantitative analysis of urban rail transit carbon
environmental protection, energy conservation, and emission reduction.

1. Introduction

�e rapid development of urban economy and scale has
brought earth-shaking changes to people’s lives. However, at
the same time, this leap-forward development process that
exceeds the speed of perfecting urban supporting facilities
alsomakes people pay a corresponding price. Environmental
pollution and energy consumption are increasingly threat-
ening the living environment of human beings and the
realization of sustainable urban development goals. “Energy
saving and emission reduction” has become a huge challenge
faced by all �elds worldwide. As the pillar industry of urban
economic development, the urban transportation system is a
key part of urban infrastructure construction, and a

necessary guarantee for urban residents to travel and live,
energy conservation and emission reduction for the urban
transportation system is imperative.

As one of the most important public travel tools in the
modern urban transportation system, urban rail transit is a
breakthrough to achieve energy conservation, reduced
emission, and sustainable development. Compared with the
traditional ground transportation mode, urban rail transit,
as a large-capacity passenger vehicle driven by electric en-
ergy, has developed rapidly in major cities around the world
in recent years due to its advantages of low pollution and low
energy consumption. Considering the problems faced by the
sustainable development of the urban transportation system,
it is the key to carry out the energy-saving and emission-
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reduction strategy of the urban transportation system. Since
the passenger flow of urban rail transit is complex and has
significant spatial and temporal distribution characteristics,
its energy-saving and emission-reduction effects will have
corresponding spatial and temporal differences due to the
size of the passenger flow. )e mechanism of action has not
been fully considered and explored, and there are certain
limitations in the application of the model.

)erefore, this paper will make up for the insufficiency of
the traditional evaluation model in the analysis of the action
mechanism, analyze its energy-saving and emission-re-
duction action mechanism through the multidimensional
influence of the urban rail transit system, build a more
reasonable quantitative evaluation method for the energy-
saving and emission-reduction effect, and provide technical
support and theoretical basis for the implementation of
emission-reduction strategies.

2. Related Work

With the continuous deterioration of urban rail transit
pollution around the world, researchers in the field of en-
vironmental engineering aim to establish regional emission
inventories, which are represented by MOBILE [1],
COPERT [2], and HBEFA [3]. )e research shows [4] that
this will lead to the emission measurement results being
about 30% higher than the actual emission level, but the
construction idea of the MOBILE model has reference
significance for the development of the emission model. At
this stage, similar modeling ideas are adopted in the widely
used urban rail transit energy conservation and emission-
reduction evaluation models, that is, by establishing urban
transit system scenarios with or without rail, comparing rail
transit and rail transit alternative modes of transportation
and the emission difference between the two, and then
drawing the conclusion of rail transit energy saving and
emission reduction. Sostenibile et al. [5] believe that the
essential reason for urban rail energy saving and emission
reduction is to effectively reduce the per capita emission
intensity to achieve the purpose of energy saving and
emission reduction. Hodges et al. [6] compared the per
capita CO2 emission factors of different transportation ve-
hicles and found that there is a certain multiple relationship
between different transportation vehicles and unit emission
factors. Obviously, only the per capita emission intensity of
different transportation modes cannot reflect the impact of
the complexity of transportation on its emission results.
)erefore, Wang et al. [7] established a city-level compre-
hensive transportation emission model, combined with
urban rail transit passenger flow data and average haul
distance data to compare the differences in emissions of
different modes of transport with macro emissions. )e
problem with the above model is that its focus is on the
emission of urban rail transit, and it cannot truly quanti-
tatively evaluate the emission reduction of urban rail transit.

)erefore, analyzing the quantitative substitution rela-
tionship between urban rail transit and other modes of
transportation is a solution to break through this bottleneck.
)e model estimation method of the emission impact after

returning the passenger flow to the original travel mode is
simple and easy to implement [8, 9], but it is unreasonable to
summarize the emission factors under all conditions only
with a single comprehensive emission factor value. Based on
Chen et al. [10], the abovemodel is optimized, and themodel
solves the shortcomings of the original model to a certain
extent. In recent years, with the increase in the proportion of
environmental indicators in urban transportation planning
schemes, the research on the evaluation model of urban rail
transit energy conservation and emission reduction has also
introduced a traffic demand forecast model, which provides
a basis for the construction of urban rail transit energy
conservation and emission-reduction models and new ideas
[11, 12].

)e study found that most scholars have discussed and
analyzed the evaluation model of urban rail transit energy
conservation and emission reduction, and established ef-
fective research models from different perspectives; how-
ever, there is a lack of full consideration and exploration of
the mechanism of urban rail transit energy conservation and
emission reduction; there are certain limitations in con-
sidering the model application scenarios. )e passenger flow
of urban rail transit is complex and has significant spatial
and temporal distribution characteristics. )erefore, it
should be noted that there are corresponding spatial and
temporal differences in its energy-saving and emission-re-
duction effects. Regarding this point, no scholars have yet
found a multidimensional analysis of the energy-saving and
emission-reduction mechanism of urban rail transit systems
to form a more comprehensive and reasonable quantitative
evaluation method for energy-saving and emission-reduc-
tion effects.

3. Related Theories

3.1. Multidimensional Influence Relationship between Urban
Rail Transit and Urban Transportation System. )e research
goal of this paper was to quantitatively evaluate and explore
the energy-saving and emission-reduction effects of urban
rail transit on the urban transportation system to which it
belongs. )erefore, the impact of the construction and
operation of urban rail transit on the urban transportation
system is the entry point for the analysis of its energy-saving
and emission-reduction mechanism. Based on the research
of the previous part, the urban transportation system is a
complex system composed of people, vehicles, and roads,
and the impact of urban rail transit on the system is shown in
Figure 1, including the travel behavior of travelers, the
transfer of transportation modes, and ground transportation
running changes.

3.2. Characteristics of Urban Rail Transit Passenger Flow
Transfer. In the process of the subway network gradually,
the attraction degree of urban rail transit to passenger flow is
mainly related to the nature of land use along the line and the
service level of replacing buses. With the increase in de-
velopment intensity, residential area density, and population
density along the line, the passenger flowwill increase, which
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will also promote the growth of the passenger flow in the
original section.

)e passenger flow of urban rail transit generally in-
cludes three parts: trend passenger flow, transfer passenger
flow, and induced passenger flow [13].

3.2.1. Trend Passenger Flow. Trend passenger flow refers to
the normal growth of the passenger flow at rail stations and
along the line.

3.2.2. Transfer Passenger Flow. Diverted passenger flow
refers to the passenger flow that is attracted and transferred
to urban rail transit by other modes of transportation, and
this part of the passenger flow is usually caused by com-
petition between modes of transportation. A small part of
the diverted passenger flow comes from private cars and
taxis, while most of them come from regular bus and bicycle
trips.

3.2.3. Induced Passenger Flow. Induced passenger flow
means that with the rapid construction and operation of
urban rail transit lines, land development and population
agglomeration along the lines are promoted, the accessibility
between different areas of the city is improved, the city’s
subway service level is improved, and residents’ travel in-
tensity is increased, thereby increasing traffic.

3.3. InfluencingFactors ofEmissionMeasurement in theUrban
RailTransitEmissionModel. )is paper will refer to Xie et al.
[14] to establish the link between ground transportation
operation data and emission measurement results to analyze
the mechanism of energy conservation and emission re-
duction. )e established urban road traffic emission model
shows that the calculation of ground traffic emissions is
shown in formulas (1) and (2):

Emissioni,j
� EFi,v × VKTi,j, (1)

Emissionnet � 
i


j

Emissioni,j
,

(2)

Emissioni,j
represents emissions of vehicle i on road segment j

(g); Emissionnet represents total emissions from the road
network (g); EFi,v represents the emission factor for model i

at speed v (g/km); VKTi,j represents the vehicle mileage of
vehicle type i on road j (pcu·km); i, j, v represent the model,
road segment, and speed, respectively.

According to the calculation formula of the transportation
emission model shown above, it can be found that the
emission factor and VKT are two important components of
the roadnetwork emissionmeasurement, and they are also the
factors that directly affect the emission measurement results.

3.3.1. Relationship between Emission Factor and Speed
Change. )e emission factor is defined as the amount of
emissions produced by amotor vehicle per unit mileage, which
is composed of the distribution of vehicle driving conditions
and the emission rate as shown in the following formula:

EFi,v �
 VSP Dsitribution × ERi

v
, (3)

where VSPDsitribution represents the vehicle driving
condition distribution based on VSP characterization; ERi

represents the emission rate of model i (g/s); v is the average
speed (km/m).

From the calculation formula of the emission factor, it
can be found that different vehicle types have different
emission factor values at different average driving speeds.
)erefore, the emission factor is characterized by a distri-
bution curve that changes with speed as shown in Figure 2.
)e emission factor gradually decreases with the increase in
speed, and the emission factor value in the low-speed range
is much larger than that in the high-speed range; from the
perspective of the relationship between the emission factor
and the vehicle model, the emission factor curves of different
models have obvious differences with the speed. )e low-
speed interval is more significant. At the same speed, the
emission factor of buses is the largest, followed by social
vehicles, and the emission factor of taxis is the smallest.

3.3.2. "e Relationship between VKT and Road Flow
Calculation. VKT (vehicle kilometer traveled) is the number
of kilometers traveled by motor vehicles, which reflects the

2000
1800
1600
1400
1200
1000

800
600
400
200

0

CO
2 em

iss
io

n 
fa

ct
or

 (g
/k

m
)

0 4 8 12 16 20 2824 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92

bus
Private car
taxi

speed (km/h)

Figure 2: CO2 emission factor variation curve of different vehicle
models with speed.

Urban Rail Transit

people

car

Road

travel behavior

way transfer

ground transportation 
operations

urban transportation system

?

Energy conservation

Figure 1: Multidimensional influence of urban rail transit on the
urban transportation system.

Scientific Programming 3



traffic activity level of motor vehicles. It is multiplied by the
emission factor to obtain the total emission and emission
inventory. It is a key parameter for the coupling of the traffic
model and the emission model. )e calculation method is
shown in the following formula:

VKTi,j � qj ∗pi,j ∗ lj, (4)

where VKTi,j represents the vehicle mileage of vehicle type i
on road j (pcu·km) qj represents the traffic flow on road
segment j (pcu); pi,j represents the proportion of traffic of
vehicle i on road j to the total traffic; lj is the length of road
segment j (km).

It can be found that VKTis composed of three parts: road
traffic volume, road length, and vehicle model ratio. )ere-
fore, there is a linear positive correlation calculation rela-
tionship betweenVKTand roadflow; that is, when the ratio of
road and vehiclemodels is determined, the greater the flow of
the road is, the greater the calculation result ofVKTis, and the
greater the final discharge result of the road is.

3.4. Mechanism and Distribution Characteristics of Low
Carbon, Environmental Protection, Energy Saving, and
Emission Reduction in Urban Rail Transit

3.4.1. Mechanism of Action. )is study summarizes the
mechanism of energy saving and emission reduction of
urban rail transit based on the corresponding literature

[14–22], as shown in Figure 3. It can be found that the
mechanism of energy saving and emission reduction of
urban rail transit is relatively complex, which is the result
of comprehensively considering the multidimensional
impact of urban rail transit on the urban transportation
system.

)e direct reason for energy saving and emission re-
duction of urban rail transit lies in its impact on the “road”
dimension of the urban transportation system. )e opening
and operation of urban rail transit lines share the traffic
pressure in the area where the line radiates, and part of the
ground transportation travel demand is transferred to urban
rail transit. )e traffic flow on the ground is reduced, and the
traffic operation in the surrounding area of the line is
improved.

)e fundamental reason for urban rail transit energy
conservation and emission reduction lies in its impact on the
two dimensions of “people” and “vehicles” in the urban
transportation system. Urban rail transit lines affect the
travel behavior of travelers on the line, and on the one hand,
some people originally travel on different grounds. Pas-
sengers who have completed their trips by means of
transportation are transferred to the subway, and on the
other hand, it has induced some travelers to generate new
travel needs. It can be found that the impact of urban rail
transit on the two dimensions of “people” and “vehicles” is
also the reason for the formation of urban rail transit
passenger flow.
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3.4.2. Spatial and Temporal Distribution Characteristics of
Passenger Flow. Using the urban rail transit AFC (automatic
fare collection system), that is, the automatic fare collection
system swiping data to analyze the spatiotemporal distri-
bution characteristics of urban rail transit passenger flow, it
has the following characteristics.

(1) Imbalance. In the lines or stations of the urban rail transit
system, there is a specific phenomenon of the mismatch
between the supply of transport capacity and the demand for
passenger flow in time, space, and direction. With the
formation of the rail transit network, the share of rail transit
in urban public transport has gradually increased. )e main
purpose of travel for passengers is commuting. People who
work and go to school take the subway at a fixed time every
day. )erefore, in terms of the rail transit network, within
one day, the fluctuating state of the passenger flow of the
railway shows the unbalanced characteristics of two peaks in
the morning and evening, and the time distribution of rail
transit passenger flow in and out of the station is shown in
Figure 4.

(2) Travel periodicity. In the urban rail transit system, the
passenger flow presents a periodic change in a fixed period of
time. Since the commuter passenger flow accounts for a large
proportion of the daily passenger flow, and its work cycle is
carried out in a weekly cycle, the rail transit passenger flow
generally presents a cyclical change in the weekly time unit
throughout the year. )e daily passenger flow curve of rail
transit is shown in Figure 5.

(3) Travel tidal nature. In the lines or stations of the urban
rail transit system, there are a large passenger flow in one
direction and a less passenger flow in the opposite direction
at a certain period of time, but the phenomenon of the
opposite passenger flow characteristics occurs in another
period of time. With the continuous expansion of the city
scale, the rail transit system has become an important mode
of transportation connecting the central city and sur-
rounding suburbs. Passengers will have different travel
modes due to different travel purposes such as work, school,

shopping, and business, and rail transit travel presents
significant tidal characteristics. During the morning peak
period on weekdays, the passenger flow is reflected in the
commuting passenger flow generated by passengers going to
work and school, and passengers flow from the place of
residence to the place of work. In the evening rush hour on
weekdays, the passenger flow is reflected in the commuter
passenger flow generated by the passengers getting off work
and school. )e basic flow direction of the passenger flow is
opposite to that of the morning rush hour. Passengers flow
from the office to the residence. During weekends, there is
no obvious morning and evening peak period, and a large
number of passengers travel between residential areas,
shopping areas, and tourist areas due to travel purposes such
as shopping and tourism. In lines with obvious tidal phe-
nomena, the passenger flow of rail transit is unevenly dis-
tributed in time and space, which is very likely to cause
tension in the capacity of some lines.
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Figure 4: Time distribution of passenger flow in and out of rail transit stations.
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4. Construction of the Low-Carbon,
Environmental-Friendly, Energy-Saving, and
Emission-Reduction Evaluation Model for
Urban Rail Transit

4.1. Model Building Ideas

4.1.1. Model Assumptions and Scenario Design. From the
previous research and analysis, it can be seen that the direct
reason for energy conservation and emission reduction of
urban rail transit is that the construction and operation of the
urban rail transit network shares the passenger flowof ground
transportation, improves the operation of ground trans-
portation, and then achieves the effect of energy conservation
andemission reductionof urban transportation system.Based
on this, this paper makes a reasonable inversion and assumes
that when there is no rail transit in the urban transportation
system, passengers who originally traveled by subway will
return toground transportation tocomplete their travelneeds.
At the same time, considering the complexity and diversity of
urban rail energy conservation and emission-reduction as-
sessment targets and needs, this paper takes the current urban
rail transit setup as the standard scenario, and forms corre-
sponding design scenarios according to different assessment
targets and needs, as shown in Figure 6. )en, this paper
analyzes the ground transportation operation under the in-
fluence of the standard scenario and the design scenario,
respectively, and measures the ground transportation emis-
sion difference under the different scenarios, that is, the
ground transportation emission reduction under the design
scenario and the urban rail transit energy saving and emission
reduction of the design scenario. )e evaluation of the sce-
nario design helps in comparative analysis and improves the
applicability of the model.

Figure 6 shows the scenario design idea of urban rail
transit. It can be found that the energy-saving and emission-
reduction evaluation model constructed in this paper is
suitable for various evaluation objectives, including the
evaluation of the energy-saving and emission-reduction ef-
fect of the existing subway operation network in the city and
energy conservation and emission-reduction assessment. It
should be noted that in order to ensure the use of the traffic

demand forecast model to analyze the ground traffic oper-
ation under its influence in the design scenario, the current
urban traffic situation is considered, so the standard scenario
in this paper is based on the current urban rail transit and
ground traffic as a reference. )erefore, the ground traffic
operation situation under the standard scenario is calculated
through the measured traffic flow data, and only the design
scenario is predicted using the traffic demand forecasting
model established in the literature [23] that considers the
impact of urban rail transit.

4.1.2. Low-Carbon, Environmental-Friendly, Energy-Saving,
and Emission-Reduction Model Framework for Urban Rail
Transit. As shown in Figure 7, the urban rail transit energy
conservation and emission-reduction evaluation model con-
sists of two parts, namely, ground transportation emission
reduction and urban rail transit operation energy consump-
tion.)ecalculationmethod is shown in the following formula:

Esave �△Eroad−△Erail � EB,road−EA,road − EA,rail−EB,rail ,

(5)

where Esave represents the energy saving and emission re-
duction of urban rail transit in urban transportation system
(g); △Eroad represents the urban rail transit affecting the
energy saving and emission reduction of the ground
transportation system (g); △Erail represents the emission
reductions added by urban rail transit to urban trans-
portation systems (g); EA,road and EB,road represent surface
transportation emissions for standard and design scenarios
(g), respectively; EA,rail andEB,rail represent rail transit
emissions for standard and design scenarios (g), respectively.

Since the emissions generated by the operation of urban
rail transit are mainly due to the carbon emissions generated
by the consumption of electric energy, the existing research
on energy conservation and emission reduction of urban rail
transit often only uses carbon emission reduction as the only
energy conservation and emission-reduction evaluation
index. However, this study believes that the traffic pollution
situation including NOx, PM, and other pollutants has
become more and more serious in recent years [24]. Based
on this, the pollutants and emission indicators evaluated in

Standard Scenario

Current Rail Transit

AFC swipe data

Current ground transportation

Measured traffic flow data

Assess goals and needs

Subway network energy 
saving and emission 

reduction

Energy saving and 
emission reduction of 

subway lines

Design scenarios

Return all subway 
passengers

Return line subway 
passenger flow

. . . . . . 

Figure 6: Scenario design flow idea based on low-carbon, environmental protection, energy conservation, and emission-reduction as-
sessment targets.
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this paper for energy conservation and emission reduction
are shown in Table 1.

4.2.CalculationofGroundTransportationEmissionReduction
under the Influence of Urban Rail Transit. )e measurement
of ground transportation emission reduction under the

influence of urban rail transit is one of the important
components of the urban rail transit energy conservation
and emission-reduction evaluation model constructed in
this paper, and it is also an indicator that reflects the
mechanism of urban rail transit energy conservation and
emission reduction. Combining the model technical route in
Subsection 4.1 and the calculation formula of the

Evaluation model for low carbon, environmental protection, energy conservation and 
emission reduction of urban rail transit based on the spatiotemporal distribution of 

passenger flow

Scenario design

Scenario-based ground traffic 
operation data

Design scenario ground traffic 
operation data

floating car data Standard 
Scenario Speed

Traffic flow 
basic diagram

Standard 
Scenario Traffic

Scenario settings Design Scenario 
Speed

traffic demand 
forecast

Design Scenario 
Traffic

Ground 
Transportation 

Emission 
Reduction

Standard/Design Scenario Emission 
Factor Extraction

Standard/Design Scenario VKT 
Extraction

Operating conditions and VSP 
distribution Road Network Properties

GPS data

Working 
condition data

VPS 
distribution

GIS

length

road type

Bench test

PEMS

Emission rate database 
establishment Model ratio

Emission rate 
data

vehicle 
identification

vehicle 
registration

vehicle structure

Emission rate database 
establishment Model ratio

Standard 
Scenario Speed

Design Scenario 
Traffic

Standard 
Scenario Speed

Design Scenario 
Traffic

Figure 7: Architecture of the low-carbon, environmental-friendly, energy-saving, and emission-reduction model of urban rail transit.

Table 1: Evaluation indicators for energy conservation and emission reduction.

Transportation Emissions Energy-saving emission indicators

Urban transport system

Rail CO2 Indicator 1

)e traffic

CO2
NOx Indicator 2
CO Indicator 3
HC Indicator 4
PM Indicator 5
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transportation emission model in 3.3, the calculation
method of ground transportation emission reduction is
shown in formulas (6) and (7):

△Eroad �

j

i,v

EFi,v∗VKTi,j �

j

i,v

EFi,v∗ lj∗qj∗pi,j , (6)

△Eroad �

j

i,v

EFi,vA∗ lj∗q
A
j ∗p

A
i,j �

j

i,v

EFi,vB∗ lj∗q
B
j ∗p

B
i,j ,

(7)

where EFi,v represents the emission factor for model i at
speed v (g/km); VKTi,j is the number of kilometers traveled
by vehicle i on road j (km); vA and vB represent the ground
traffic operating speeds for standard and design scenarios,
respectively (km/h); qA

j and qB
j are the traffic routes of

section j in the standard scenario and the design scenario,
respectively (pcu); pA

i,j and pB
i,j—are the proportion of ve-

hicle i on road j in the standard scenario and the design
scenario, respectively.

According to the above formula, it can be found that the
measurement of ground transportation emission reduction
under the influence of urban rail transit is mainly composed
of emission factor and VKT. )e emission factor is mainly
affected by the change in ground transportation operating
speed under different scenarios, while VKT is mainly af-
fected by the impact of changes in ground traffic flow and
vehicle model proportions under different scenarios.

4.2.1. Calculation of Emission Factors under Different
Scenarios. According to the introduction of the establish-
ment process of emission factor database and the acquisition
method of ground transportation speed data under different
scenarios, establishing the relationship between emission
factors and speed requires the coupling of traffic operation
data and traffic emission data. )erefore, the emission factor
database established in this paper is composed of vehicle
driving condition distribution data based on specific power
and measured vehicle emission rate data.

)is section uses theMOVESmodel developed by the US
Environmental Protection Agency (EPA) to establish the
vehicle specific power (VSP) parameter to describe and
analyze the distribution of vehicle driving conditions.
VSP is defined as the output power per ton of mass
(including self-weight) moved by the motor vehicle
engine [25], and the calculation method is shown in the
following formula:

VSP �
Av + Bv

2
+ Cv

3
+ mva

f
, (8)

where v and a are the instantaneous speed and instantaneous
acceleration of the motor vehicle, respectively, in m/s andm/
s2; M is the vehicle quality (t); A, B, C, and f are model
constant coefficients, only relevant to the vehicle type.

)e emission rate is the amount of vehicle emissions per
unit time, in g/s. )e collection of emission rate data is
completed by the bench test based onNEDC (New European

Driving Cycle), and the test data cover CO2, CO, HC, NOx,
and PM of various models. )rough VSP clustering and
interval division, the average emission rate (g/s) of each
pollutant and pollutant in each VSP interval can be obtained,
that is, the mass of pollutants emitted by the motor vehicle
per unit time of driving under specific operating conditions,
as shown in Figure 8.

)e actual driving speed on the road is an important
factor affecting the emission of motor vehicles, which is
often ignored in traditional emission models. )erefore, in
order to accurately quantify the impact of speed on the
emission factor, it is necessary to calculate the emission
factor of motor vehicles based on the average speed and to
establish speed correction models for emission factors of
different vehicle types and fuel types. )e calculation
method of the emission factor in the usual emission model is
shown in the following formula:

EFV �
3600∗  VSPDistributioni ∗ERi

v
, (9)

where EFV represents the emission factor at average velocity
v(g/km); ERi represents the average emission rate for VSP
interval i (g/s); VSPDistributioni represents the distribution
ratio of VSP interval i.

To sum up, this paper established an emission factor
database covering 36 vehicle types and 3 road classes,
including CO, CO2, HC, and NOx emissions. Emission
factors for some speed ranges are shown as examples in
Table 2.

4.2.2. VKT Calculation in Different Scenarios. )e ground
traffic flow under the influence of different scenarios is a key
step to measure the emission reduction of ground trans-
portation, and it is also the main factor affecting VKT. )e
ground traffic operation under the influence of the design
scenario is based on the analysis of the traffic demand
forecasting model established by the literature considering
the impact of urban rail transit after the inversion of the
subway passenger flow, while the standard scenario is based
on the analysis of the current ground traffic operation. In
this paper, with the help of the existing research results of the
basic traffic flow diagram [26], the relationship between the
three elements of the traffic flow of the road segment can be
established based on the Van Aerde model, as shown in
equations (10)–(12).

v � vfe
− ρ/ρm , (10)

q � ρvfe
− ρ/ρm , (11)

q � −ρmvln
v

vf

, (12)

where q represents the hourly traffic on a single lane (veh/h);
v is the average speed of the road (km/h); ρ is the average
density of road sections (veh/km); vf is the free-flow velocity
of the road type to which the segment belongs (km/h); ρm is
the road segment critical density (veh/km).
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According to the relationship between flow and speed
established by the traffic flow basic map, this paper combines
the measured floating car data in City A with the traffic flow
basic map formula to carry out data regression analysis, and
at the same time can calculate the speed-flow inversion
method that conforms to City A, as shown in the following
formula:

q � −
v

δi

ln
v

vfi

, i � 1, 2, 3, (13)

where δi and vfi
are model constant parameters; i � 1, 2, 3

represent expressway, main road, and sub-branch,
respectively.

Due to the large differences in the emissions of the same
model, after obtaining the traffic volume and length of a road
section, it is necessary to analyze the model structure of the
traffic volume of the road section, and then combine it with

the corresponding emission factor to calculate the emission.
In the actual operation process of road traffic, the proportion
of models changes in real time, but it is difficult to obtain the
proportion of dynamic models. In this paper, the proportion
of models in the standard scenario of fixed model ratio is
used for calibration, and the proportion of models in the
standard scenario is corrected to obtain the models in the
design scenario.

Proportion. )e proportion of vehicle models in the standard
scenario in this paper is obtained by combining the video
recognition data of the license plate and the vehicle man-
agement registration data. When a motor vehicle passes
through a road section with a camera installed, the license
plate number will be recorded. At the same time, by querying
the vehicle management registration information, the ve-
hicle model corresponding to the license plate number can
be determined to obtain the model proportion data. )e
proportion data of some models is shown in Table 3.

5. Evaluation and Analysis of Low Carbon,
Environmental Protection, Energy Saving,
and Emission Reduction in Rail Transit

5.1. Rail Transit CarbonEmissionCalculation. )e urban rail
transit energy conservation and emission-reduction evalu-
ation model constructed in this study considers the energy
consumed by rail transit in the operation process. )is
section takes the track lines covered by City A as the research
scope. As shown in Figure 9, based on the AFC credit card
data, the average transportation distance and passenger flow
of different track lines are counted, and the carbon emission
coefficient per person-kilometer of different track lines is
combined to calculate the area of rail transit carbon
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Figure 8: Distribution of emission rates in different VSP intervals.

Table 2: Sample of emission factor database.

Road type Speed range CO CO2 THC NOx

11 0 42.39 5631.03 9.86 46.98
11 1 24.37 3399.37 5.53 26.83
11 2 17.59 2526.35 3.94 19.39
11 3 13.61 1966.97 3.03 14.95
11 4 11.53 1698.62 2.55 12.66
11 5 9.87 1459.58 2.17 10.81
11 6 8.8 1324.12 1.93 9.67
11 7 7.87 1188.26 1.72 8.63
11 8 7.16 1089.2 1.56 7.86
11 9 6.49 992.84 1.41 7.13
11 10 6.01 930.91 1.3 6.64
Note. Road type 11 represents the roads on the left and right sides for
vehicles, with six roads on each side including motor vehicle lanes and
nonmotor vehicle lanes.
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emissions. Figure 10 shows the average transportation
distance (km/person) and line occupancy ratio (ratio of
average transportation distance to line length) of 11 subway
lines within City A. It can be found that the average
transportation distance of different lines is quite different.
)e average haulage occupancy ratio shows that the track
occupancy ratio in the surrounding areas of City A is large,
while the urban occupancy ratio is small, which is closely
related to the spatial separation of passengers’ work and
residence, which is in line with the characteristics of pas-
senger travel.

In this study, the energy consumption of rail transit is
calculated based on the carbon emission coefficient of
person-kilometers of different rail transit lines. )erefore, in
addition to the average transportation distance of different
lines, it is also necessary to calculate the passenger volume of
each line. Generally speaking, with the change in subway

passenger flow, the subway operating company will adjust
the departure interval and station service equipment, so
there is a linear correlation between passenger volume and
rail transit energy consumption, and considering the urban
rail transit constructed in this study. )e low-carbon, en-
vironmental protection, energy-saving, and emission-re-
duction evaluation model is based on the temporal and
spatial distribution of rail transit passenger flow. )erefore,
based on the AFC credit card data, I calculate the morning
peak (7 : 00–9:00) and evening peak (17 : 00–19 : 00), re-
spectively. )e passenger flow of the line in the three periods
of Pingfeng (12 : 00–14 : 00) is shown in Figures 11–13.
It can be found that the passenger flow of different lines is
the largest during the morning peak, the evening peak is
slightly lower than the morning peak, and the passenger flow
during the flat peak period drops significantly, accounting
for only about 20% of the morning peak passenger flow. At

Table 3: Sample table of model proportion data.

Expressway, main road, and sub-
branch Highway (%) Main road (%) Secondary branch (%)

Bus
Class A 2.0 2.0 2.0
Class B 1.0 1.0 1.0
Class C 0.0 0.0 0.0

Social vehicle

Class A 0.3 0.3 0.4
Class B 1.8 1.7 1.9
Class C 7.5 7.4 8.3
Class D 10.0 9.8 10.9
Class E 41.2 40.6 45.1
Class F 3.3 3.3 3.7

Track line

Line 7
Line 8
Line 9Line 5

Line 6

Line 3
Line 4Line 11

Line 1

Line 10

Line 2

0 1.5 3 4.5

Miles

Figure 9: City-covered track route map.

10 Scientific Programming



the same time, the difference in passenger flow between lines
is also more obvious.)e passenger flow ofMetro Line 1 and
Line 5 is the highest, the passenger flow of Line 2, Line 3, and
Line 11 is relatively close, while the passenger flow of Line 4
and Line 9 is the lowest.

To sum up, this study obtained the carbon emission
coefficients of 7 subway lines in City A, calculated the av-
erage transportation distance of the lines, and counted the
passenger volume of each subway line in different periods
according to formulas (5)–(14). )e carbon emission

measurement of rail transit lines can be carried out, and the
calculation results are shown in Table 4.

5.2. Energy Conservation and Emission-ReductionAssessment
Results. )e evaluation indicators of energy conservation
and emission reduction in this study include five pollutants
and emissions, including CO2, NOx, CO, HC, and PM.
Among them, only CO2 emissions are generated during the
operation of urban rail transit itself. )erefore, the ground
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Figure 10: Average distance of rail transit lines in City A.
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Figure 11: Passenger flow diagram of the rail transit lines in City A in the morning rush hour.
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transportation under the influence of urban rail transit and
the CO2 emission reduction of urban rail transit to the urban
transportation system need to be calculated separately, while
the ground transportation emission reduction of the
remaining four pollutants is the evaluation result of urban
rail transit emission reduction, and the calculation methods
are shown in the following formula:

ECO2−save � EB,CO2−road − EA,CO2−road  − EA,CO2−rail − EB,CO2−rail ,

EOther−save � EB,Other−road − EA,Other−road,

(14)

where ECO2−save represents the CO2 emission reduction (t);
EOther−save represent emissions of pollutants other than
CO2(t); EA represents standard scenario emissions (t); EB

represents design scenario emissions (t).
It should be noted that the result calculated according to

the above formula is the emission increase in the design
scenario compared with the standard scenario, and it can be
considered as the emission reduction of the standard sce-
nario compared with the design scenario, that is, the
emission reduction of urban rail transit on the urban
transportation system quantity.

5.2.1. CO2 Emission Reduction. According to formula (14), it
can be found that the evaluation of energy conservation and
emission reduction based on the CO2 indicator is more
complicated than that based on other emission indicators.
Table 5 summarizes the CO2 emission values and emission
reductions of ground transportation in the standard and
design scenarios at different time periods. It can be found
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Figure 12: Passenger flow in and out of stations in the evening peak of the rail transit lines in City A.
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Figure 13: Passenger flow in different periods of rail transit lines in
City A.

Table 4: CO2 emissions of rail transit lines in City A during each
period.

Line Morning peak (t) Evening peak (t) Average peak (t)
Line 1 59.8 50.7 15.1
Line 2 25.1 21.4 6.5
Line 3 58.2 47.2 13.8
Line 4 37.2 31.3 8.8
Line 5 62.4 52.0 1 3.9
Line 9 12.9 10.0 2.8
Line 10 149.7 126.1 34.2
Total 405.3 286.7 85.1
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that in the standard scenario, the ground transportation
emissions in the evening peak are 3782 t, slightly higher than
the 3297 t in the morning peak. After calculating the
emission reduction of ground transportation emissions in
the design scenario, the emission reduction of ground
transportation CO2 reached 1154 t in the morning peak
period, and the emission-reduction ratio was as high as 35%,
followed by about 23% in the evening peak period. )ere-
fore, the CO2 emission reduction is relatively low, and the
emission-reduction ratio is less than 15%. To sum up, it can
be considered that urban rail transit effectively reduces the
CO2 emissions of ground transportation. )is is consistent
with the passenger flow distribution law of urban rail transit
and the spatiotemporal distribution law of ground traffic
operation under the influence of urban rail transit.

)e CO2 emission reduction of ground transportation is
only a part of evaluating the effect of urban rail transit on
energy conservation and emission reduction of the urban
transportation system. Combined with the measurement
results of rail transit carbon emissions in different time
periods in Subsection 5.1, the calculation and statistics of the
CO2 emission-reduction results of urban rail transit within
City A are shown in Table 6. It can be found that although
rail transit generates CO2 emissions through energy con-
sumption, in the case of this study, urban rail transit still
plays a role in reducing CO2 emissions in the entire urban
transportation system, and the emission-reduction effect in

the morning peak is still due to the other two. During this
period, the total emission-reduction ratio was 12.9%, and the
evening peak period was 8.2%. During the off-peak period,
due to the less CO2 emissions generated by rail transit, the
total emission-reduction ratio for this period also reached
6.1%.

5.2.2. Reduction of Other Indicators. In addition to CO2, the
energy-saving and emission-reduction evaluation indicators
include NOx, CO, HC, and PM.

)e emission of the above four pollutants will not be
generated during the transportation operation, so the
emission reduction of pollutants in the standard scenario
compared with the design scenario is the emission-reduction
effect of urban rail transit on the urban transportation
system. )erefore, the emission-reduction effects of the
above four indicators in different time periods are calculated
as shown in Table 7. It can be found that in the evaluation
results of the four evaluation indicators, the emissions under
the urban rail transit scenario are lower than those under the
no rail transit scenario. )e emission-reduction effect of the
four pollutants is the most obvious during themorning peak.
)e emission reduction of HC in the morning peak is as high
as 47%, followed by the emission-reduction effect of CO,
which also exceeds 40%.)e emission-reduction effect of the
two pollutants of PM is slightly lower, but the emission-

Table 5: CO2 emission reduction of ground transportation under the influence of urban rail transit.

Period Standard–ground (t) Design–ground (t) Ground emission reduction (t) Ground emission-reduction ratio (%)
Morning peak 3297 4451 1154 35.0
Evening peak 3782 4778 996 26.3
Average peak 2876 3207 331 11.5

Table 6: CO energy saving and emission reduction under the influence of urban rail transit.

Period Ground transportation emission
reduction (t)

Rail transit emissions
(t)

Rail transit emissions
(t)

Total emission-reduction ratio
(%)

Morning
peak 1154 646 508 12.9

Evening peak 996 542 354 8.2
Average peak 331 152 179 6.1

Table 7: Emission reduction of other indicators under the influence of urban rail transit.

Index Period Standard scenario (t) Design scenario (t) Emission reduction (t) Emission-reduction ratio (%)

CO
Morning peak 15.3 21.9 6.6 43
Evening peak 18.2 24.1 5.9 32
Average peak 10.7 12.9 2.2 21

NOx
Morning peak 2.6 3.6 1 3 38
Evening peak 3.1 3.9 0.8 26
Average peak 1.7 0.3 18% 18

HC
Morning peak 1.7 2.5 0.8 47
Evening peak 2.1 2.7 0.6 29
Average peak 1.2 1.4 0.2 17

PM
Morning peak 0.077 0.104 0.027 35
Evening peak 0.089 0.112 0.023 26
Average peak 0.046 0.054 0.008 17
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reduction ratio during the morning peak still reaches 38%
and 35%, respectively. During the evening peak period, the
emission-reduction effect of the four pollutants decreased
compared with that during the early peak period, and the
emission-reduction ratios of the four pollutants were all
within the range of 26%–32%. Compared with the morning
and evening peaks, the emission-reduction effect during the
flat peak period is significantly lower, and the emission-
reduction ratio is about 20% or less. From the comparison
results of the emission-reduction effects of the four pol-
lutants in different time periods, it can be found that the
emission-reduction effects of different pollutants maintain a
good time consistency, and this consistency is directly re-
lated to the passenger flow distribution of rail transit.

)rough the above analysis of the energy-saving and
emission-reduction effects of the urban rail transit network
on the urban transportation system during themorning peak
hours, eveningpeakhours, andflatpeakhours, it canbe found
that for the ground traffic speed andflowdata in the urban rail
transit scenario, it is found that the urban area of CityA in the
rail transit network within the area effectively relieves the
operating pressure of ground traffic in the area, and improves
the operating conditions of ground traffic, and the im-
provement effect has a time-space variation law consistent
with the distribution of rail transit passenger flow. For the
CO2 emissions generated by different rail transit lines in
different periods of operation, it is found that the CO2
emissionsof rail transit haveobvious linedifferences and time
differences. By calculating the emissions of CO2, NOx, CO,
HC, andPM in the presence or absence of urban rail transit, it
is found that the construction and operation of urban rail
transit reduces the emissions of different emissions, achieving
the effect of energy saving and emission reduction. And there
are temporal and spatial variation laws consistent with the
distribution of rail transit passenger flow.

6. Conclusion

With the rapid development of the economy, the systematic
construction and operation of urban rail transit plays a vital
role in further improving business efficiency. However, with
the intensification of environmental pollution and energy
consumption problems, it continues to threaten the living
environment of human beings and the sustainability of
cities. To achieve the development goals, the research on the
emission of urban rail transit has certain practical signifi-
cance.)is paper attempts to take the urban rail transit route
as the entry point, deeply and multidimensionally analyzes
many factors affecting carbon emissions, and does the fol-
lowing research:

(1) Comprehensively considering the multidimensional
impact of urban rail transit on the urban trans-
portation system, a set of relatively complete mech-
anisms of urban rail transit energy conservation and
emission reduction is established,which is thebasis for
the quantitative evaluation model analysis of urban
rail transit low carbon, environmental protection,
energy conservation, and emission reduction.

(2) Considering the ground traffic operating speed data
in different scenarios, the establishment of the re-
lationship between the emission factor and the speed
requires the coupling of the traffic operating data and
the traffic emission data, getting rid of the rate for a
single emission factor, the establishment of emission
factor database, getting rid of the limitations of
model scene application, and the improvement of the
applicability of model evaluation.

(3) )e characteristics of the temporal and spatial dis-
tribution of passenger flow were analyzed, and the
carbon emissions in different scenarios of morning
and evening peaks were quantitatively analyzed. )e
temporal and spatial variation law of rail transit
passenger flow distribution is consistent.

Since this paper uses a certain proportion of vehicles in
the calculation of emissions, and the proportion of vehicles
changes in real time during road driving, in future research,
a dynamic vehicle proportion database can be established to
make the calculation of emissions closer to reality.
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In order to analyze sentiment data of foreign literary works, this paper proposes an algorithm for sentiment classification of
literary works. We do this by fusing different features of literary works, which in turn captures more feature information for the
classifier. As traditional word embedding models are difficult to achieve fusion with the sentiment features of literary works, we
consider a multifeature fusion approach of word embedding features and lexical features of literary works. A two-channel and
single-channel comparison is also used to analyze the classification accuracy based on the two feature fusion methods, and a
parallel CNN and BiLSTM-attention two-channel neural network model proposed. Finally, the proposed model was evaluated
using a real dataset of sentiment reviews of literary works and compared with different classification algorithms in the ex-
periments. +e experimental results show that the new hybrid approach has better classification accuracy, recall, and F1 metrics.
+e proposed methodology is an important guide for the creation of literary works and their screenplays, as it can be used to judge
whether a work appeals to readers and, importantly, can also be considered as one of the criteria for the success of a film adaptation
of a literary work.

1. Introduction

Since the beginning of the new era, people’s attention to
contemporary literaturehasgradually increased,both in terms
of genre and content, which is very different from traditional
literature, especially in the three areas of values, ideology, and
emotional values. Modern and contemporary foreign litera-
ture has amorehumanistic approach to emotional values than
traditional literature, aswell as reflects the individual emotions
of the author. In the development of foreign literature, the
embodimentof emotional value inmodernandcontemporary
foreign literature is more focused on the experience, and
through reading it, one can understand the humanistic and
personal feelings embedded in the work and thus grasp the
author’s personality and spiritual experience. In contrast to
traditional foreign works, contemporary foreign literature is
more open in its expression and more emotive.

A popular foreign work of literature contains a wealth of
emotion. +e extraction of emotion from a literary work has

become a reality, and it is vital to systematically analyze the
time series of emotion extracted [1]. Emotion is the soul of a
literary work, and existing studies have largely addressed the
importance of emotion to a literary work from a qualitative
perspective and how the emotion of a literary work changes.
+is paper will use complexity science methods to quantita-
tively analyze emotion in foreign literature and its applications.

Online reviews of e-commerce, such as consumer-ini-
tiated comments on the quality of goods and services, etc.,
play a role in the purchasing decisions of potential consumers
and directly influence the user stickiness of e-commerce
platforms. +e process of mining these reviews for positive
and negative attitudes in order to identify people’s propensity
to buy a product is known as sentiment analysis [2] (SA).+e
goal of sentiment analysis is to extract all the points of view
from a document that contains information about the points
of view, an analysis method that uses natural language
processing and text mining techniques, a method that takes a
large amount of data and analyses it to get an understanding
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of something. In the early days, sentiment analysis was solved
by constructing classifiers methods. Leeuw et al. [3] first
proposed to solve the problem of sentiment classification
using machine learning algorithms including parsimonious
Bayes (NB), they used n-grams models and lexical properties
to extract features of film reviews [4]. +e main contribution
of the fine-grained sentiment analysis method is to extract the
corresponding features by syntactic analysis and to compare
the experiments with the TF-IDF benchmark model, and
their proposed model improves the accuracy (precision),
recall (recall), and F1-score in positive or negative evalua-
tions. Wei et al. [4, 5] extracted the features of Chinese hotel
reviews by word embedding and put them into classifiers
plain Bayesian (NB), support vector machine (SVM), and
CNN for comparison, where SVM performed the best in
classification. +e word embedding approach can extract key
information and hierarchical information of words from the
comment text, but it cannot extract the information of
emotions expressed in the words, so fusing the two features
can express the information in the comment more
comprehensively.

Now many scholars are very enthusiastic about applying
deep learning models to sentiment analysis, applying ever-
improving classical deep learning models to this domain,
and even proposing new deep learning models in order to
solve problems in this domain. TextCNN models were
proposed earlier byMosleh [6], using CNN algorithm to deal
with the problem of sentence classification, and obtained
better results than previous studies in four out of seven tasks.
Liu et al. [7] used Glove to extract features and put them into
a very deep CNN model for Twitter sentiment classification
experiments, and the results showed that their model had
higher accuracy and F1 values than the baseline model. In
addition to CNNs, the long short term memory (LSTM)
algorithm in deep learning, which is believed to be better at
learning contextual information from text, has also been
applied to the problem of sentiment classification, and
Mansaray et al. [8] used LSTMs to replace the pooling layer
in CNNs to perform binary and quintuple classification
experiments with higher accuracy than the previously
proposedmodels. In addition, many scholars have combined
multiple features in text [9] to achieve better classification
results. Nguyen et al. [10] fused word embedding features,
sentiment information features, and linguistic knowledge
features and overcame the disadvantages of word embedding
based on relevant strategies, and their model has advantages
over other classical methods. +e feature fusion method
used in this paper is implemented using the Syuzhet R
language package. +is is done by extracting the sentiment
time series of a literary work to obtain the sentiment score of
each sentence in the literary work and then using channel
fusion and attention mechanisms to quantitatively analyze
the sentiment of a variety of foreign literary works.

2. Model Principles

Since the word embedding model cannot contain the sen-
timent information of words well, this paper proposes the
PWCNN model and PW2CNN model to apply the

combination of lexical features to make the information
contained in the features richer. While a single CNN model
cannot capture the temporal information of a sentence well,
adds an attention mechanism, and proposes a parallel
classification algorithm PW2CNN and BiLSTMatt model.

2.1. Word2vec +CNN Model. +e classical model of
TextCNN was [11] proposed by Phan, where each word is a
one dimensional vector and a sentence forms a matrix.
Convolutional operations are performed by different con-
volutional kernels, then dimensionality reduction is per-
formedbypoolingoperations, andfinally, binaryclassification
is performed using a sigmoid function.

Earlier, the bag of words (BOW) model represented a
vector of word frequencies for each sentence by making a
bag of all the words in the document and constructing a
corresponding dictionary so that the resulting vector cor-
responds to the dictionary and represents the frequency of
the words. In longer sentence sets, this approach results in a
very sparse matrix and the loss of information about the
order of words. +e word embedding model word2vec takes
better account of word position relations [12–14] and solves
the problem of oversparsity when vectorizing words with
one-hot encoding.

+e word embedding model is proposed to better learn
word representations quickly and accurately on a large
dataset, using the idea of embedding high-dimensional word
vectors into a low-dimensional space so that words with
adjacent meanings have closer spatial distances. By im-
proving on the BOW model, the continuous bag-of-words
model (CBOW) produces a matrix with a dimension of
256×128, which is initially set in the article, with each
matrix text represented by 128 dimensions so that the
concatenation of words can form a feature vector matrix,
which is filled with zeros in the case of a sentence with no
more than 256 words.

+e word2vec +CNN model is a modification of the
classical TextCNN model, where the CNN structure is
convolved on the feature matrix of each sentence by a
number of different 4× 4 convolution kernels. +e input text
matrix X ∈ RN×Nand filter W ∈ RN×V, and the two-di-
mensional convolution is given as follows:

cij � 
u�0

U



v�0

V

wuvxi−u+1,j−v+1. (1)

Equation (1) represents the process of multiplying the
elements of the text matrix Xxijand the elements wuv of the
convolution kernel matrix W to obtain the features cij using
a filter W with a window size of U × Vxi,j to, xi−u+1,j−v+1,
which results in multiple feature matrices.

+e first layer in Figure 1 is the input layer, the last layer
is the output layer, and the layers in between represent the
structure [15] of the CNN.+is model has two convolutional
layers and one pooling layer. +e first has 32 convolutional
kernels, all of which are 4× 4 matrices, and the activation
function is a ReLu function. +e second convolutional layer
has 16 convolutional kernels, all of which are 4× 4 in size,
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and also uses the ReLu function. +e reason for using the
ReLu function is that it is less computationally intensive than
the other activation functions and provides better protection
against overfitting. +e third layer is the maximum pooling
layer, with a pooling kernel size of 2× 2.

2.2. PWCNN Model. In this experiment, the word2-
vec +CNN benchmark model is a single-channel CNN
model with word2vec as input, and has the same structure as
the CNN model in the two-channel PWCNN model, except
for the input of the features [16, 17]. +e two features are the
word embedding word2vec model matrix (256×128×1
dimension) and the part-of-speech (POS) feature input
matrix (220× 56×1 dimension).

+e lexical annotation determines the lexical annotation
of each word in the sentence and uses lexical features to
disambiguate on the basis of participles. +ese lexical words
are better able to express the subjective feelings of the re-
viewer, so the model focuses more on adverbs, verbs, and
adjectives. +e more important lexical features that the
model focuses on are adjectives, adverbs, and verbs, as these
lexical features are better at conveying the subjective feelings
of the commenter. In addition, punctuation is also impor-
tant in a sentence and thus is not considered for removal of
punctuation when performing subordination and giving the
lexicality of the corresponding subword. +e PWCNN
model splices the word vectors trained by the word em-
bedding word2vec model with the lexical vectors, including
two splicing methods, as shown in Figure 2 and Equation (2)
[18].

X � XW, XP , (2)

where XW denotes the word embedding word2vec model
matrix; XP denotes the lexical annotation feature input
matrix.

In addition, the POS features and word2vec features of
each sentence are stitched together one by one so that the
whole feature matrix is meaningful. +e spliced feature

vectors are then trained in the same single-channel CNN
model as the word2vec +CNN model, mainly to directly
compare [19] the experimental results of the feature fusion
single-channel model with the benchmark model. Given the
difference in structure between the CNN model and the
classical TextCNN model, this “top-down” rather than “left-
right” splicing was chosen, but the “left-right” splicing is also
worth trying. +e stitching is also worth trying. At the same
time, it was found that the two splicing methods have little
effect on the experimental results and made no difference to
the CNN.+e word vector of fused features was put into the
same structure of convolution as mentioned above for the
experiments, and the activation function and parameters
were set in the same way. +e information in the feature
vector is extracted through a two-layer convolutional layer,
then further reduced and aggregated through a pooling
layer, where full connectivity is performed through a ran-
dom dropout, and to further prevent overfitting (reducing
parameters), a dropout is added after this flatten layer, and
finally, classification is performed. +e experimental model
is shown in Figure 3.

+is experiment is compared with the word2vec +CNN
model to clearly determine whether POS features can play a
role in this classification experiment. +e experiments prove
that the input matrix with POS features does have better
classification results. +e next step is to further consider a
two-channel CNN model based on this single-channel
model and explore whether the same features are affected
when they enter the same structural CNN model separately.

2.3. PW2CNNModel. It is well known that the two-channel
model differs from the single-channel model in terms of the
input method. In the single-channel model, the input is
spliced with multiple features to obtain the fused features,
while in the two-channel model, it is obtained by inputting
different features separately [20, 21], and feature fusion can
be achieved bymatrix splicing.+e two-channel CNNmodel
has a matrix of POS features on one side and a matrix of
word2vec features on the other side. +e two feature ma-
trices are processed separately by the CNN (two convolu-
tional layers, a pooling layer), and the two processed features
are “flattened” in the transition layer (the process of turning
multidimensional data into one dimensional) and “left-
right.”+e purpose of this is also to preserve the information
on both sides.

C � C1, C2 , (3)

Input Conv1 Conv2
Pooling FC

Output

Figure 1: CNN model in 1word2vec +CNN model.

POS

Word2vec

Word2vec

POS

Figure 2:Word vector and lexical vector splicing diagram for word
embedding model training.
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where C1 denotes the convolutional feature matrix with POS
features as input; C2 denotes the matrix convolutional
feature matrix with word2vec model as input.

+e overall structure of the model is shown in Figure 4.
In order to ensure comparability between the models,

the structure of the CNNs for the dual and single channels
was basically kept the same [22], and the comparison of the
experimental results revealed that the improvement in the
correctness and F1 values on their validation sets was not
significant. However, when the CNN on the dual channel
side of the model was replaced with a BiLSTM, the results
changed significantly, indicating that it is not only the se-
lection of features (the selection of information) but also the
selection of the classifier that affects the overall results.When
one side of the input is a POS feature, the CNN is able to
extract the local features very well. When the other side of
the input is a word2vec model, a BiLSTM model that takes
into account the context is used, as the word embedding
features themselves have information about the word itself.
In summary, such a classifier has better experimental results
and is the reason why this model is proposed in this paper.

2.4. PW2CNN and BiLSTMatt Models. +e proposed
PW2CNN and BiLSTMatt model uses the word2vec model
[23] for word embedding, CNN, and BiLSTM models for
classifier, and incorporates an attention mechanism. As the
RNN (recurrent neural network) will lose its ability to learn
long-term information, i.e., there is a long-term dependency
problem, as the gradient will disappear or explode after
multiple propagations with increasing input time series. For
this reason, LSTM [24], is introduced into the model design.
LSTM removes or adds information to the cell states through
a gate structure.

A bidirectional long and short-term memory network
(BiLSTM) usually consists of two LSTMs connected, in-
cluding a positive and a negative one. +e positive LSTM
captures the past information in the sentence and the
negative LSTM acquires the future information in the
sentence. In this way, the model is able to extract contextual
information, and therefore, the prediction results of the
bidirectional LSTM will be more accurate. For the problem
of sentiment classification of text, the model is very suitable,

as it contains all the forward and backward information in
the sentence.

it � σ Wi ht−1, xt  + bi(  ct � ft ⊙ ct−1 + it ⊙ct

ft � σ Wf ht−1, xt  + bf  ot � σ Wo ht−1, xt  + bo( 

ct � tanh Wc ht−1, xt  + bc(  ht � ot ⊙ tanhCt

.

(4)

+e LSTM network introduces a new internal state
(internalstate)ct ∈ RD for information transfer and outputs
information to the state ht ∈ RD of the hidden layer bi, where
ft ∈ [0, 1]D, it ∈ [0, 1]D, and Ot ∈ [0, 1]D are three gates to
control the path of information transfer and ⊙ is the
product of vector elements. ct−1 is the product of vector
elements. ct ∈ RD is the memory unit of the previous
moment.

+e attention mechanism (AM) [25, 26] is inspired by the
human cognitive function of extracting and receiving small
portions of important information from a large amount of
information and ignoring the rest. Similarly, the essence of the
AM is to focus on certain key parts of the input and give thema
higher weight. +e hidden state of an LSTM model based on
the AM at any given moment depends not only on the state of
the hidden layer at the current moment and the output at the
previousmomentbutalsoon thecontextual features,whichare
obtained by a weighted average. +is is calculated as follows:

(a) Calculate the attention distribution.

ai � p(z � i ∣ X, q) � softmax s xi, q( (  �

exp s xi, q( ( 


j�1

N

exp s xi, q( ( 

.
(5)

(b) A weighted average of the input information is
calculated based on the attention distribution.

att(X, q) � 
i�1

N

αixi � Ez∼p(z∣X,q)[x]. (6)

To calculate the attention distribution is to calculate the
probability of selecting the first input vector given the query

Input Conv1 Conv2 Pooling Trans Output

Figure 3: PWCNN model.

Input 1

Input 2

Conv11 Conv12

Conv21 Conv22

Pooling11

Pooling21

Trans1

Trans2

Connection Output

Figure 4: PW2CNN model.
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vector aiq and the inputX. Where: z ∈ [1, N] is the attention
variable. +e first z � ii input vector is selected; ai is the AM;
s(xi, q)is the attention scoring function.

+e CNN and BiLSTMwere chosen as parallel structures
for the model classifier.+e CNNmodel was able to extract a
certain class of lexical features (e.g. adjectives, adverbs,
nouns) that are more significant for the expression of
emotions. +e BiLSTM is more suitable for capturing
temporal information features [27].

+e current state in the bidirectional LSTMshould also be
related to the contextual features, and the output is influenced
by the weighted average of the hidden states of all moments
fed into the current state through the attention mechanism.
+e weights in the attention mechanism are adjusted
according to the difference between the output and the real
situation. In fact, it can be demonstrated through this

experiment that this parallel model gives the best classifica-
tion results compared to the benchmark model, which not
only makes full use of the different feature information but
also takes advantage of the different neural network models
[28, 29].+ismodel gives better classification results than the
two-channel CNNmodel, suggesting that the BiLSTMmodel
with the attention mechanism plays an important role.

3. Experimental Preparation

3.1. Data Sets. +e datasets used for the experiment were
sentiment data from five literary works: Don Giovanni,
Boyhood, On Earth, War and Peace, and Red and Black.
Table 1 gives information on the number of people, who
received positive reviews before and after the five works,
were adapted for film and television. +e sentiment of each

Table 1: Information on crawled literature data.

Category Literary works Film and television works Proportion (literature/Film)
Don quixote 4282 1218 3.52
Childhood 4002 2592 1.54
On Earth 4624 1124 4.11
War and peace 5007 1949 2.60
Red and black 4000 2332 1.72
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Figure 5: Comparison of the emotional evaluation of literary works and film works.

Scientific Programming 5



RE
TR
AC
TE
D

film line was extracted using Syuzhet [30], and the sentiment
indices of the novel and film lines were compared to cor-
relate the Hurst indices of the film lines with the Rotten
Tomatoes and IMDB ratings.

+e results of the comparison of the number of literary
works and film and television works that received positive
reviews are shown in Figure 5.

3.2. Experimental Environment. In order to validate the
performance metrics of the model, the comparison envi-
ronment was set up as follows: Windows 64 operating
system, 64GB of memory, Intel(R) Xeon(R) CPU E5-2
650v4 @ 2.20GHz (2 processors), and the model used the
Keras deep learning framework.

3.3. LossFunction. +e loss function used in the experiments
in this paper is a cross-entropy loss function (binary cross-
entropy), with the following equation.

Table 2: Parameter setting of CNN.

Convolutional layer Number of convolution kernels Convolution kernel size Activation functions
Conv1 32 4 ∗ 4 ReLu function
Conv2 16 4 ∗ 4 ReLu function
Pooling layer Pooling methods Pooling kernel size Dropout function
Pool1 Maximum pooling 2 ∗ 2 0.25

Table 3: F1 values for different experimental models.

Type of experiment
F1 value (%)

BASELINE model PWCNN model PW2CNN model PW2CNN & BiLSTMatt model
1 0.942 0.946 0.957 0.960
2 0.944 0.944 0.959 0.963
3 0.948 0.945 0.952 0.954
4 0.945 0.952 0.949 0.961
5 0.947 0.946 0.960 0.963
6 0.940 0.947 0.940 0.963
7 0.946 0.951 0.943 0.950
8 0.942 0.953 0.945 0.955
9 0.944 0.952 0.943 0.957
10 0.945 0.950 0.944 0.959

Table 4: Accuracy of different experimental models.

Type of experiment
Accuracy rate (%)

BASELINE model PWCNN model PW2CNN model PW2CNN & BiLSTMatt model
1 0.942 0.944 0.950 0.964
2 0.944 0.944 0.951 0.963
3 0.946 0.941 0.952 0.962
4 0.943 0.952 0.945 0.961
5 0.943 0.942 0.956 0.963
6 0.940 0.947 0.951 0.962
7 0.946 0.951 0.949 0.960
8 0.942 0.953 0.945 0.957
9 0.944 0.948 0.952 0.965
10 0.945 0.950 0.946 0.960
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Figure 6: Comparison of the different F1 values for the four
models.
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loss � − 
i�1

n

yilgyi + 1 − yi( lg 1 − yi( . (7)

where: yi is the true discrete category; yi is the conditional
probability distribution of the predicted category labels.

3.4. Experimental Parameters. +e hyperparameters on the
CNN model in this paper are set as shown in Table 2.

+e PW2CNN and BiLSTMatt model puts the long
memory model into a parallel structure and adds the at-
tention mechanism, the activation function (AF) of the
attention layer in the parallel structure is the softmax
function, and the AF of the middle output layer is the ReLu
function, and the dropout value of the attention layer is 0.3.
For the model with a nonparallel structure, the FC layer and
the output layer are also followed by the FC layer and the
sigmoid function, respectively, with the dropout value set to
0.5 for the FC layer. +e output layer is also followed by the
FC layer and the output layer with the same parameters as
above, mainly to maintain consistency across multiple
models. Four different comparison experiments showed that
the best results were obtained with the cross-entropy
function as the loss function. In this case, the batch size is set
to 64, and the model converges when the epoch is 10, so the
epoch is set to 10.

4. Experimental Results and Analysis

4.1. Multimodel Testing. +e results of 10 experiments with
the four models were compared by the method mentioned
previously, and the F1 values and accurate information of
the four models are given in Tables 3 and 4. +e BASELINE
benchmark model is a word2vec +CNN model, the
PWCNN is a CNNmodel with feature fusion, the PW2CNN
model is a two-channel CNN model, and the PW2CNN and
BiLSTMatt model is a parallel CNN and BiLSTM model
(with attention added).

A visual comparison of the F1 values of the four models
is shown in Figure 6, and information on the accuracy data
of the different experimental models is given in Table 4.

A visual comparison of the accuracy of four of these
models is shown in Figure 7.

4.2. SignificanceTests betweenDifferentModels. 6e t-test is a
method of significance testing that uses a small probability
counterfactual method of logical reasoning to determine
whether the hypothesis is valid. +is test can be used to test
the degree of difference between two sample means. +e
reason for using the t-test here is to test whether there is a
difference between the experimental results of the different
models. Table 5 shows the t-test values between the four
models.
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Figure 7: Comparison of the different accuracy rates of the four models.

Table 5: t-test among four models.

Models BASELINE PWCNN PW2CNN PW2CNN and BiLSTMatt
PWCNN 0.1339 0.3458 0.3141 0.4123
PW2CNN 0.2128 0.36937 0.2821 0.3896
PW2CNN and BiLSTMatt 0.28009 0.3596 0.2431 0.4012
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+e comparative effect of the t-test for the four models is
shown in Figure 8.

At a significance level of 0.001, the pvalue of the t-test of the
PW2CNN&BiLSTMatt model against the BASELINE,
PWCNN, and PW2CNN models was less than 0.001. +ere-
fore, there was a difference between the PW2CNN&BiLST-
Matt and the BASELINE, PWCNN, and PW2CNN models.
Modelswereall significantlydifferent fromeachother. Inother
words, at a significance level of 0.001, the PW2CNN&
BiLSTMatt model significantly outperformed the BASELINE,
PWCNN, and PW2CNN models. In addition, the p value of
the t-test of the PWCNNmodel against the BASELINEmodel
(0.003 39) was less than 0.05 at a level of 0.05.+erefore, there
was a difference between the PWCNN model and the
BASELINE. In otherwords, thePWCNN is significantly better
than the BASELINE model at a significance level of 0.05.

5. Conclusion

A PW2CNN and BiLSTMatt model for sentiment evaluation
is proposed for mining and analyzing the sentiment of
foreign literary works, using both word vectors and POS
feature vectors.+ese two features are two ways of extracting
information from textual data, mainly taking into account
the characteristics of words themselves and the character-
istics of features containing sentiment information. +e role
of lexical features in the model is verified by comparing the
BASELINE model with the PWCNN model. At the same
time, two options are proposed for the fusion of these two
features, one is the direct splicing of two vectors and the
other is the “fusion” by means of a parallel structural neural
network model. A comparison is made between a CNN and
a bidirectional long and short-term memory network in-
corporating an attention mechanism, and experimental

results are presented to demonstrate which model is more
suitable. +e convolutional network is good at capturing
local features, while the long and short-term model is more
suitable for features containing “temporal” information.
Since in the summary of the study of BASELINE and
PWCNNmodels, no comparative experiments withmultiple
parameters were conducted, but only between models, the
study of the effect of multiple parameters on experimental
results will be a key direction, in future work.

Data Availability

+e dataset can be accessed upon request.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

References

[1] X. Jin, L. Kumar, Z. Li et al., “A review of data assimilation of
remote sensing and crop models,” European Journal of
Agronomy, vol. 92, no. 1, pp. 141–152, 2018.

[2] A. G. Laborte, M. A. Gutierrez, J. G. Balanza et al., “RiceAtlas,
a spatial database of global rice calendars and production,”
Scientific Data, vol. 4, no. 1, Article ID 170074, 2017.

[3] J. de Leeuw, A. Vrieling, A. Shee et al., “+e potential and
uptake of remote sensing in insurance: a review,” Remote
Sensing, vol. 6, no. 11, pp. 10888–10912, 2014.

[4] A. Orynbaikyzy, U. Gessner, and C Conrad, “Crop type
classification using a combination of optical and radar remote
sensing data: a review,” International Journal of Remote
Sensing, vol. 40, no. 17, pp. 6553–6595, 2019.

[5] Y. Wei, X. Tong, G. Chen, D. Liu, and Z Han, “Remote
detection of large-area crop types: the role of plant phenology
and topography,” Agriculture, vol. 9, no. 7, pp. 150–153, 2019.

0.1339

0.2128

0.28009

0.3458

0.36937

0.3596

0.3141

0.2821

0.2431

0.4123

0.3896

0.4012

PWCNN

PW2CNN

PW2CNN&
BiLSTMatt

0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.450.00
Value

PW2CNN&BiLSTMatt
PW2CNN

PWCNN
BASELINE

Figure 8: Comparison effect of t-test for the four models.

8 Scientific Programming



Retraction
Retracted: A Method of Extracting and Identifying College
Students’ Music Psychological Features Based on EEG Signals

Scientific Programming

Received 18 July 2023; Accepted 18 July 2023; Published 19 July 2023

Copyright © 2023 Scientific Programming. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting requirements
has not been met in this article: ethical approval by an Institu-
tional Review Board (IRB) committee or equivalent, patient/
participant consent to participate, and/or agreement to publish
patient/participant details (where relevant).

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] L. Liang, “A Method of Extracting and Identifying College
Students’ Music Psychological Features Based on EEG Signals,”
Scientific Programming, vol. 2022, Article ID 1503757, 10 pages,
2022.

Hindawi
Scientific Programming
Volume 2023, Article ID 9767390, 1 page
https://doi.org/10.1155/2023/9767390

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9767390


RE
TR
AC
TE
DResearch Article

A Method of Extracting and Identifying College Students’ Music
Psychological Features Based on EEG Signals

Li Liang

Music Department of Taiyuan University, Taiyuan, Shanxi 030012, China

Correspondence should be addressed to Li Liang; liangli@tyu.edu.cn

Received 2 July 2022; Revised 13 August 2022; Accepted 16 August 2022; Published 12 September 2022

Academic Editor: Lianhui Li

Copyright © 2022 Li Liang. $is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the development of information technology, music education in universities is also changing. Traditional music education
can not effectively explore the feature of students, resulting in the quality of music education being restricted. $e rapid de-
velopment of Electroencephalogram (EEG) signals has brought a new educational model to music education. $rough the
extraction of students’ psychological features of music by EEG, psychological features can be identified and different educational
programs can be formulated according to the results. Multifeature extraction and combination method can improve the accuracy
of EEG feature extraction. Using empirical mode decomposition and wavelet packet decomposition of the two kinds of methods to
analyze EEG data, respectively, then the average energy, volatility index, sample entropy, and approximate entropy and multiscale
features such as permutation entropy and Hurst index, select features in combination, to classify the feature set after the
combination, so as to find out the feature of the performance of the optimal combination. $e experimental results show that the
feature combination of sample entropy and approximate entropy can better represent the main features of EEG psychological
characteristic signals after wavelet packet decomposition, and the recognition accuracy is more than 90%.

1. Introduction

In the teaching of traditional music, most of the teachers
have followed the same approach as in general subjects, from
concept to illustration and back to the concept.$is teaching
method is dull and inflexible, and students can only passively
accept knowledge. If the teacher can not design the teaching
plan according to the characteristics of students, music
teaching will become the ‘stumbling block’ of aesthetic
education. $e quality of music education can be effectively
improved if the psychological characteristics of students
learning music can be fed back at any time. [1, 2] Musical
psychological feature refers to the psychological process
including various human psychological factors generated
during the interaction between people and music. [3] It
includes the mood, preference, interest, and attitude related
to music practice. It is a kind of special psychological fuzzy
quantity, which includes both the psychological feature
component caused by sound directly and the psychological
component produced by the subject’s thinking about the

content of social life. [4–7] It is a current synthesized from
two sources. Musical psychological feature is a kind of re-
alistic psychological features with special concretization and
music images. Music psychological feature is a kind of ar-
tistic psychological feature, which is contained in music and
reflected by music, and is also the artistic expression of
realistic psychological features in music. [8] Its form and
existence have their own feature. Compared with the real
psychological feature, musical psychological feature is not
only ameans of communication between people, but also the
connotation of art for people to appreciate. It is expected to
arouse the sympathy of others. $erefore, it is more con-
centrated and generalized than the natural outpouring of
psychological feature, and thus has a stronger susceptibility.
[9, 10]

psychological feature recognition aims to establish a
harmonious man-machine environment and make the
computer have higher and more comprehensive intelligence
by giving the computer the ability to recognize, understand
and adapt to the psychological feature of college students.
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psychological feature recognition is an interdisciplinary
research field integrating cognitive science, psychology,
computer science, and neuroscience. [11–15] It is a difficult
and hot topic in the field of cognitive science. With the
enhancement of the computing power of computer, the cost
of machine learning algorithms is greatly reduced, which
lays a solid foundation for the rapid development of machine
learning algorithms. Building an appropriate machine
learning algorithm model can effectively improve the ac-
curacy of the psychological feature recognition system.
[16, 17] At the same time, the development of noninvasive
sensing technology and human-computer interaction
technology, it also provides a new idea for the development
of psychological feature recognition. psychological feature
recognition has a broad application prospect, and it can be
potentially applied to the field of education. [18].

$e modes of musical psychological feature recognition
can be divided into physiological signals and non-
physiological signals according to the source of signals. In
recent years, with the development of wearable and non-
invasive physiological signal acquisition devices, the real-
time performance and accuracy of physiological signal ac-
quisition are greatly improved, which promotes the devel-
opment of physiological signals in the field of music
psychological feature recognition. Physiological signals such
as EEG signals, eye-tracking, and Electrodermal activities
(EDAs) are widely used in psychological feature recognition.
[19, 20] $e reason why EEG signals play an important role
in psychological feature recognition based on physiological
signals is that the amygdala located deep in the brain is
closely related to feelings and psychological features. Mul-
tichannel EEG signals can record the measurement results of
different parts of the brain including the amygdala, and this
information can closely reflect the psychological featured
state. With the rapid development of EEG signal acquisition
technology, brain-computer interface technology, and ar-
tificial intelligence technology, the study of EEG signals has
gotten great attention in many countries. [22–26] $e US
government launched the Human Brain Initiative in 2013 to
explore brain mechanisms, advance neuroscience research
and develop new treatments for brain diseases that currently
have no cure. In the same year, the European Union and
Japan also announced their respective “Brain Project”. $e
European Union’s Brain Project research focuses on brain-
like computing, which uses supercomputers to simulate
brain functions; Japan’s Brain program focuses on the
medical field, studying brain diseases and developing new
treatments. In 2016, China listed “brain science and brain-
like research” as a major national scientific and technological
innovation and engineering project in its planning outline.
For the “China Brain Project”, experts jointly proposed the
layout of “one body and two wings”: the “main body” of the
research on the neural principles of brain cognition, and the
“two wings” of the research on the treatment and diagnosis
of major brain diseases and the new technology of brain
intelligence. Brain planning has provided impetus for the
development of cognitive science and neuroscience.
$erefore, psychological feature recognition based on EEG
signals has attracted the attention of many scholars. [27–30].

In this paper, we study a kind of effective EEG music
psychological characteristic feature extraction algorithm,
study how to extract a variety of electrical features and
combinations, to seek the feature of the optimal combina-
tion, and to improve the accuracy of electrical psychological
feature classification, based on EEG signals of music college
students psychological feature extraction and recognition
technology development to provide technical basis.

2. Brain Electricity

2.1. Acquisition Method of EEG Signal. Dry electrodes are
used to collect EEG signals. $e electrodes on the device that
touches the scalp do not need to be coated or added with
conductive materials and can be worn directly on the head to
collect EEG signals. $e method is easy to operate in the
experiment and the equipment is easy to carry, which
provides theoretical basis and technical support for the
development of portable EEG psychological feature detec-
tion therapeutic instruments in the future. However, the
cuticle of the scalp has a large impedance, so the extracted
EEG signal is not strong.

$e other is to obtain EEG signals from a wet electrode,
which is attached to the scalp via a conductive paste to
reduce the impedance of the cuticle. $is collection method
can collect more stable and effective EEG signals, but this
collection method is not conducive to the application of real
life in terms of convenience and comfort.

2.2. EEGPreprocessing. Early EEG research usually involved
manual detection and discarding of parts of the signal that
contained artifacts, or EEG acquisition experiments
designed to avoid artifacts. However, in the actual EEG
collection, artifact generation is inevitable. $ree methods
are commonly used for artifact removal:

(1) Artifact subtraction. Assuming that the collected
EEG signal is a linear combination of EEG signal and
artifact signal and that the EEG signal is not cor-
related with the artifact signal, the artifact can be
obtained by measurement. $is method was used to
remove electro-ophthalmic artifacts in the early
stage. It is intuitive and has a clear physical meaning,
but may lead to the loss of some useful EEG data.

(2) Principal component analysis. $e EEG signal is
decomposed by the orthogonal principle and the
artifacts are removed according to the energy pro-
portion of each EEG component.$ismethod is only
related to the covariance matrix of the signal, and
although it is better than the pseudo-trace subtrac-
tion method, there is still high-order residual in-
formation between the signal components because it
does not involve the high-order statistical feature of
the signal.

(3) Independent Component Analysis (ICA). $is blind
source separation method has been widely used in
EEG for artifact removal and feature extraction.
Since this method does not have various noises of
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physiological signals, and the sequence of separation
signals cannot be determined, this method needs
several iterations to obtain a separation matrix, and
whether the independent components are artifacts
needs manual judgment.

2.3. Feature Extraction Method. EEG feature extraction
mainly involves noise reduction, reduction, and correlation
removal. In the present research, the commonly used feature
extraction methods are divided into time domain frequency
domain analysis, space domain analysis, and nonlinear
dynamics analysis.

2.3.1. Time Domain Frequency Domain Analysis.
Frequency domain analysis of EEG signals mainly focuses on
the statistical and geometric feature of EEG signal waveforms.
Common analysis methods include probability density, time
domain waveforms, autocorrelation, and cross-correlation.
$e analysis of EEG signals usually focuses on the amplitude,
peak, waveform, histogram, mean, and variance of EEG
signals. Although the time domain analysis of EEG has the
advantage of intuition, it lacks objectivity. At present, the
most common time-domain features in research are ampli-
tude feature and amplitude energy feature (Band power, BP),
while the most common filtering methods in time domain
analysis are: band-pass filter, Laplace filter, full-lead average
reference method, Kalman filter and moving average filter.
Frequency domain analysis of EEG signals is usually to an-
alyze the correlation and power spectrum of EEG signals.
Frequency domain features usually use fast Fourier transform,
Adaptive Antoregessive (AAR) model and wavelet transform
to extract Power spectral density (PSD), AAR parameters or
wavelet frequency band energy. Frequency domain analysis,
known as power spectrum estimation, converts EEG signals
based on the corresponding relationship between EEG power
and frequency, making it easier to observe the distribution
and variation of rhythm, as well as the energy distribution of
each frequency. However, variance estimation is prone to
fluctuation, so it will lead to the loss of higher-order infor-
mation. Although autoregressive model is easy to estimate
parameters, its parameters do not have specific physical
meaning, so it cannot be extended in practice. $e common
time-frequency analysis of EG signal includes short-time
Fourier transform, wavelet transform, wavelet packet de-
composition, empirical mode decomposition, global empir-
ical mode decomposition and local mean decomposition.
What time-frequency analysis has in common is its powerful
energy gathering ability. Even if it is impossible to know the
relationship between signal changes over time, the corre-
sponding time-frequency relationship can be obtained within
a certain range of SNR. $is method can easily describe the
transient feature of EEG signals, but cannot describe the trend
changes of EEG signals.

2.3.2. Airspace Analysis. Spatial domain analysis is to op-
timize the weighted combination of multilead EEG signals to
obtain signal feature with higher signal-to-noise ratio.

Common spatial analysis algorithms include principal
component analysis (PCA), independent component anal-
ysis (ICA), common space model (COSPATIAL mode),
Fisher’s Criterion (FC), spatial adaptation of data and Ca-
nonical correlation analysis (CCA), etc.

2.3.3. Nonlinear Dynamics. In recent years, nonlinear dy-
namic analysis method has been widely used in EEG signal
analysis because EEG signal is a collection of nonlinear
coupling by a large number of nerve cells. In nonlinear
analysis of EEG signals, one method is to analyze EEG
signals through mixed pure theory. $e common methods
include Lorenz scatter diagram, maximum Lyapunov ex-
ponent, correlation dimension, and Hurst exponent. $e
other method is to analyze EEG signals by information
theory. Common methods include permutation entropy,
singular value decomposition entropy, LZC complexity,
approximate entropy, and sample entropy.

3. Music Psychological Feature of EEG

3.1. Empirical Pattern Decomposition Algorithm of EEG.
Empirical Mode Decomposition (EMD) algorithm does not
need to set a basis function in advance, and it can decompose
EEG signals according to the time-scale feature of EEG
signals. Compared with Fourier decomposition which re-
quires pre-setting of harmonic basis function and wavelet
decomposition which requires pre-setting of wavelet basis
function, the empirical mode decomposition algorithm does
not need to set the feature of basis function, so its algorithm
can be applied to any type of signal decomposition. EMD
algorithm is suitable for the analysis of nonlinear and
nonstationary signal sequences and has a high signal-to-
noise ratio, so it has obvious advantages in processing
nonstationary and nonlinear data. Since the EMD decom-
position algorithm is based on local feature of EEG signal
time scale, the EMD algorithm is adaptive. EMD algorithm
can decompose THE EEG signal into several Intrinsic mode
functions (IMF), and each IMF component covers local
characteristic signals at different time scales of the original
EEG signal. EMD can transform all the time domain signals
of EEG signals into a linear steady state, and stabilize the
nonstationary EEG data, so that more processing methods
can be applied to EEG signals.

3.2. Eigenmode Functions. If the original EEG signal is
decomposed by EMD, the original EEG signal can be
reconstructed. $e instantaneous frequency of a function is
meaningful only when it is symmetric and its amplitude is 0
on average over local time periods, and when the point at
which its amplitude is 0 is the same as the number of points
at the minimax. $e instantaneous frequency of each point
in the eIGenmode function is meaningful, so the eigenmode
function after EMD decomposition of EEG signal needs to
satisfy 2 points. First of all, in the time period when the signal
exists, the number of maximum and minimum points of the
eigenmode function can differ at most by one in the local
time period. Secondly, at any time point, the average value of
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the envelope of the maximum and minimum values of the
eigenmode function in the local time is 0.

$e first point to be satisfied is similar to the narrowband
requirement for stationary Gaussian signals. $e second
point that needs to be met is that the instantaneous fre-
quency does not vary with the fluctuation of the asymmetric
signal over a local time period. $e second point can also be
explained by the fact that the local mean of the data is zero,
but for nonstationary EEG data, calculating the local mean
involves local time scales, which are difficult to define.
$erefore, the average value of the envelope formed by the
local maximum and the envelope formed by the local
minimum is zero, so that the waveform of the EEG signal is
locally symmetric. IMF represents the intrinsic vibration
mode of the EEG data, where each vibration period of IMF
defined by zero crossing has only one vibration mode and
does not contain other complex odd waves. IMF may be
frequency and amplitude modulated or unsteady and not
constrained to be a narrowband signal, while a signal
modulated only by frequency or amplitude may also be
called IMF.

3.3. Empirical Mode Decomposition ImplementationMethod.
EMD algorithm considers the oscillation in EEG signal as
local oscillation. If the evaluation signal x (t) is a variation
between two adjacent minimum points at t- and t+, a locally
high-frequency component d (t) corresponding to the os-
cillation is defined, where t−≤t≤ t+where the oscillation is
between two minimum values and passes through the
maximum. At the same time, it is still necessary to define a
local low-frequency component m(t), where t−≤t≤ t+, then
x(t)�m(t)+d(t). $is method can be used to decompose all
the oscillating components of the EEG signal. It can also be
applied to all the residual components of the local signal.
$erefore, the components of the EEG signal can be
decomposed by an iterative method, a process called EMD
decomposition. EMD decomposition is performed for a
given EEG signal, and the decomposition process is shown
in Figure 1.

$e EMD decomposition process of EEG signals is as
follows:

(1) Find all extreme values of x(t).
(2) $e envelope of extreme points is formed by in-

terpolation method. $e minimum point forms the
lower envelope, which is expressed as Emin(t). $e
maximum point forms an upper envelope and is
expressed as Emax(t).

(3) Calculate the mean value of upper and lower en-
velope m(t)� (Emin(t)+Emax(t))/2.

(4) Extract details d(t)� x(t)−m(t).
(5) Repeat the above steps for residual d(t) until the

mean value of d(t) is 0, and the iteration ends.

A screening process is needed during EMD decompo-
sition, and the above EMD decomposition steps are rede-
fined. In this screening process, steps 1–4 of EMD
decomposition above are repeated for detail signal d(t) at

first, and iteration is not stopped until the mean value of
detail signal d(t) is 0 or meets the stop criteria. $e detail
signal d(t) after iteration stop is called IMF, and the residual
signal of detail signal d(t) can be calculated through the fifth
step of EMD decomposition above. After the above calcu-
lation process, with the generation of residual signals, the
number of extreme points gradually decreases. After com-
pleting the EMD decomposition of the whole EEG signal,
several IMF will be generated.

3.4. Feature Extraction Algorithm. $e EEG signal will
produce signal components after decomposition, and the
EMD decomposition algorithm is used as an example to
solve the average energy and fluctuation index of each
component. $rough the decomposition of the original EEG
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Figure 1: Empirical pattern decomposition process.
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signal by the EMD algorithm, the l-order IMF components
can be obtained, but the difference between the frequencies
of the IMF components of each order is relatively large, so
there is an energy difference between the IMF components
of each order, and the average energy of the IMF compo-
nents of each order can be used as a characteristic value of
the EEG signal. $e average energy per order IMF com-
ponent is calculated as follows:

El �
1
n



n

t�1
Sl(t)



2
, (1)

where Sl is the lth IMF component, n is the number of IMF
component data points; El is the average energy charac-
teristic of the lth IMF component.

According to the feature of each order IMF component
after EMD decomposition, the representative first m-order
IMF components are selected for feature extraction so thatm
average energy feature values can be extracted for each EEG
data. Since the amplitude of brain waves varies with changes
in musical psychological feature, the average of the sum of
amplitude differences of adjacent IMF components is
extracted as an eigenvalue, which characterizes the fluctu-
ation intensity of the signal and is called the fluctuation
index. Since the intensity of EEG signal changes varies across
psychological feature states, the fluctuation index can be
used as a measure of the intensity of EEG signal changes,
which is defined as:

Hi,j �
1
n



n

t�1
Si(t) − Sj(t)



⎛⎝ ⎞⎠, (2)

where Si(t) is the i-th IMF component after EMD decom-
position; Sj(t) is the j-th IMF component; n is the number of
data points of the IMF component; Hij is the average of the
sum of the absolute values of the differences between the i-th
and j-th IMF components, which is the fluctuation index.

$e most representative top m-order IMF components
are selected for feature extraction after EMD decomposition,
so that m− 1 IMF fluctuation index feature values can be
obtained for each EEG data.

Approximate entropy (ApEn) is a nonlinear kinetic
parameter that can be used to measure the pattern of EEG
signal waveform changes and the unpredictability of EEG
signal changes. ApEn characterizes the complexity of an
EEG signal by a nonnegative number that is also used to
indicate the probability of a change in the EEG signal, whose
magnitude increases with the complexity of that EEG time
series. Approximate entropy does not require a large number
of data points for calculation in practical applications, and
approximate entropy can suppress the mixed noise signals in
EEG signals and has a strong resistance to interference
signals. Since ApEn can analyze single or superimposed
random signals, it is very suitable to be used for analyzing
EEG signals. Denote a set of original EEG signals by x(i),
where i� 1, 2, ..., n, and n is the number of data points. $e
detailed steps to extract ApEn from EEG signals are as
follows.

(1) $is set of EEG signals x(n) is converted into a set of
vectors with dimension d according to the sequence
of serial numbers.

Y(i) � X(i), X(i + 1), · · · , X(i + d − 1), (3)

where d is the window length, i is satisfying i� 1,2, ...,
n− d+ 1.

(2) Calculate the distance between the i-th vector Y(i)
and the j-th vector Y(j).

D Y(i), Y(j)  � max |Y(i + k) − Y(j + k)| , (4)

where i is satisfied by i� 1, 2, ..., n− d+ 1, j is satisfied
by j� 1, 2, ..., n− d+ 1, and k is satisfied by k� 0, 1, ...,
d− 1.

(3) When the threshold r is known and r is a nonneg-
ative number, if the number of D{Y(i), Y(j)}<r in a
set of data points is denoted by Nd(i), and the
number of total vectors is denoted by N− d+ 1, and
the ratio of these two is denoted by Cd

i (r), the
formula for calculating Cd

i (r) for each EEG data
series is shown below.

C
d
i (r) �

N
d
(i)

(N − d + 1)
, (5)

where i is satisfied with i� 1, 2, ..., N− d+ 1.
(4) $e natural logarithm is taken, and then the average

of all the i’s is found for the requested logarithm.

ϕd
(r) �

1
N − d + 1



N−d+1

i�1
lnC

d
i (r). (6)

(5) $en the data sequence X(N) is further composed
into a set of vectors of dimension d+ 1 according to
the serial number, and Cd+1

i (r) and ϕd+1(r) can be
obtained after repeating the above steps.

ApEn � ϕd
(r) − ϕd+1

(r). (7)

Since the length of the processed EEG data points is set,
the value of the original data point length N is not discussed
for the time being. $e window length d is also called the
embedding dimension, and if the value of d is set larger than
2, the calculated approximate entropy is not used to accu-
rately characterize the EEG signal. If the EEG signal is
reconstructed when the value of d is set to 2, the EEG in-
formation obtained after reconstruction is more detailed
than that portrayed when the value of d is 1, so the value of d
is set to 2. $e value of the threshold r, also known as the
similarity tolerance, is related to the ability of the requested
approximate entropy to discriminate between EEG cate-
gories. the size of r is more relevant to the scenario of
practical application, and r� 0.2 ∗ std is usually chosen,
where std denotes the standard deviation of the original time
series.

Scientific Programming 5



RE
TR
AC
TE
D

3.5. Holdings of Sample Entropy. Sample entropy (SampEn),
which transforms some of the steps in approximate entropy
calculation, is also used to measure the complexity of time
series and is commonly used in the assessment of physiological
time series complexity and in the diagnosis of case states.

Sample entropy algorithm is expressed as follows:

(1) If the time series of an N-dimensional EEG signal is
u(1), u(2), . . ., u(N), the sequence is obtained by
sampling at equal time intervals.

(2) $e parameters that determine the calculation results
of the sample entropy algorithm are integer d and
real number r, where d is the length of the com-
parison vector and r is the measure of similarity.

(3) Reconstruct d vector X(1), X(2), . . ., X(N− d+ 1),
where X(I)� [u(i), u(i+ 1), . . ., u(i+ d− 1)].

(4) For 1i≤N− d+ 1, count the number of vectors that
meet the following conditions:

B
d
i (r) �

(X(j), D[X(i), X(j)]≤ r)

(N − d)
, i≠ j. (8)

Among them, the D[X, X∗ ] is defined as D[X,
X∗ ]�Max|u(a)− u ∗ (a)|, indicates X≠X∗ . u(a)
represents the element of vector X, and D represents
the distance between vector X(i) and vector X(j),
which is determined by the maximum difference of
the corresponding element. $e value range of j is [1,
N− d+ 1], but j≠ i.

(5) Find the average value of Bd
i (r) over all I values,

denoted as Bdi(r).

B
d
(r) � (N − d + 1)

− 1


N−d+1

i�1
B

d
i (r). (9)

(6) let k� d+ 1, repeat steps 3–4, get
Ak(r) � (N − k + 1)−1 

N−k+1
i�1 Ak

i (r). Among them:
Ak

i (r) � (number of X(j) such thatd[X(i), X(j)]

≤ r)/(N − k), i≠ j.
(7) Sample entropy (SampEn) is defined as:

SampEn � lim
N⟶∞

−ln
A

k
(r)

B
d
(r)

  . (10)

3.6. Multiscale Permutation Entropy. Permutation entropy
(PE) is also a nonlinear parameter that can be used to
characterize the complexity of an EEG signal. It has the
advantages of simple calculation procedures and a strong
ability to suppress themixed noise in EEG signals. Multiscale
permutation entropy is calculated on the basis of PE, and its
calculation steps are as follows, as shown in Figure 2.

First, the EEG psychological feature time series were
coarse-grained. If a group of EEG psychological feature time
series is {x(i), i� 1, 2, ..., n}, then the coarse-granulating
method is as follows:

yi �
1
s



js

i�(j−1)s+1
xi，1≤ j≤

N

s
, (11)

where s is a multiscale factor, and yi is a multiscale time
series.

When the scale factor s is 1, it means that the EEG
psychological feature time series is the original EEG psy-
chological feature time series, and the entropy calculated by
the multiscale permutation entropy algorithm is the per-
mutation entropy value.

Spatial reconstruction time series {y(i), i� 1, 2, ...,N}, and
you get the matrix Y. $e length of the time series is N.

Y �

y(1) y(1 + τ) . . . y(1 +(d − 1)τ)

y(2) y(2 + τ) . . . y(2 +(d − 1)τ)

y(j)

⋮

y(k)

y(j + τ)

⋮

y(k + τ)

· · ·

. . .

. . .

y(j +(d − 1)τ)

⋮

y(k +(d − 1)τ)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (12)

where d is the embedding dimension; τ is the delay factor; k
is k�N− (d− 1); y(j) is the j-th row component of the re-
construction matrix.

Consider N− (d− 1)τ rows in the above formula as
N− (d− 1) reconstruction components. $e first j a, matrix
component {y(j), y(j+ τ), ..., y(j+ 1) (d− 1)τ}, arranged in
ascending order, is available:

Consider the N− (d− 1)τ rows in the above equation as
N− (d− 1)τ reconstructed components. $en, the j-th
component of the matrix {y(j), y(j+ τ), ..., y(j+1) (d− 1)τ},
rearranged in ascending order, gives the following equation.

% y i + j1 − 1( τ( ≤y i + j2 − 1( τ( ≤ · · · ≤y i + jd − 1( τ( ,

(13)

where j1,j2,· · ·,jd is the index value of the column where
each element is located in the reconstructed component. If
y(i + (jp − 1)τ) � y(i + (jq − 1)τ) exists in the recon-
structed component and p≠q, then it is necessary to sort the
values of jp and jq by their magnitude. If jp< jq, then there is
y(i + (jp − 1)τ)<y(i + (jq − 1)τ).

Each row of an arbitrary reconstruction matrix has a
sequence of reconstruction symbols corresponding to it.

S(i) � j1, j2 · · · , jd( , (14)

where i is satisfied by i� 1, 2, ..., k, where the value of k is less
than d.

Since the dimension of the reconstructed EEG com-
ponent is d, the arrangement can be obtained as d kind.

If p1, p2, ..., pk is used to denote the probability of occurrence
of sequence S(i), the permutation entropy of EEG sentiment
time series x(i) can be expressed as the following equation.

MPE � − 
k

j�1
Pj lnPj. (15)

$e formula for calculating PE and the range of values of
probability Pj shows that MPE is maximum when Pj � 1/d
and its value is ln(d).

0≤MPE≤ 1. (16)
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complexity of the EEG signal {x(i), i� 1, 2, ..., N}. a larger
value of PE indicates a more complex and random EEG
signal, and vice versa.

$e three parameters, embedding dimension d and delay
factor as well as scale factor, will have an impact on the
accuracy of the multiscale alignment entropy calculation
results. An EEG psychological feature signal containing high
and low arousal is selected from the DEAP database, and the
appropriate parameters d, τ, and s are found experimentally.
When d� 3 and τ � 1, the absolute value difference of the
amplitude of the two types of signal alignment entropy with
different scale factors s is shown in Figure 3 below. From the
figure, it can be seen that the magnitude difference is the
largest when s is 1, so s� 1 is chosen. According to the
previous research, it is known that when 2d≤ 5 can make a
good approximation to the asymptotic distribution by finite
series.

$erefore, when s� 1 and τ � 1, the absolute value dif-
ference of the amplitude of the two types of signal alignment
entropy under different d is shown in Figure 4 below. From
the figure, it can be seen that the amplitude difference is the
largest when d is 5, so d� 5 is chosen.

$erefore, when s� 1, d� 5, the absolute value difference
of the amplitude of the two types of signal alignment entropy
under different d is shown in Figure 5 below. From the
figure, it can be seen that the amplitude difference is the
largest when s� 1, so it is chosen τ � 1.

3.7. Hurst Index. $ere are seven main methods for cal-
culating the Hurst index: Aggregate variance method, R/S
analysis method, Periodogram method, Absolute value
method, Variance of residuals method, Abry-Veitch
method, and Whittle method (Whittle estimator). R/S
analysis is also called rescaled polar variance analysis, which
is usually performed for only a few representative indices
due to the complexity of the calculation method.

$e Hurst index, calculated by R/S analysis, enables a
quantitative description of the long-term dependence of
time series information. $e Hurst index is able to predict
the trend of the EEG signal, but not the duration of new
changes. In practical applications usually the system beyond
a certain time scale shows a random behavior that is not
correlated with the past. $e quantity R for determining
whether the EEG signal has acyclic cycles can be calculated
by the following equation.

Rn �
(R/S)n�

n
√ . (17)

On the curve plotted by the relationship with lnn, if the
curve is a horizontal line, it means that the signal is random
and the Hurst exponent is equal to 0.5; if the curve slopes

downward, it means that the signal has inverse persistence
and the Hurst exponent is less than 0.5; if the curve slopes
upward, it means that the signal has persistence and the
Hurst exponent is greater than 0.5.

4. Experimental Results Analysis of EEG
Psychological Feature Extraction

$e EMD decomposition algorithm was used to process the
EEG signals to obtain the IMF components of each order,
and the 11-order IMF components were obtained after the 1-
second EEG psychological feature signals on channel Fp1
were decomposed. Fourier transform algorithm was used to
transform the IMF components of each order into the
frequency domain, and the spectrum graph of each order
IMF was obtained. After EMD treatment, the frequency
range of each order IMF component is different. $e
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Figure 3: $e difference of the average amplitude difference be-
tween the two categories at different s values.
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Figure 2: Multiscale permutation entropy calculation process.
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frequency of each IMF component decreases gradually with
the increase of the order, and the higher the order IMF
component, the lower the corresponding frequency. If the
relevant features of each order IMF component are
extracted, the obtained feature vector dimension will be very
high, and these feature quantities will also contain many
EEG features with little correlation with psychological
features, thus reducing the accuracy of EEG psychological
feature recognition. Since the frequency range of the EEG,
rhythm wave is between 0.5Hz and 45Hz, and the IMF
components obtained after EMD decomposition, in which
the first 6th order IMF components occupy almost 90% of
the energy of the EEG signal, the first 6th order IMF
components are reconstructed with the original EEG signal
on channel Fp1 for 1 second and the EEG signal on channel
Fp1 for 1 second after reconstruction. $e first 6 orders of
IMF components can show the features of the original EEG
signal on channel Fp1 for 1 second, so the first 6 orders of
IMF components are selected for feature extraction
respectively.

$e data from the pre-processed DEAP dataset were
analyzed in the time-frequency domain, and the EEG data of
32 subjects on 32 channels were decomposed into several
eigen-simulation functions using the EMD algorithm. Based
on the analysis of appropriate order IMF components, the
first 6 order IMF components were selected for time-fre-
quency analysis after EMD decomposition of EEG data from
32 subjects on 32 channels. $e average energy features and
fluctuation index features are first extracted for each order of
IMF components selected as feature set 1 and feature set 2,
respectively, and then the FFT transform is applied to the
first 6 orders of IMF components after EMD decomposition,
and the average energy features and fluctuation index fea-
tures are extracted as feature set 3 and feature set 4, re-
spectively. Finally, the sample entropy, approximate
entropy, multiscale alignment entropy, and Hurst index of
the first 6 order IMF components after EMD decomposition
are extracted as feature set 5, feature set 6, feature set 7, and
feature set 8, respectively. 80% of the extracted EEG

sentiment feature set is selected as the training set and 20%
as the validation set, respectively. High/low arousal binary
classification is performed by four classical classification
methods, BT, SVM, LDA, and BLDA, one by one.

As can be seen from Figure 6, the classification accuracy
of these features combined is not high, and the accuracy of
EEG emotion classification after feature combination is
lower than that before feature combination. $e highest
classification accuracy for the combination of all features is
only 77.68%. It is 12.32% lower than the best result of 90%
for classification by single features. $e possible reasons for
this phenomenon are: (1) the combined features produce
redundant data, which affects the classification results; (2)
when individual features are classified, the amount of feature
data is relatively small compared to the combined features,
and the classification results of the combined featuresmay be
oversaturated; (3) when each feature is classified individu-
ally, the feature values of the two categories have certain
differences, but after combining them together, the differ-
ences between the two $e difference between the feature
values is reduced.

5. Conclusion

$e psychological features of the music of college students
are related to their preferences in learning music. It can
effectively extract the psychological feature of music, identify
and analyze the preferences of students, and develop dif-
ferent learning programs according to different students by
combining their own features, so as to maximize the ad-
vantages of students. In this paper, multifeature extraction
and combination methods are studied to improve the ac-
curacy of mental feature extraction from EEG signals. $e
EEG emotion data after DEAP centralized preprocessing is
processed by the Empirical Mode Decomposition algorithm.
$rough verification, it is found that the multifeature ex-
traction method can effectively extract psychological feature
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Combination of features
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Figure 6: Average classification accuracy of feature combinations.
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data, better reflect the psychological feature of students, and
provide good data support for the development of music
education programs [21].

Data Availability

$e dataset can be obtained from the author upon request.
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[5] S. Nieminen, E. Istók, E. Brattico, M. Tervaniemi, and
M. Huotilainen, “$e development of aesthetic responses to
music and their underlying neural and psychological mech-
anisms,” Cortex, vol. 47, no. 9, pp. 1138–1146, 2011.

[6] X. Hu, J. Chen, and Y. Wang, “University students’ use of
music for learning and well-being: a qualitative study and
design implications,” Information Processing & Management,
vol. 58, no. 1, Article ID 102409, 2021.

[7] I. Ruokonen, S. Pollari, M. Kaikkonen, and H. Ruismäki, “$e
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People’s requirements for material needs and living standards are gradually increasing, and consumers’ demand for fresh, fruit,
and vegetable cold chain foods is also increasing. �is paper takes urban fresh agricultural products cold chain logistics as the
research object, establishes a collaborative optimization model of urban fresh agricultural products cold chain logistics inventory
and distribution based on distribution centers, proposes a partitioning solution strategy for the multidistribution center problem,
and proposes a collaborative optimization in urban fresh agricultural products logistics inventory and distribution system. �e
application of collaborative optimization in urban fresh product logistics inventory and distribution system is proposed.

1. Introduction

In recent years, with the healthy and rapid development of
China’s national economy, people’s requirements for ma-
terial needs and living standards have gradually increased,
and consumers’ demand for fresh, fruit, and vegetable and
other cold-chain foods has also increased day by day. With
this, people’s requirements for the safety and freshness of
food are also getting higher and higher [1]. According to the
analysis of relevant experts, it is because people pay more
and more attention to food safety [2], so in recent years the
public is more concerned about the safety and freshness of
cold chain logistics products, and there are some products in
the logistics system in the process of transportation and
circulation need to be stored at low temperature and other
technical means to maintain the maximum degree of
freshness, nutrients, and so on; the cold chain logistics in-
dustry was born [3].

Since the establishment of the cold chain logistics sys-
tem, some cold chain logistics products can be transported
and sold over long distances; the seasonality of fresh fruits
and vegetables in daily life has gradually become blurred;
and the categories of food that people can buy in general are
increasingly rich. �e development of cold chain logistics
bene�ts from the current high-speed economic situation and

people’s increasing demand for daily consumption, and it is
foreseeable that the development prospect of cold chain
logistics will be very broad in the future. In recent years, the
rapid development of logistics management, facility plan-
ning, safety monitoring, and other logistics-related disci-
plines has led to the gradual development of the cold chain
logistics industry in China [4].

�ere are many shortcomings in China’s cold chain
logistics, such as higher costs, the extremely low delivery rate
of cold chain logistics and product circulation rate, very
backward infrastructure, serious losses of cold chain logistics
products during inventory distribution, and so on. �is is
mainly due to the late start of China’s cold chain logistics
industry compared with developed countries, the lack of
reasonable cold chain logistics system planning, and back-
ward basic logistics facilities [5]. According to professional
statistics, the current loss in the process of inventory dis-
tribution due to the spoilage of cold chain logistics products
has caused a large amount of irretrievable losses in the cold
chain logistics industry [6]. Under the guidance of the rapid
development of the global economy, China’s logistics in-
dustry is rising rapidly, and cold chain logistics is also
gradually attached to the relevant national departments and
the entire logistics industry. �e depletion of cold chain
logistics products is inevitable, so the research on it to
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improve the cold chain logistics network can minimize the
loss of cold chain products in the process of inventory
distribution and then reduce the cost of cold chain logistics
products, and it will also promote the economic and social
development of China.'erefore, the cost of loss of goods in
circulation considered in the study of the total cost of cold
chain logistics network to improve the cold chain logistics
network in China has now become an urgent problem [7].

Relying on the rapid development of the Internet [8],
fresh product e-commerce has started to enter a golden age
of development. Combined with the characteristics of
perishability, easy deterioration, and high timeliness re-
quirements of fresh products, high demands are placed on
their timeliness of delivery and freshness at the time of
delivery [9]. If the quality of the product is significantly
degraded at the time of delivery, it will usually be rejected
directly. 'is requires a perfect logistics system to support,
through a reasonable logistics system planning to shorten
the delivery time of the product, to protect the quality of the
product, and at the same time can reduce the cost. With the
continuous development of logistics systems and even
pharmaceutical logistics systems, managers have gradually
realized that there are two important decisions in logistics
systems, which are inventory decisions at the tactical level
and transportation path decisions at the technical opera-
tional level [10]. 'e two elements are interlinked and highly
correlated, and inventory and distribution costs account for
a large proportion of the total cost, so the backward phe-
nomenon of benefits between the two is particularly
prominent: if we hope that inventory costs are low, we need
to reduce the amount of inventory, then the number of
deliveries will increase, and distribution costs rise; if we hope
that distribution costs are low, we need to make the number
of deliveries decrease, and the amount of goods per delivery
becomes larger, and then the pressure on warehouse storage
becomes larger and Inventory cost increases. 'erefore, in
order to balance the contradiction between inventory and
distribution and achieve the optimization of the logistics
system, the inventory and distribution activities of this lo-
gistics network should be collaboratively optimized [11].

As the core link of cold chain logistics, inventory and
distribution are mutually constrained, and changes in the
decision of one link will directly affect the other link, so it is
important for the long-term development of enterprises to
consider the synergy of the two types of decisions [12].
Based on the existing research, this paper summarizes and
refines the relevant concepts of cold chain logistics, con-
structs a collaborative platform for cold chain logistics
supported by blockchain, ensures real-time sharing of
inventory and distribution information upstream and
downstream of the supply chain through the collaborative
platform, focuses on the rational modeling and solution of
inventory decision and collaborative arrangement of paths
in the secondary network of cold chain logistics on this
basis, and discusses the cold chain. It is of strong theoretical
and practical significance to discuss the cooperative
problem of inventory and distribution of cold chain lo-
gistics from the information technology level and business
process operation level [13].

Fresh agricultural products are rich in elements and
water required for life, and there are more microorganisms
with life activities inside them than other products, so
deterioration and corruption are the most important
characteristics of fresh agricultural products [14]. 'e
supply chain circulation is complicated and complex,
mainly including raw materials, production, circulation
and processing, sorting, storage, loading and unloading,
distribution and sales, and so on. In the process of cir-
culation, slight damage often causes irreversible effects on
fresh agricultural products, which can lead to rapid dete-
rioration and even corruption. 'erefore, in the process of
supply chain circulation, different temperatures need to be
set according to the characteristics of different products
such as the speed of freshness weakening to ensure product
quality. Cold chain logistics of fresh products has the
following characteristics compared with room temperature
logistics. (1) Precise temperature control and high time-
liness: cold chain logistics is more complicated compared
with normal temperature logistics, mainly because the
object of cold chain logistics is mainly fresh products, and
the characteristics of different fresh products have big
differences, and they are sensitive to the storage environ-
ment temperature, humidity, and light, so in each link of
the supply chain, in order to ensure the quality of fresh
products and slow down the decline of freshness, the
optimal storage environment for fresh products varies
greatly. In addition, fresh products have strict requirements
on delivery time; cold chain logistics enterprises should
deliver the products to the customer’s designated location
in a timely and accurate manner. 'erefore, cold chain
logistics enterprises need to plan the distribution path in
advance to ensure timely and accurate delivery [15]. (2)
More capital investment and frequent daily maintenance:
fresh products have the characteristics of perishability and
short life cycle and generally have extremely high re-
quirements for temperature and humidity, so they must be
equipped with professional refrigerated holding tanks and
distribution vehicles in the circulation process. In the
process of circulation from the upstream to the down-
stream of the supply chain, temperature changes are often
caused by irregularities in handling and transportation
operations.'is can lead to the decline of product fresh-
ness, affect product quality, and cause damage to goods,
which can bring huge capital losses. 'erefore, it is nec-
essary to regularly spend a lot of costs to maintain the
facilities and equipment of cold chain logistics of fresh
products to ensure normal temperature control of refrig-
eration equipment [16]. (3) Strong equipment expertise
and high safety protection: in order to guarantee a constant
temperature in the supply chain circulation, packaging
materials with good anticollision ability and insulation
capacity should be selected, and the selected facilities and
equipment must also meet national standards and speci-
fications. At the same time, to ensure product safety, safety
protection is required for product information (including
production date, expiration date, storage temperature,
etc.), health status of distribution personnel, and cleanli-
ness of shipping equipment [17].
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Compared with ambient logistics, the main feature of the
cold chain logistics operation process is the need for full
temperature control of multiple products in the circulation
process to delay the decay and deterioration of product
freshness and ensure product quality [18]. 'e operation
process of cold chain logistics mainly includes five links:
production, storage, circulation and processing, trans-
portation, distribution, and sales. After the raw materials of
fresh products are simply processed into semifinished prod-
ucts at suppliers, they are packaged and sorted for trans-
portation to distribution centers for secondary processing to
become finished products, and then the products are dis-
tributed to retailers for sales, and finally, customers choose
delivery or self-pickup according to their needs [19]. 'e basic
operation process of cold chain logistics is shown in Figure 1.

Collaborative cooperation of logistics enterprises refers
to logistics enterprises with autonomy, which adopt unified
standards and standardized processes according to certain
agreements to complete partial or comprehensive third-
party logistics services and play the effect that the whole is
greater than the sum of its parts, with the aim of integrating
scattered logistics resources and realizing intensive opera-
tion [20]. 'ere are three types of collaborative cooperation
among logistics enterprises as follows.

'e first one is horizontal synergistic logistics [21], that
is, the complementary synergistic cooperation among lo-
gistics enterprises with different core competencies. On the
basis of constructing their own core competitiveness, en-
terprises choose appropriate other logistics enterprises to
reduce costs through collaborative planning and operation.
For example, professional transportation enterprises can
cooperate with distribution centers, and the transportation
enterprises can complete long-distance and high-volume
mainline cargo transportation, while the distribution centers
can complete activities such as storage, sorting, packaging,
and distribution of goods. For enterprises that can only
provide logistics services within certain regions due to ca-
pacity constraints, they can also complete the whole process
of logistics activities through different distribution centers in
cooperation. 'is collaborative approach is flexible and can
realize the complementary advantages among logistics en-
terprises, optimize resource allocation, and enable each
enterprise to develop markets and expand business while
developing, as shown in Figure 2.

'e second type is vertical collaborative logistics. Its
main form is the collaboration between suppliers, producers,
wholesalers, and retailers. 'is type of synergy can reduce
the cost of each logistics enterprise and is conducive to the
operational effect of economies of scale. Each logistics en-
terprise invests and builds together, shares the benefits, and
shares the risks and costs, forming a close community of
interests, which helps form a stable synergistic relationship
among the enterprises. However, there are many specific
details involved in the implementation process. For example,
the products of different industries have different charac-
teristics and different requirements for logistics, and how to
share the expenses and costs among the participating en-
terprises, which makes collaborative logistics difficult [22],
as shown in Figure 3.

'e third type is the collaborative logistics realized by the
third-party logistics. Provision of necessary logistics services
by relatively independent companies. 'is makes the lo-
gistics service system of each enterprise faster and safer. 'is
type of logistics operation is particularly suitable for the
replenishment mode of small-lot inventory. However, in the
process of third-party logistics cooperation, there are bar-
riers to information communication and exchange of sales
data, business plans, development plans, market demand,
and so on. Only on the basis of the collaborative exchange of
these key information can immediate, accurate, and efficient
logistics services be realized and a win-win strategic state be
formed [23], as shown in Figure 4.

In the area of fresh product quality losses: Donis-
González et al. developed a technique to detect the internal
quality parameters of the fresh product without loss of the
product. 'e aim of the study was to detect the internal
quality of the fresh product earlier in the production and
processing stages of the fresh product supply chain [24].
Prakash studied the effect of ionizing radiation on fresh
products and concluded that ionizing radiation has the effect
of slowing down the rate of decay of freshness, prolonging
the period of spoilage, and destroying bacteria [25].

Primary
processing

Suppliers

Cold Storage Distribution
Center

Secondary
processing

Retailers Clients
Full temperature control

First
transport 

Second transport 

Figure 1: Basic operation process of cold chain logistics.
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Figure 2: Horizontal collaborative logistics.
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Ahumada et al. constructed a planning model on the sto-
chastic allocation of fresh products based on uncertain
climate and customer demand, which enables maneuvering
selection risk [26]. Piramuthu and Zhao used an exponential
function to represent the decaying changes in the quality of
fresh product from the perspective of supermarkets and
developed a model for fresh product inventory allocation by
type and shelf space where demand is influenced by both
product shelf display and freshness [27].

For fresh product inventory optimization research:
Banerjee and Agrawal analyzed the influence of product
selling price and freshness on customer demand and con-
structed an inventory segmentation control optimization
model based on uncertain customer demand, which is only
influenced by selling price before selling and determined by
product freshness after starting selling [28]. Chan et al.
analyzed the effect of supplier productivity on the total cost

of the supply chain system and, based on this, proposed an
integrated model for constructing an exponential deterio-
ration function of a single supplier corresponding to a single
retailer under uninterrupted production conditions, con-
sidering the deterioration of the product at the time of
delivery and using the production quantity as one of the
independent variables affecting the objective function [29].
Hsieh and Dye proposed a customer demand function based
on shipment loss neutrality, shipment loss avoidance, and
shipment loss finding by analyzing the theory related to
reference price effectiveness and integrating reference price
effectiveness with inventory control problem and con-
structed a dynamic pricing model based on this to pursue
long-term profit maximization [30]. Nemtajela andMbohwa
reviewed the relationship between FMCG inventory control
problems and uncertain customer demand by analyzing the
impact of uncertain customer demand on inventory control
[31]. Mirzaei and Seifi developed an inventory path opti-
mization model based on freight cost, inventory cost, and
cost of goods lost on sale and designed a meta-heuristic
algorithm by combining simulated annealing and taboo
search [32]. Li et al. studied a demand-dependent and dy-
namic pricing inventory level model [33].

In the study of inventory and distribution synergy op-
timization, Anily Federgruen studied a secondary logistics
system consisting of distribution centers and multiple re-
tailers and constructed an optimization model to minimize
the total cost of the inventory/distribution secondary system
by analyzing the inventory and distribution cost of distri-
bution centers and the inventory of each retailer. 'e so-
lution process is mainly: firstly, the actual demand of each
retailer is determined and summed, then the group distri-
bution is carried out according to the design demand of each
retailer, and finally the optimal inventory control strategy of
the distribution center and the optimal replenishment
strategy of retailers are determined [34]. In another paper,
she studied a secondary system consisting of a single dis-
tribution center and multiple retailers; considered a retailer
cost minimization model including inventory holding, fixed
order, and transportation costs with a determined sales rate
of goods, a limited load of distribution center vehicles, and
no time window; and finally verified the feasibility of the
model by a heuristic algorithm [35]. Monthatipkul and
Yenradee developed an optimization model based on integer
programming for a single distribution center and many
retailers to determine the optimal inventory control strategy
and distribution strategy for the distribution center.
'rough comparison and analysis, this algorithm was
proved to be superior [36].

In terms of multidistribution center vehicle path opti-
mization research, Laporte established a multidistribution
center path shortest model based on the shortest distribution
center single vehicle type and finally verified the feasibility of
the model by genetic algorithm calculation example [37].
Nagy and Salhi established a multidistribution center
multivehicle model based on multiple vehicle models and
solved it with a genetic algorithm based on the shortest
transport distance model [38].
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Manufacturers Distributors

Retailers

Third Party Logistics

Figure 4: Collaborative logistics realized by the third-party
logistics.
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Figure 3: Vertical collaborative logistics.
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Lack of fresh product spoilage preservation inputs and
quality change related studies: in the theoretical studies
related to fresh product spoilage, there is more literature on
the study of the relationship between time and freshness, but
it ignores the effect of the input of preservation cost on the
freshness function, which is a binary continuous function
about time and preservation cost. At the same time, most of
the existing literature have fragmented the relationship
between freshness function and quality change function.
Most of the literature treat quality change rate as a fixed
parameter value; quality change does not happen overnight;
it increases with the decay of freshness; quality change is a
continuous process; and when the quality change rate
reaches a specific value, it causes product spoilage and
deterioration. Low degree of synergistic optimization of
inventory and distribution: in the study of synergistic op-
timization of inventory and distribution, the research on
each link of the supply chain is more extensive and com-
prehensive, among which there are relatively more studies
on inventory management control and vehicle path plan-
ning, but most of the theories only focus on one of the links
of the research, so independent research on each link can
only achieve local optimization, which is not conducive to
maximizing the overall benefits of the system. Although
some scholars have proposed the relationship between the
quality change function and the product freshness function
based on the deterioration rate obeying the three-parameter
Weibull distribution, the research is on the integrated in-
ventory model of the three-level system of the supply chain,
and the research on the path planning of the distribution
vehicles and the multidistribution center problem is missing
[39]. Multidistribution center problem: the current research
about the supply chain secondary system is limited to the
inventory and distribution from a single distribution center
and a single commodity, and there is less research about the
scheduling problem of multiple distribution centers, mul-
tiple yards, and multiple models.

In the operation of the cold chain logistics system, the
secondary cold chain logistics network consisting of dis-
tribution centers and retailers is the object of study. In a
certain period of time, considering the freshness of fresh
agricultural products, the distribution center will deliver the
products to the retailers according to the optimal distri-
bution path with the optimal quantity and number of times
and pursue the process of minimizing the total cost of in-
ventory and distribution. 'e process of minimizing in-
ventory and total cost of distribution: specifically, within the
ordering cycle of the distribution center, the best replen-
ishment quantity and number of replenishment times of
each retailer are determined, and the best distribution path
from the distribution center to each retailer is determined on
this basis so that the total cost of inventory and distribution
cost of the distribution center and the total cost of inventory
of the retailer are finally realized. In the secondary system
center of urban fresh year agricultural products cold chain
logistics, if the minimization of distribution center inventory
cost is pursued, it will lead to the reduction of the volume of
distribution and the increase of the number of deliveries,
which indirectly increases the distribution cost of the

distribution center. Similarly, the minimization of the most
sought-after distribution costs will lead to an increase in the
volume of distribution and a decrease in the number of
deliveries. 'e increase in the volume of distribution leads to
an increase in the inventory of retailers within a certain
period of time, and the inventory holding costs and freshness
costs also increase, while the order quantity of the distri-
bution center increases to meet the scale effect pursued by
the volume of distribution, leading to an increase in the
inventory costs of the distribution center. In short, the re-
lationship between inventory cost and distribution cost is
mutually influential and restrictive. By analyzing the rela-
tionship between inventory cost and distribution cost in the
secondary system of urban fresh agricultural products cold
chain logistics under the consideration of freshness cost
input, it is determined that the main objects of the syner-
gistic optimization of fresh agricultural products cold chain
logistics inventory and distribution are the order quantity of
distribution center, the number of delivery times and de-
livery quantity of each retailer, and the distribution path.

2. Collaborative Optimization Model

Urban cold chain logistics II system is a logistics network
based on business flow, logistics, and capital flow with full
temperature control. In addition to the functions of sorting
and distribution of conventional logistics distribution cen-
ters, fresh agricultural products distribution centers also
have the functions of fresh products circulation and pro-
cessing, refrigeration and freshness preservation, fresh
packaging, and so on. 'erefore, cold chain logistics dis-
tribution centers on how to improve refrigeration tech-
nology and freshness preservation level, expand radiation
radius, and realize cross-regional distribution and other
issues have become the focus of research. 'erefore, this
paper takes the secondary system of urban fresh agricultural
products cold chain logistics composed of N distribution
centers and M retailers as the research object and firstly
determines that the paper constructs a collaborative opti-
mization model of inventory and distribution based on a
single distribution center. Secondly, based on the single
distribution center inventory and distribution co-optimi-
zation model, the thesis proposes a solution strategy for the
multidistribution center problem, which is mainly based on
partition processing to realize the conversion of multi-
distribution centers into single distribution centers for a
solution.

Freshness, as an important characteristic of fresh agri-
cultural products, is an irreplaceable factor that influences
consumers to purchase fresh products, so the demand for
fresh agricultural products of retailers must consider the
influence of product freshness. As the freshness of fresh
products decreases over time, the market demand decreases
in line with the actual situation, that is, the fresher the fresh
product is, the higher the demand is, so the market demand
is positively related to the freshness of the product. In ad-
dition to the influence of product freshness on demand, the
selling price also has an influence on demand, and the selling
price has an inverse relationship with demand. Referring to
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the defined equation of the function in the literature on the
relationship between product freshness, product selling
price, price elasticity, and market demand, the demand
function in this paper is derived as follows:

Dij(t) � Aij − cjPj ∙φij(t), (1)

where Dij(t) is the demand for product j by retailer i at time
t; Aij is the potential market share, which is the maximum
rate of demand for product j by retailer i; Pj denotes the
product the selling price of product j; cj is the price elasticity
of demand (cj > 1); andφij(t) is the product freshness
function. When product freshness φij tends to 0, regardless
of how the product sales price is adjusted, the market de-
mand Dij also tends to 0. When the product freshness and
price elasticity is certain, the market demand Dij decrease
with the increase in sales price Pj.

Based on the freshness model and the inventory level
equation, the retailer’s inventory level as a function of time is
calculated by integration, as follows:

Iij(t) �
cjPj − Aij

αj − λbj ∙ ln θbj

∙ e
θ

αj−λbj( )t

bj
− θ

αj−λbj( )
ωij∙T

nij
bj − 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(2)

where Iij(t) is the inventory level of retailer i of product j, αj

is the freshness decay coefficient under normal condition of
product j, λbj is the seller’s investment factor for product j
preservation, θbj is the initial freshness of the j product at the
vendor, ωij is the replenishment cycle, and nij is the number
of times the distribution center delivers product j to retailer i
in an ordering interval.

During the replenishment interval, for the freshness cost
of product j at retailer i, which is mainly expressed as the
freshness cost, FC1, invested in the product by the retailer to
ensure the freshness of fresh agricultural products, the
freshness cost is can be calculated as follows:

FC1 � bbj∙Qbij, (3)

where bbj is retailer’s cost of freshness per unit of product j
and Qbij is the number of j products per retailer i purchase.
For the cost of goods loss, DC1, it is mainly due to the cost of
spoilage caused by the deterioration of fresh products as the
freshness of the product decreases and the rate of spoilage
increases over time after arrival at the retailer, as shown in
the following equation:

DC1 � Qbij − D
ωij

ij qj, (4)

where D
ωij

ij is the effective demand for product j by retailer in
the ww-th replenishment cycle and qj is the cost of goods
loss per unit of fresh product j. Retailers’ inventory holding
costs, HC1, are mainly the costs incurred by retailers in
storing and maintaining fresh agricultural products for a
certain period of time, according to the following equation:

HC1 � Cbj∙Ibij, (5)

where Cbj is the retailer’s inventory holding cost for unit j
product and Ibij is the weighted inventory for retailer i and
product j. In a replenishment interval, the total cost, TCij,
incurred for the product at retailer i, including the cost of
freshness, the cost of damage to goods, and the cost of
holding inventory, can be calculated as follows:

TCij � FC1 + DC1 + HC1. (6)

Assuming that retailer i replenishes fresh product j to the
distribution center, the change of inventory level in the
distribution center is only affected by the loss of product
spoilage in the interval between replenishment periods, so
the expression of the change of inventory level in the dis-
tribution center at time t is shown in the following equation:

Idij

ωij

dij (t) � Qbij + Q
ωij+1
dij ∙eθ

αj−λdij( )t

dj
− θ

αj−λdij( )
ωij∙T

nij
dj

,
(7)

where Idij

ωij

dij (t) is the inventory level of the distribution
center for retailer i of product j at replenishment interval;
ωij, Qdij and Qbij are distribution center, retailer i for each
purchase of product j in volume; λdij is the distribution
center’s investment factor for product j preservation; and θdj

is the initial freshness of the j product at the distribution
center.

In the ordering cycle T of the distribution center, for the
procurement cost of product j distributed by the distribution
center for retailer i, it is mainly expressed as the sum of the
fixed order cost and purchase cost paid by the distribution
center to the fresh product supplier, and the procurement
cost, BC, is shown in the following equation:

BC � h0 + hj∙Q
1
dij, (8)

where h0 is fixed order cost per order for all products and hj

is unit cost per order for product j.
In the distribution center ordering cycle T, for the

distribution center to deliver product j at retailer i, the
inventory holding cost is mainly expressed as the cost of
storage and storage of fresh agricultural products at the
retailer in the distribution center, that is, the storage and
storage cost, HC2, of product-weighted inventory in the
ordering cycle can be calculated as follows:

HC2 � Cdj∙ 

nij

ωij�1
I
ωij

dij . (9)

'e freshness cost, FC2, incurred by the distribution
center when the distribution center delivers product j to
retailer i during the distribution center’s ordering cycle Tcan
be calculated as follows:

FC2 � bdj∙Q
1
dij. (10)

In the ordering cycle T, other than nij∙Qbij which is the
fresh product that supplied by distribution center j to retailer
i, the remaining fresh product will be spoilage depletion, so
the cost of spoilage goods loss, DC2, for the distribution
center can be calculated as follows:

6 Scientific Programming



DC2 � Q
1
dij − nij∙Qbij ∙qj. (11)

In addition to the completion of storage, the products in
the distribution center also involve a number of other
businesses. 'e relatively fixed costs arising from these
business links are additional costs, which mainly include the
costs arising from loading and unloading, distribution
processing, packaging, sorting, and other business links. 'e

amount of additional costs is mainly affected by the amount
of products purchased by the distribution center. In the
ordering cycle, the additional costs are mainly caused by the
first replenishment period and the initial inventory of the
distribution center, that is, the order quantity of the dis-
tribution center, so the total additional costs, AC2, can be
calculated as follows:

AC2 � 
N

i�1


N

j�1
C0Q

1
dij∙xij, (12)

xij �
1 Distribution center replenishes productj j � 1, 2, . . .

0 Donot need replenishment productj j � 1, 2, . . .
 , (13)

where C0 is the additional cost per unit of product, that is,
the total cost of packaging, sorting, distribution processing,
handling, and transportation per unit of product.

In this paper, one distribution path planning is modeled
as an example within one ordering interval T of a distri-
bution center. In the retailer’s one replenishment interval,
the distribution cost is mainly generated by the trans-
portation link, and the transportation cost will vary
depending on the transportation distance and the number of
transports. For the convenience of modeling, the trans-
portation cost in this paper includes transportation variable
cost and fixed cost, and vehicle driver cost. 'e fixed cost,
FC3, generated by the distribution center vehicle for one
delivery to the retailer can be calculated as follows:

FC3 � S 
Z

y�1


N

i�1
X

y

di, (14)

X
y

di �
1 vehicle y provides delivery service i � 1, 2, . . .

0 Donot provide delivery service i � 1, 2, . . .
 .

(15)

For the variable cost of transportation, which is mainly
affected by the distance from the fresh product distribution
center to individual retailers, the variable cost, VC3, of
transportation during the planning period can be calculated
as follows:

VC3 � S1 

Z

y�1

N

i�1


N

k�1
dikY

y
i X

y

ik, (16)

Y
y
i �

1Provides delivery service for retailer i � 1, 2, . . .

0Donot provide delivery service for retailer i � 1, 2, . . .
 , (17)

X
y

ik �
1 y vehicle move from i to k i, k � 1, 2, . . .

0 vehicle do es not move i, k � 1, 2, . . .
 . (18)

'e vehicle driver cost, DC3, represents the sum of the
costs incurred by the driver driving the vehicle to complete
the delivery of all retailers on a route and return it to the
distribution center during the order cycle, as shown in

DC3 � S2 

Z

y�1


N

i�1
X

y

di, (19)

where dik is the distance from node i to point k in the
distribution network, S is the fixed start-up costs per vehicle
per delivery, S1 is the unit transportation cost, and S2 is the
driver’s labor cost per drive to deliver. In summary, the total
cost incurred in the distribution chain during an ordering

period in the distribution center, that is, the distribution cost
objective function, can be calculated as follows:

minTC3 � 
Z

y�1


N

i�1
X

y

di
+ S1 

Z

y�1


N

i�1


N

k�1
dikY

y

i X
y

ik
+ S2 

Z

y�1


N

i�1
X

y

di
.

(20)

In the urban fresh agricultural products cold chain lo-
gistics system, it is often difficult for a single distribution
center to supply the demand for fresh products from su-
permarkets in the region, and the multidistribution center
supply mode appears to meet the demand for fresh products
from supermarkets radiating throughout the region. To this
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end, this section will propose a multidistribution center
solution based on the single-distribution center inventory
and distribution cooperative optimization model con-
structed above. At present, the solution methods for the
multidistribution center problem include the partition
processing method and the combinatorial optimization
method, in which the partition processing method is to
partition the retailers according to the distance between the
distribution center and the retailers, and different regions
are served by different distribution centers to realize the
transformation of the multidistribution center distribution
problem into a single-distribution center distribution
problem for solving. 'e combinatorial optimization
method converts the multidistribution center problem into a
complex combinatorial optimization problem and realizes
the multidistribution centers to provide services for retailers.

'e multidistribution center combination optimization
problem is computationally tedious and has harsh adapta-
tion conditions, which are not suitable for the solution
strategy of this paper. 'erefore, this paper chooses the
solution strategy of partitioning the retailers so as to
transform the multidistribution center problem into a sin-
gle-distribution center problem. At this stage, there are
many kinds of partitioned distribution methods, mainly the
mid-pipeline partitioning method, the scanning partitioning
method, center of gravity partitioning method, and so on.
'e mid-pipeline partitioning method is to partition the
retailers through the heavy vertical line of each distribution
center connection, which is only applicable to two distri-
bution centers distributed on the same line; scanning par-
titioning method is to use a kind of successive
approximation method for partitioning, which is expo-
nentially increasing and not easy to choose. 'e center of
gravity partitioning method uses the center of gravity of all
distribution centers and the line connecting themidpoints of
two neighboring distribution centers to partition.

According to the constructed cooperative optimization
model of urban fresh agricultural products cold chain lo-
gistics inventory and distribution, it is known that the co-
operative optimization model consists of the inventory
minimization model of the cold chain logistics secondary
system and the distribution minimization model, which are
interrelated and mutually synergistic, so the model solution
algorithm is determined as a two-step cooperative process.
Firstly, under the objective function of minimizing the total
inventory cost of the cold chain logistics secondary system,
the optimal order quantity, distribution quantity, and dis-
tribution times are determined in the distribution center.
'en, based on the optimal replenishment strategy, the
optimal distribution route is solved under the condition that
the system distribution cost is minimized, so this paper
involves the problem of inventory management control
(IMC) and path optimization (PO).

In this paper, a genetic algorithm is used to solve the
system inventory cost model. 'e genetic algorithm is
mainly used for optimization problems or discrete problems
where the objective function cannot be derived and has
strong robustness. 'e objective function of the secondary
system inventory in this paper is designed with numerous

constraints, which is difficult to derive, and the approximate
optimal solution of the objective function may have certain
dispersion, so the genetic algorithm is used to solve this
paper.

For PO problems with small computational effort, they
can be solved by using Dijkstra’s algorithm, branch
delimitation, and dynamic programming. 'e fresh product
cold chain logistics distribution optimization model in this
paper involves multiple retailers and multiple vehicles, and
the model computation will explode exponentially with the
increase of relevant parameters. 'erefore, the solution
methods for such problems mainly include ant colony al-
gorithm, particle swarm algorithm, and simulated annealing
method. In this paper, we mainly solve the path optimization
problem based on the strong search ability of the ant colony
algorithm. 'erefore, the collaborative optimization solu-
tion flow is shown in Figure 5.

Based on the collaborative optimization model of fresh
product cold chain logistics inventory and distribution, this
paper adopts a genetic algorithm and an ant colony algo-
rithm to solve the collaborative optimization model. Firstly,
we use a genetic algorithm to solve the objective function of
minimizing the total cost of secondary system inventory and
calculate the optimal number of replenishment, replenish-
ment quantity, and the total cost of minimum inventory for
retailers.

'e genetic algorithm first generates a random set of the
initial population, then calculates the fitness value of indi-
viduals in the population using the fitness function trans-
formed by the objective function, and then evaluates the
merits of all individuals in the population according to the
calculated fitness value, in which the unqualified individuals
are selected, crossed, and mutated to produce new indi-
viduals, and the new individuals form a new population and
continue to iterate repeatedly.

Combining the genetic algorithm solution process and
the collaborative optimization model of urban fresh product
cold chain logistics inventory and distribution constructed
in this paper, the genetic algorithm is designed to meet the
cold chain logistics secondary system inventory optimiza-
tion model, which mainly includes the design of the fol-
lowing links: coding, population initialization, fitness
function determination, selection operator, crossover op-
erator, variation operator, and algorithm end rule.

'e ant colony algorithm is a bionic algorithm based on
the ability of ants to secrete pheromones on the paths they
pass through during foraging to achieve mutual commu-
nication with other individuals. From the starting point to
the end point, other ants are attracted to move to that path
by secreting pheromones. As the ants increase, the amount
of hormones on the short path becomes more and more,
leaving less hormones on the long path. 'erefore, the more
ants after that choose the path with a greater concentration
of pheromones the greater the probability, and vice versa,
the smaller the probability.

In the ant colony algorithm of this paper, let there be m
ants and n cities, and the state transfer probability of the k-th
ant moving from city i to city j at moment t is Pij; the specific
algorithm is
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k
ij(t) �

ταij(t)ηβij(t)


s∈jk(i)

ταis(t)ηβis(t)
, j ∈ jk(i)

0 , else,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(21)

where τij(t) is the amount of pheromone secreted on path
(i, j) when the ant moves from city i to city j at time t; ηij is
the heuristic function (visibility), which refers to the ex-
pected value of ants moving from city i to city j; α is the
pheromone inspiration factor; β is the visibility importance
expectation heuristic factor; and jk(i) is the set of cities that
ant k untraversed, where jk(i) � 1, 2, . . . , n{ }.

'is paper mainly designs the algorithm of the collab-
orative optimization model of inventory and distribution of
urban fresh agricultural products cold chain logistics. Firstly,
according to the characteristics of the constructed inventory
optimization model and distribution optimization model,
the design idea of the algorithm of this collaborative opti-
mization model is determined, and the solution is finally
determined by using a genetic algorithm and ant colony
algorithm together, and the relevant theoretical analysis of
genetic algorithm and ant colony algorithm is conducted.

3. Results

'e object of this case study is a large fresh product retail
supermarket in Beijing, which is the first batch of fresh
product supermarkets in China, and after years of devel-
opment, the company operates a chain of fresh product
supermarkets covering 24 provinces and cities in China. Up
to now, the company has developed more than 900 su-
permarket chains in the country, with an operating area of
more than 6 million square meters, and has been ranked
among the top 100 Chinese chains and the top 100 FMCG
chains many times. 'e company has built its own distri-
bution center in the sales region, which is responsible for the
storage, processing, and distribution of regional super-
market products.

In recent years, due to the popularity of green concepts,
the development of fresh product supermarkets has reached
a climax, and many retail supermarkets have begun to
transform into fresh product supermarkets, which has led to
the expansion of the fresh product market and increased
competitiveness. In such a context, the company began to
focus on the costs incurred by logistics, seeking ways to
“reduce costs and increase efficiency” in the fresh product
inventory and distribution chain, seeking to reduce fresh

Determine the inventory target function

Start 

Solving by genetic algorithm

Calculate the optimal number of orders,
the optimal replenishment quantity, and

the system inventory cost

Substitute the optimal replenishment
amount into the distribution cost function

Solving functions using ant colony
algorithm

Calculate vehicle distribution routes and
costs

Calculate the total cost of inventory and
distribution of the logistics system

End

Variable Synergy

Genetic Algorithm

Genetic Algorithm

Figure 5: Collaborative optimization solution process.
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food cold chain logistics costs and improve cold chain lo-
gistics operational efficiency through advanced operational
management methods and inventory management control
strategies.'erefore, the thesis selects a secondary cold chain
logistics network consisting of 18 fresh food supermarket
chains and 3 fresh food distribution centers in Beijing to test
the synergistic optimization of inventory and distribution
according to the needs of the enterprise.

'e case designed in this paper is 18 fresh food su-
permarkets with 3 distribution centers, which belong to the
multidistribution center’s inventory and distribution co-
operative optimization problem. In the process of solving
the example, this paper firstly applies the center of gravity
method according to the above section to transform the
multidistribution center problem into the inventory and
distribution of three independent distribution centers and
then selects one of the distribution center problems as an
example and applies the central solution strategy, distri-
bution optimization problem, single distribution center
inventory, and distribution cooperative optimization model
and genetic algorithm in the above section to solve the
problem.

In order to verify the validity of the synergistic opti-
mization model of cold chain logistics inventory and dis-
tribution of fresh agricultural products, this paper analyzes
the synergistic optimization of cold chain logistics inventory
and distribution of three products in an order cycle T� 3
days in the distribution center of this large chain fresh
supermarket. 'e freshness decay coefficients of the three
products were α1 � 2.2, α2 � 2, and α3 � 2.1 under the case of
freshness preservation measures.

In the secondary cold chain logistics system, the dis-
tribution center is responsible for the inventory and dis-
tribution of all supermarkets’ fresh products, and the
instantaneous replenishment and real-time information
sharing between the distribution center and supermarkets
can be realized. Based on the above coordinates of each fresh
food supermarket and distribution center, a plane coordi-
nate system is established on the map.

In order to facilitate the subsequent calculation, each
supermarket in the distribution center is numbered; the
distribution center is numbered as 0; and supermarket 1,
supermarket 2, supermarket 3, supermarket 6, supermarket
8, supermarket 13, supermarket 15, supermarket 16, su-
permarket 17, and supermarket 18 are numbered as 1 to 10,
respectively. Meanwhile, according to the inventory and
distribution cooperative optimization model for distribution
path planning, the distance between fresh produce super-
markets and the distance to the distribution center are
measured.

In this example, the relevant parameters of the distri-
bution center for each product are shown in Table 1.

'e relevant parameters of the supermarkets for each
product are shown in Table 2.

'e maximum market share of 10 supermarkets for the
three products, which is the maximum market demand, Aij,
is shown in Table 3.

'e distribution-related parameters are shown in
Table 4.

Among them, this paper is a collaborative optimization
model established in the case that the replenishment in-
tervals of various products in supermarkets are different, and
the replenishment intervals of the same product in each
supermarket are also different. 'e replenishment intervals
of each product are different, Resulting in a distribution path
based on the solution of one product that is not suitable for
the distribution path of another product, and path planning
is a dynamic process. 'erefore, in order to facilitate the
subsequent solution of path planning, this section specifies
that each supermarket replenishes only one product as an
example for system inventory optimization and distribution
path optimization.

In this paper, the original genetic algorithm is used to
obtain the local optimal solution after 50 iterations, that is,
the optimal number of replenishment and replenishment
quantity for each retailer when the total inventory cost of the
distribution center and retailer of the fresh supermarket cold
chain logistics secondary system is minimal. 'e optimal
solution is the lowest point of the iterations.

According to the design of the genetic algorithm and the
ant colony algorithm, the distribution strategy and distri-
bution path of the distribution center are calculated. (1) 'e
calculation results of the genetic algorithm are based on the
inventory and distribution optimization model of fresh
agricultural products cold chain logistics, and the inventory
optimization solution of the calculation case is carried out
using the genetic algorithm to derive the minimum in-
ventory cost of the secondary logistics system of this fresh
supermarket chain within one order cycle of the distribution
center, including the optimal number of deliveries and the
optimal distribution quantity. In the process of designing the
genetic algorithm, the relevant parameters are set. 'e
specific values are as follows: pop size of 100, cross possibility
of 0.85, mutation possibility of 0.015, and max generation of
50 times.

'e objective function of minimizing the inventory cost
of distribution centers and retailers is solved by MATLAB
genetic algorithm, and the local optimal solution is gener-
ated after 100 iterations of operation, and the total inventory
cost of distribution centers and retailers in the example tends
to be an optimal solution. 'e optimal replenishment
strategy for each retailer within 3 days of an order cycle of
the distribution center is shown in Table 5.

'e costs associated with the distribution centers of the
fresh product supermarket chain and the 10 supermarkets
during the ordering interval of the distribution centers in-
clude inventory holding costs, freshness costs, damage costs,
purchasing costs, and additional costs. Based on the actual
research data, the total costs associated with the distribution
centers were 127,343.2 RMB, and the total costs associated
with the supermarkets were 8945.39 RMB.

Based on the above genetic algorithm solution, the
distribution center delivers to 10 fresh food supermarkets
within 3 days of the ordering cycle, and the replenishment
cycle is calculated based on the number of deliveries to each
supermarket. It can be concluded that the replenishment
cycle of each supermarket has decimal places, which is not
conducive to calculation, so the time is converted into hours
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for calculation, the time unit of the distribution service is
hours, and the total time of replenishment is 72 hours.

Based on the optimal number of replenishments and the
optimal replenishment quantity of each fresh food super-
market calculated by the genetic algorithm and the operating
time of each replenishment of the supermarket, the optimal
distribution path of the distribution center was solved by
using the ant colony algorithm. According to the results of
the algorithm, the distribution center makes 17 deliveries for
each supermarket within 3 days of an order cycle; and the
total vehicle travels 767.2 km; and the total cost of delivery is
4,695.1 RMB. In this paper, we firstly use a genetic algorithm
to solve the minimum total inventory cost of distribution
centers and fresh food supermarkets and calculate the op-
timal replenishment quantity and replenishment times for
each fresh food supermarket, based on which we use an ant
colony algorithm to solve the distribution path with the
minimum distribution cost. 'erefore, the total cost of the

cold chain secondary logistics system of the fresh super-
market chain within one order cycle 3 of the distribution
center is 140,983.69 RMB.

In order to further elaborate on the rationality and
feasibility of the urban fresh product cold chain logistics
inventory and distribution synergy optimization model,
this section introduces the data related to inventory and
distribution in the actual operation of the fresh product
supermarket chain for comparison, which mainly includes
the order quantity of the distribution center, the replen-
ishment quantity and the replenishment times of each
supermarket.

'e distribution center inventory costs, supermarket
inventory costs, distribution costs, and total system costs for
the actual operation of this fresh product supermarket with
separate decisions are compared to the costs associated with
the inventory and distribution synergy strategy derived in
this paper, as shown in Figure 6.

Table 5: 'e optimal replenishment strategy for each retailer.

Market Replenishment product Replenishment times Replenishment volume Actual demand Spoiled goods
1 1 7 158.98 155.58 3.4
2 2 7 144.82 142.47 2.35
3 1 6 188.22 183.59 4.63
6 3 7 157.57 154.63 2.94
8 2 6 170.82 167.62 3.2
13 3 7 159.22 156.25 2.97
15 3 6 187.31 183.28 4.03
16 1 4 276.98 267.19 9.79
17 2 6 171.30 168.09 3.21
18 2 4 248.71 241.94 6.77

Table 1: 'e relevant parameters of the distribution center for each product.

Product Initial freshness Preservation cost Cost factor Fixed cost Sourcing cost Inventory cost Freight costs
1 0.93 0.4 9.5

500
6 0.3 5

2 0.96 0.38 10 9 0.35 7
3 0.95 0.42 9 8 0.4 6

Table 2: 'e relevant parameters of the supermarkets for each product.

Product Initial freshness Preservation cost Cost factor Price flexibility Selling price Inventory cost Freight costs
1 0.92 0.6 4.0 1.1 18 0.6 5
2 0.93 0.5 4.5 1.15 22 0.8 7
3 0.93 0.45 3.8 1.2 20 0.75 6

Table 3: 'e maximum market demand.

Maximum demand A1j A2j A3j A4j A5j A6j A7j A8j A9j A10j

1 479 486 488 479 481 490 476 492 482 479
2 491 482 472 482 488 473 489 490 489 485
3 487 492 486 483 477 487 493 476 495 492

Table 4: 'e distribution-related parameters.

Parameter Packaging and handling
costs

Vehicle start-up
costs

Unit shipping
costs

Driver’s labor
cost

Vehicle average
speed

Max.
loading

Symbol C0 S S1 S2 v G

Unit RMB/kg RMB/time RMB/km RMB/time km/h kg
Value 0.4 40 3 100 50 1,000
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Compared with the separate decision, the total cost of the
system solution of inventory and distribution co-optimi-
zation in this paper is reduced by 5,306.55 RMB. 'is is
because the synergistic optimization model is based on the
freshness function and the deterioration rate function of
fresh agricultural products, which largely ensures the
freshness of fresh products and reduces the deterioration
loss of products, thus reducing the cost of goods loss in the
distribution center. In addition, the distribution cost is
reduced by 430.31 RMB, which is mainly due to the fact that
the distribution model is solved in the delivery path with the
lowest delivery cost, which reduces the cost of distribution to
a certain extent. After solving the collaborative optimization
model, the supermarket inventory cost is reduced by
1,360.079. 'is is due to the fact that the collaborative
optimization model in this paper is based on the fact that
customer demand is determined by the freshness of fresh
products and the sales price.'emodel ensures that the sales
volume of the supermarket increases per unit replenishment
cycle and the time that the products occupy the inventory is
reduced by minimizing the decay rate of freshness, thus
reducing fresh product supermarkets’ inventory costs.

4. Conclusion and Discussion

'is paper takes urban fresh agricultural products cold chain
logistics as the research object; analyzes the relationship
among freshness cost input, freshness, and deterioration
rate; establishes a collaborative optimization model of urban
fresh agricultural products cold chain logistics inventory and
distribution based on a single distribution center under the
condition that the customer market demand is influenced by
both freshness and sales price of fresh agricultural products;
and proposes a partitioned solution strategy for the mul-
tidistribution center problem. Among them, the main work
of the thesis is as follows. (1) 'e thesis takes the secondary
system composed of urban fresh agricultural products cold
chain logistics distribution center and retailer as the research
object; analyzes the relationship between fresh agricultural
products freshness function, deterioration rate function,
freshness cost input, and so on; also analyzes the relationship

between customer demand and product freshness and sales
price; and establishes the urban fresh agricultural products
cold chain logistics inventory and distribution collaborative
optimization based on single distribution center. 'e model
of optimization is established. (2) 'e thesis analyzes the
structure of the cold chain logistics secondary network with
multiple distribution centers for fresh agricultural products,
proposes a strategy of partitioning solution, uses the center
of gravity partitioning method to partition each retailer,
converts the multiple distribution center problem into a
single distribution center problem, and finally solves it
through the single distribution center inventory and dis-
tribution cooperative optimization model. (3) 'e thesis
realizes the combination of a genetic algorithm and ant
colony algorithm to solve the problem. Firstly, the genetic
algorithm is used to solve the optimal distribution volume
and number of deliveries for each retailer by distribution
center under the condition that the total sum of inventory
cost of fresh product distribution center and retailer in-
ventory cost is minimized. (4) 'e thesis verifies the fea-
sibility of the collaborative optimization model of inventory
and distribution of urban fresh agricultural products cold
chain logistics by designing practical arithmetic cases, using
MATLAB genetic algorithm and ant colony algorithm, and
at the end, the minimum cost, optimal order quantity,
optimal distribution quantity, and distribution route are
derived. (5) In the modeling process, the relationship be-
tween freshness input cost and freshness and deterioration
rate is considered more comprehensively, and the effective
customer demand is combined with freshness and sales price
to design the actual customer demand function. At the same
time, the paper comprehensively considers the actual
influencing factors, such as the limitation of each retailer on
the delivery time and the maximum load capacity of the
vehicle.

Based on the above analysis, the following conclusions can
be drawn: (1) 'e cooperative optimization model of inven-
tory and distribution of urban fresh agricultural products cold
chain logistics based on the freshness and customer demand
influenced by both freshness and sales price is practical and
feasible, and the model solution can realize the cooperative
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optimization of inventory and distribution of urban fresh
agricultural products cold chain logistics secondary system. (2)
'e algorithm designed in this paper is feasible, and the ge-
netic algorithm and ant colony algorithm of the collaborative
optimization model designed in this paper can solve the
optimal solution of the secondary system of urban fresh
product cold chain logistics through the calculation example.
(3) 'e strategy of the center of gravity partitioning designed
in this paper can realize the solution of the problem ofmultiple
distribution centers corresponding to multiple retailers and
convert the complex multidistribution center problem into a
single distribution center problem to be carried out; therefore,
the solution strategy has certain practicality.

'e problem of collaborative optimization of inventory
and distribution of urban fresh agricultural products cold
chain logistics involves complex and uncertain constraints
and influencing factors in practice, which needs continuous
improvement in practice. Based on the previous theories, this
paper further investigates such problems and establishes an
inventory-distribution collaborative optimization model for
urban fresh product cold chain logistics, considering fresh-
ness cost input, freshness, deterioration rate, and customer
demand, and designs an algorithm that conforms to the
model, but many practical influencing factors are ignored in
the modeling and solving process, so there are more problems
that need further research, such as: (1) this paper does not
study the freshness of fresh agricultural products in the in-
ventory and distribution of loading and unloading, handling,
and other aspects of the irreversible damage to product
quality caused by irregularities in the operation, but in the
actual distribution process, the damage caused by a handling
of the product exists, so this factor needs to be taken into
account in the subsequent research. (2) 'e paper only
considers the case that the distribution center delivers only
one product for each retailer in the solution of the calculation,
but in practice, there are multiple products replenished by
each retailer, and the replenishment cycle of each product is
different for each retailer, so this situation needs to be im-
proved in the subsequent research. (3) 'e model in this
paper is a system optimization model constructed based on
the fact that customer demand is influenced by both product
sales price and freshness, but in the actual operation of fresh
product supermarkets, customer demand is stochastic, so the
theory related to stochastic demand should be improved in
future research on inventory and distribution optimization.
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Due to the rapid development of hardware devices, the analytical processing and algorithmic capabilities of computers are also
being enhanced, whichmakesmachine learning play an increasingly important role in the �eld of quantitative investment. For this
reason, the possibility of replacing traditional human traders with automated investment algorithms that have been trained several
times has become a hot topic in recent years. �e majority of machine algorithms used in today’s stock trading market are
supervised learning algorithms, which are still unable to objectively analyse the market and �nd the optimal solution for market
trading on their own. To solve the two major challenges of environment awareness and automated decision-making, this study
uses three core algorithms, PPO, A2C, and SAC, to build a set of ensemble automated trading strategies in a deep reinforcement
learning-based framework. �e ensemble trading strategy combines the advantages of each of the three algorithms to make the
original reinforcement learning algorithm more adaptive, and to avoid consuming a large amount of memory when training the
network, the study uses the PCA method to compress the dimension of the stock feature vector. We test our algorithm on 40
A-share stocks with su�cient liquidity and compare it with di�erent trading strategies.�e results show that the ensemble strategy
proposed in this study outperforms three independent algorithms and two selected baselines, achieving an accumulated return of
around 70%.

1. Introduction

Increasing computer processing power has led to the gradual
digitization of �nancial market transactions, and it has
become a reality to use computers to access large amounts of
�nancial market data and complete high-frequency trans-
actions within milliseconds [1]. �e massive amount of data
in the �nancial markets is often highly dimensional and
noisy, and traditional econometrics cannot accurately
quantify this multidimensional market data, so forecasting
�nancial market data has always been a challenging problem
in �nance [2]. Most of the quantitative trading algorithms in
the market today use supervised learning methods, which
rely on manual design to select features and construct labels
[3]. Quantitative trading systems under this approach re-
quire external managers with a certain level of �nancial
knowledge to be able to change labels and parameters in a
timely manner in response to market conditions, and
therefore, the objectivity and independence of the algorithm
cannot be guaranteed [4]. In contrast to supervised learning

methods, reinforcement learning methods have the ability to
learn control strategies from high-dimensional data [5].
Reinforcement learning methods do not require supervision
by external managers and can continuously optimize paths
to achieve the best cumulative returns through rewards and
penalties during the interaction of market transactions [6].

Although reinforcement learning o�ers a new way of
thinking about the analysis and prediction of �nancial data,
there is still room for improvement. �e �rst is that de-
rivative algorithms on reinforcement learning often ignore
the dominance of irrational investor sentiment in �nancial
markets in the pursuit of decision objectivity, and re-
searchers often combine sentiment mining with supervised
algorithms, but few apply this to reinforcement learning
methods [7]. �is study addresses this issue by expressing
market sentiment as a sentiment indicator and e�ectively
improving the adaptability of algorithms to irrational
markets. Secondly, it has been shown that reinforcement
learning relies on a large amount of external environment as
input data, but existing trading algorithms tend to select
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fewer technical indicators as the spatial state of the un-
derlying investment to alleviate memory pressure [8],
making the benefits of reinforcement learning methods less
impressive than supervised learning methods. +is study
uses the PCA algorithm to compress the spatial vector di-
mension, incorporating more technical indicators to extend
the spatial state of the underlying under the same memory
pressure. In addition, the researcher found that different
agents are suitable for different conditions of the stock
market, which means that the model constructed by a single
agent does not have the effectiveness and generalization
ability in the face of different stock assets and different
market environments [9]. So, this study constructs an en-
semble strategy of three algorithms: PPO, A2C, and SAC.
+e ensemble strategy can choose the appropriate agent to
maximize the accumulated return for different market en-
vironments and situations, so the ensemble strategy is more
stable and reliable than a single strategy.

In the design of the ensemble model, we firstly con-
structed a deep reinforcement learning framework, setting
up the environment, state space, and action space. Secondly,
we designed a reward and punishment function for the agent
to ensure that it can effectively optimize its own decisions.
+irdly, we connect the three different agents effectively
through the Sharpe ratio. Finally, we demonstrate the ef-
fectiveness of the ensemble algorithm through ablation
experiments and two baselines.

+e study is structured as follows: Section 2 presents the
relevant literature in the same research area, Section 3 de-
scribes the theoretical approach used in this study, Section 4
describes the detailed construction process of the ensemble
model, Section 5 presents the data processing and empirical
results, and finally we place the summary in Section 6.

2. Literature Review

Reinforcement learning has now evolved from its initial
stand-alone application to a multiplicity of applications in
combination with deep learning. It has been extensively
investigated by many researchers in the field of finance due
to its ability to effectively deal with continuous decision-
making.

In terms of practical applications of reinforcement
learning, Moody and Saffell proposed to construct portfolios
and trade stocks with recurrent reinforcement learning and
eventually proved that the returns of the reinforcement
learning strategy were higher than those of the buy-and-hold
strategy [10]. Tan et al. added an adaptive network fuzzy
inference system as a supplement to the reinforcement
learning framework to design a high-frequency trading
strategy [11]. Sun and Bi selected convolutional neural
networks and LSTM neural networks to build up and down
classification models, respectively, based on which a high-
frequency trading strategy was proposed and backtested
with the main asphalt futures contract and demonstrated
that the high-frequency trading strategy based on con-
volutional neural networks and long- and short-term
memory neural networks had better profitability [12]. Dai
and Zhang demonstrated that the reinforcement learning

model outperformed the buy-and-hold strategy and MACD
strategy in stock selection [13]. Lu and Salem applied the
long- and short-term memory model (LSTM) to rein-
forcement learning and backtested it through forex trading,
and the results demonstrated that the improved reinforce-
ment learning model could effectively control the number of
trades and maintain stable profitability [14]. Hu et al.
constructed a cointegrated pair trading model based on the
reinforcement learning SARSA algorithm and conducted
simulation trading experiments on the Chinese bond market
and demonstrated that the model outperformed the tradi-
tional model in all aspects and could significantly improve
the profitability of the trading system [15].

In terms of algorithm design for reinforcement learning,
Zhang and Wang and other scholars (2015) constructed a
stock prediction model based on neural networks, which can
solve the problem of high dimensionality of input data
through genetic algorithms, and the results showed that
genetic algorithms can improve model training efficiency
[16]. Yung added news headlines for market opinion mining
on the basis of stock time-series price data and in this way
effectively improved the correct rate of model decisions [17].
Zhou et al. improved the traditional quantitative trading
algorithm using the sentiment indicator ARBR, enabling the
improved reinforcement learning algorithm to have richer
returns in irrational markets [18]. Li et al. proposed a new
trading model for deep reinforcement learning, which used
two different reinforcement learning methods, stacked
denoising self-coding (SDAEs) and long- and short-term
memory (LSTM), and can effectively extract features from
the raw data to build a robust trading agent, and experi-
mental results show that the model achieves stable risk-
adjusted returns in both the stock and future markets [19].
Gabrielsson and Johansson introduced seven new features
based on Japanese candlesticks into the reinforcement
learning input, and their HFTsystem outperformed the S&P
500 index and significantly outperformed the basic RRL
algorithm in the test [20].

It is therefore easy to see that trading models built on
reinforcement learning are well established and widely used
in the financial field, achieving good returns in both the
equity and foreign exchange markets. In terms of im-
provements to reinforcement learning algorithms, re-
searchers have focused on improving different neural
network structures and expanding the spatial state of the
model.

3. Methodology

3.1. Reinforcement Learning �eory. Reinforcement learn-
ing is an important machine learning approach in current
quantitative trading research [21]. Unlike common ma-
chine learning algorithms, the core of reinforcement
learning is to allow an agent in an interactive environment
to calculate the reward value for different actions using the
current action state at the moment and to continuously
optimize the agent’s internal policy along the direction of
the best reward value until the best policy is found [22]. In
summary, the reinforcement learning framework consists

2 Scientific Programming



of the interactable state of the agent in the current envi-
ronment, the different actions resulting from the decision,
the policy for the decision made in the current state, the
reward function used to calculate the reward value at the
end of the action, the value function for the different ac-
tions and states, and the environment used to implement
the agent interaction process.

+e flow of the whole reinforcement learning algorithm
is shown in Figure 1. At time t , the agent obtains the current
state of the environment St and uses the policy function to
process St to output the action at in the current state. After
the action is completed, the action at will be applied to the
environment, causing the environment state to change from
St to St+1, and then, the function uses the action transfer state
to calculate the reward value τt for the action at. +e agent
can use τt to continuously optimize future action strategies
and ultimately maximize the cumulative reward value. +e
optimal strategy can be shown in (1), where π is the chosen
strategy, c is the discount rate, T is the total moment of
interaction, and a is the state space.

π∗ � argmaxπEπ 

∞

T�0
c

T
rt+T|St � S

⎧⎨

⎩

⎫⎬

⎭,∀S ∈ S,∀t≥ 0. (1)

3.2. Markov Decision Process. +e Markov decision process
is the classical algorithm for reinforcement learning mod-
elling, and its main idea is to perform dynamic planning with
finding the maximum cumulative payoff on theMDP [23]. If
the current state, which contains all relevant historical in-
formation, can be used to determine the future cumulative
payoff, then we can consider the state to have Markovianity,
and this property can be described as follows:

P st+1|st(  � P st+1|st, . . . , s2, s1( . (2)

We can describe theMDP using a set, as in (3), where S is
the state space, which stores all states in the environment, A

is the action space, which represents all actions that the agent
can interact with, and P is the transfer probability, which
represents the probability that an action taken by the agent
in a state will result in a state transfer, which we usually
identify as needing to satisfy 0≤p(s|st, at)≤ 1. R is the re-
ward generated by the action.

M � S, A, P, R, c . (3)

3.3.A2C. +e actor-critic approach is one of themainstream
approaches in reinforcement learning, combining the ad-
vantages of both value-based and policy-based classical al-
gorithms [24]. +e core idea is to use the value of the state
actions predicted by the critic model to optimize the deci-
sion-making behaviour of the actor model, and by alter-
nating training, the generated actions can be made to better
match the current environment and state. +e structure of
the model is shown in Figure 2.

Since the original AC model was slow to converge, the
A2C algorithm was proposed to reduce the variance of the
strategy gradient by adding a baseline to the strategy gra-
dient while keeping the expectation of the strategy gradient
random variable constant, allowing for faster convergence.

+e gradient formula of the AC algorithm in its original
state can be expressed as follows:

∇θJ(θ) � Eπθ ∇θlogπθ(s, a) Qπ(s, a) − B(  . (4)

Since the baseline function B is only related to the state S

and not to the action A, the above equation can be derived as
follows:

∇θJ(θ) � Eπθ ∇θlog πθQπ(s, a) . (5)

Since the baseline function B is a function independent
of the action A, we can further optimize the formula using
the state value function V(s) as the baseline B(s) and let the
dominance function be A(s, a) � Q(s, a) − V(s). Eventually,
we can obtain the optimized gradient as follows:

∇θJ(θ) � Eπθ ∇θlog πθ(s, a)A(s, a) . (6)

In this study, the MLP neural network is chosen to build
the A2C algorithm. +e algorithm is updated step by step
during training, and its training process is seen in Table 1.

3.4. PPO. +e principle of the PPO algorithm is to represent
the policy parametrically as πθ(a|s), using a parametrized
linear function or neural network to represent the policy
[25].

+e PPO algorithm strategy gradient is implemented by
calculating an estimator combined with a stochastic gradient
ascent algorithm, and the updated formula can be seen as
follows:

θr � θb + α∇θJ, (7)

Action

Reward
EnvironmentAgent

State

Figure 1: Structure of the reinforcement learning algorithm.
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where θb is the policy parameter before the update, θτ is the
updated policy parameter, α is the learning rate, and∇θ is the
importance weight. J is the optimization objective, which is
the expected value of the future reward in state S.

3.5. SAC. SAC is a heteroskedastic AC algorithm developed
for maximum entropy reinforcement learning [26]. Unlike
other methodological theories, the SAC algorithm changes
the goal of reinforcement learning by the introduction of the
concept of entropy, which actually improves the exploratory
and robustness of the algorithm [27].

+e entropy [28–35] of the distribution x can be
expressed as follows:

H(p) � EX∼p[−ln p(x)]. (8)

In order not to miss any valid actions and trajectories
and to promote strategy randomization for greater

robustness and exploration, the maximum entropy rein-
forcement learning algorithm requires the strategy function
to output the action expressed as follows:

π∗ � argmaxπEst,at∼ρπ 
t

rt + αH π ·|st( ( ⎡⎣ ⎤⎦. (9)

4. Ensemble Model Development

+e ensemble model can be divided into two parts: the
first part is to select a suitable algorithm from A2C, PPO,
and SAC as agent, and the second part is to build the state
space of the stock through stock price, technical indica-
tors, and sentiment indicators to describe the stock
trading market environment [36–39]. When these two
parts are completed, the action space and reward function
will link the agent with the environment so that the agent

Environment
Reward

Critic-network

Action

Agent

Buy or Sell?

or

Actor-network

Critic

Figure 2: Structure of the actor-critic model.

Table 1: Pseudo-code for the A2C model.

Input: environment of the stock market
Output: estimated optimal strategy π(θ)

Initial setup of actor and critic networks
Repeat
For episodes� 0, 1, 2, . . ., N do:
Get state S and calculate π(AS; θ|) to get action A

IF the episode does not end there:
Get S′ with reward τ
Using critic networks to obtain return values to estimate Q
Calculating the gradient using Q values and updating the actor network
Updating the critic network to reduce the difference
Update status S

End
End

To convergence
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can make continuous decisions to maximize the cumu-
lative return. +e structure of the ensemble model is
shown in Figure 3.

4.1. Select the Agent. In this study, we use a several months’
long window to train all three agents simultaneously, and
every three months, we retrain our three agents. At the same
time, we use the latter three months of the training window
to validate the performance of the three different agents and
select the agent with the highest Sharpe ratio as the agent of
the ensemble strategy for the underlying investment. +e
following equation shows how the Sharpe ratio is calculated:

Sharpe ratio �
rp − rf

σp

. (10)

4.2. Setting Up the Environment. We incorporate the daily
opening and closing prices of the stock: the technical in-
dicators of the stock and the sentiment indicator ARBR,
which describes market sentiment, as the spatial state of the
stock.

It is worth mentioning that to incorporate more in-
dicators as the spatial state of the stock while relieving the
memory pressure on the algorithm, we used the PCA
algorithm to compress the original 24-dimensional fea-
ture vector to 20 dimensions. Figure 4 shows the corre-
lation hotspots of the technical indicators selected by the
ensemble model. It is easy to see that there is a large
positive correlation between vol10 and vol20 and a large
negative correlation between the deviation rate BIAS and
MA, so the PCA algorithm can be used to reduce the
dimensionality.

4.3. Transaction Cost. Since every transaction in the stock
market incurs transaction costs and the rules for transaction
costs in the stock exchange vary from country to country, we
have set a uniform transaction cost of 0.1% of the value of
each transaction.

4.4. Reward Function. We define the reward value as the
maximum profit that each group of stocks can take in a given
period of time, expressed as follows:

rt � pt − pt−1, (11)

where rt is the value of the reward currently received, pt is
the price of the stock at time t, and pt−1 is the price of the
stock at the previous time. +e reward value is therefore the
difference between the two momentary prices. When the
current price is greater than the past price, a positive reward
value is obtained; when the current price is lower than the
past price, a negative reward value is obtained. +e final
cumulative return is as follows:

Rt � 
T

t�1
rt. (12)

4.5. Action Space. To make it easier to calculate the prof-
itability of the ensemble model in the stock market, we do
not consider shorting trades in the stock and simply use buy,
sell, hold, and wait and see as the action states of the stock.
+is can be expressed as follows:

a �

1, Buy,

0, Wait and see

−1, Sell.

,

⎧⎪⎪⎨

⎪⎪⎩
(13)

5. Empirical Results

5.1. Data Preprocessing. We select the constituent stocks of
the CSI 100 index as the pool of stocks to be traded in the
pooled strategy. We use historical daily data from 1 January
2010 to 12 February 2021 for the evaluation of model returns.
+e stock data used in this study are downloaded via the
wind terminal. As mentioned above, we split the historical
stock data into two parts: one for the training of the three
agents, PPO, A2C, and SAC, and the other for the validation
of the three agents, including the adjustment of the learning

Agent Environment

A2C PPO SAC Price Technical
Indicators

Pick the agent
Action: Sell, Hold, Buy

Reward

Develop the
environment

Emotional
indicators

Figure 3: Structure of the ensemble strategy.
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rate and key parameters. After selecting a suitable agent by
comparing the Sharpe ratio, we start the real trading test and
compare the results. +e three agent’s algorithms are
MACD, and Min-Variance two baselines. A breakdown of
the training data used is seen in Figure 5.

5.2. Test Result. +e backtest results of the ensemble model
and the comparison model are shown in Figure 6. It is easy
to see that the ensemble model achieved a cumulative
return of 71.92% and an annual return of 17.98%, which is
higher than the remaining two individual agent models
with the baseline in terms of return results. More detailed
backtesting data are shown in Table 2. +e ensemble model

has the lowest annual volatility, which proves that the
model is more stable and reliable than the other models,
while the min-variance model has the highest annual
volatility. In terms of the Sharpe ratio, the ensemble model
achieved the highest Sharpe ratio, while it had the lowest
maximum capital withdrawal rate. Overall, the A2C, PPO,
and SAC models all achieved above-baseline returns,
demonstrating that all three models have some portfolio
management capability. In contrast, the ensemble model
achieved a cumulative return of 70%, while its stability,
Sharpe ratio, and maximum return were better than the
other models, demonstrating the effectiveness of the model
in the equity market.
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6. Conclusion

In this study, we propose an ensemble trading strategy in a
reinforcement learning framework, which selects the
appropriate strategy as agent from three strategies, PPO,
A2C, and SAC, through the Sharpe ratio, and incorporates
more stock indicators and data as the state space of the
stock using the PCA method. +rough backtesting on the
CSI 100, the results show that the proposed model out-
performs the two agent models A2C and SAC in terms of
return and outperforms all three independent agent
models and the two baselines in terms of Sharpe ratio,
annual volatility, and maximum retracement, so the en-
semble model is innovative and superior and has research
and application value.
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ere are some problems in feature extraction and representation of Chinese mental verbs, such as low accuracy and low
e�ciency. In order to further improve the computational e�ciency and accuracy of Chinese mental verb text, based on deep
learning theory, activation function and damage function were used to optimize the original model. Considering the calculation
method of model gradient, the optimization model describing the characteristics of Chinese mental verbs is �nally obtained. e
model can be used to analyze the variation of the characteristic parameters of Chinese verbs and the method of representation.
Finally, the model error is analyzed by the method of comparative veri�cation. Relevant studies show that the number of outputs
and output results corresponding to softmax function will in�uence the test results of the model. By comparing the curves, it can
be seen that the curve corresponding to the output number has an obvious increasing trend, while the corresponding output result
curve has an opposite changing trend. e linear and nonlinear characteristics of the two curves are obvious. e real value of the
mean square error function shows a change of linear increase, while the corresponding output value shows a change trend of
gradual decline, which indicates that the two kinds of data have di�erent in�uences on the model under related algorithms. It can
be seen from the error data that the gradual increase of independent variables will improve the accuracy of the test results. Five
di�erent Chinese mental verb parameters have di�erent manifestations in the deep learningmodel: among them, declarative verbs
�uctuate in a small range and have little corresponding in�uence. However, the �uctuation of nondeclarative verbs and positive
and negative declarative verbs is relatively small, and the curve is relatively stable. Negative verbs have a positive in�uence on the
test output. Double negative verbs have negative e�ects. Finally, the accuracy of the model is veri�ed by calculating the di�erence
between experimental data and model data. is research can provide theoretical support and model veri�cation method for the
application of deep learning model in other �elds of Chinese language.

1. Introduction

Deep learning models have been widely applied in arti�cial
intelligence and other �elds and also have obvious appli-
cation prospects in face recognition [1], information security
[2], molecular microscopy [3], retinopathy monitoring [4],
and other �elds. In view of the low calculation accuracy and
slow calculation e�ciency of partial di�erential equation in
the calculation process, based on deep learning theory, fuzzy
analysis method was adopted to extract the features of
calculus calculation process, so as to obtain the periodic
characteristic parameters. rough damage estimation of

characteristic parameters, an optimized deep learning model
was obtained [5]. is model can provide new research
thinking for the solution of calculus equation and can
further improve the solution accuracy of the model and
further compress the solution time of the model. Finally, the
accuracy of the model was veri�ed by comparing experi-
mental data with model data. rough veri�cation and
analysis, it can be seen that relevant theories based on deep
learning model can provide reference for solving calculus
equation. e analysis and prediction of cancer have always
been a di�cult medical problem.ere were some problems
in the process of cancer analysis, such as backward analysis
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methods and complicated cancer lesions. In order to further
improve and optimize the tissue framework in the process of
cancer treatment, artificial intelligence technology was used
to analyze the original model based on deep learning model,
so as to obtain a new optimization model [6]. ,is model
mainly uses different types of activation functions to analyze
the framework of treatment, so as to extract the required
data and characteristic indicators. ,e model algorithm was
used to analyze these indexes and find out the changing rules
of different indexes. Finally, the deficiencies of existing data
can be further optimized according to these calculation and
research rules, so as to obtain the final optimization model.
,rough experimental calculation, different frames and
types of the model can be analyzed, and finally, the accuracy
of the model can be verified by experimental data.

,e above studies mainly started from the fields of in-
dustry and medical treatment and failed to provide better
solutions to the problems existing in the analysis of char-
acteristic parameters of Chinese mental verbs. Based on deep
learning theory, this paper uses activation function and
damage equation to analyze and study the text features of
Chinese mental verbs. Model gradient analysis was used to
further characterize the text features of Chinese verbs so as
to find the corresponding representation methods. Finally,
the analysis model of Chinese mental verbs based on deep
learning theory was obtained. ,is model can provide re-
search ideas for the analysis of the text characteristics of
Chinese mental verbs and use the method of index calcu-
lation to analyze the different indicators of Chinese. Finally,
the error analysis method was used to verify the model, and
the results show that the model has good advantages and
application prospects. ,is study can provide research ideas
for the textual analysis of Chinese mental verbs.

2. Theoretical Basis of Deep Learning

Based on the relevant theories of deep learning model, this
paper mainly uses activation function and damage function
to extract the text features of Chinese mental verbs, so as to
get the change rules of Chinese mental verbs under different
indicators [7, 8]. In order to introduce the change rules of
different indicators into the original deep learning model,
model gradient algorithm is adopted to classify and analyze
the change rules of different indicators [9, 10]. ,e common
points of indicators were found and introduced into the
original model combined with algorithm rules. ,e opti-
mized deep learning model was obtained by revising the
original model. ,e calculation of model can calculate the
text features of Chinese mental verbs, and the calculation
results can well reflect the actual change rules of verbs. ,e
ultimate goal is for machines to be able to learn analytically,
like humans, and to recognize data such as text, images, and
sound. Deep learning is a complex machine learning al-
gorithm that has achieved far more results in speech and
image recognition than previous related technologies.

Deep learning model has been widely used in feature
extraction of Chinese mental verbs [11, 12]. In order to
further illustrate the application process of this model in the
field of Chinese mental verbs, the training process of the

corresponding deep learning model is obtained through
summary analysis, as shown in Figure 1. ,e coordinates of
the corresponding text features of Chinese mental verbs
should be extracted first, and then the multipath errors are
analyzed as training samples. By importing the model
samples into the sample database, and then setting the
relevant parameters, the corresponding analysis model of
Chinese mental verb text features based on deep learning
theory is obtained, and the model is further built. In order to
further illustrate the accuracy of the model, the training
accuracy of the model should be identified first. If the model
does not meet the requirements, the corresponding sample
should be imported into the sample input for circulation. If it
meets the requirements, the grid of the model should be
saved and then analyzed in the output grid under the action
of coordinate sequence, so as to finally get the corresponding
error mining.

2.1. Activation Function. Each layer of neural network
contains several neurons. ,rough repeated training and
learning, the weight value of neuron connection is adjusted,
so as to obtain data processing ability [13, 14]. Neuron is the
basic element of neural network. Neuron structure consists
of input signal, sum, threshold judgment, activation func-
tion, and output. Input values of neurons are transmitted by
input signals of other neurons through their respective
connection weights, and finally, output is generated through
activation function processing. xi is the input signal
transmitted by other neurons, wi is the corresponding
connection weight of other neurons, θ is the threshold, and y
is the output, which is output by the following formula:

y � f 
m

i�1
wixi − θ⎛⎝ ⎞⎠, (1)

where f(x) is the activation function of the neuron.
In the activation function, different parameters have

different effects on the output value [15, 16]. ,e variation
rules of output value and activation function under the
action of different neurons were further explained, and the
calculation indexes of different neurons were obtained as
shown in Figure 2. When the number of neurons exceeds 17,
the curve increases rapidly, showing the characteristics of
nonlinear change, and the increase range of the curve is
relatively large. It can be seen from the corresponding ac-
tivation function that it shows a downward change with the
increase of neurons, and then shows a change trend of
approximately linear increase with the increase of neurons.
,e curve then rapidly increased to the maximum value and
remained stable, and then decreased rapidly under the action
of higher neurons, with a relatively large fluctuation range.
,rough the curve changes of the two, it can be seen that the
overall change is relatively obvious, with opposite change
characteristics, which can reflect the actual rule of parameter
change.

,e activation function in neurons is usually nonlinear.
Since the input and output of neurons are linearly correlated,
the neuron has more powerful performance and can process
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complex feature information through the nonlinear oper-
ation of activation function. ,e choice of activation
function changes with the further research. Common acti-
vation functions include the following:

(1) Sigmoid function, its formula is as follows:

σ(x) �
1

1 + exp (− x)
. (2)

,e characteristic of this function is that its output
value varies between (0, 1) and can be used for di-
chotomies. In information science, Sigmoid function
is often used as threshold function of neural network
due to its properties of singleton and inverse sin-
gleton. ,e main disadvantages of the Sigmoid
function include the following: when the input value
is large, the function is not sensitive to its change
perception, which easily leads to the situation that
the gradient is 0 in the back propagation, resulting in
slow update of weight in network training.

(2) Tan h function, its formula is as follows:

tan hx �
exp(x) − exp (− x)

exp(x) + exp (− x)
. (3)

,is function can be regarded as magnifying and
translating the Sigmoid function, and its output
value varies between [− 1, 1], and the output mean
value is around 0. Compared with Sigmoid function,
Tan h function performs better, has the effect of data
center, and can accelerate network training, but it

also has the same gradient disappearance. Moreover,
the calculated data corresponding to Tan h function
have more extensive output results, which makes the
research scope of Tan h function more extensive.

(3) ReLU function, whose formula is expressed as
follows:

f(x) � max (0, x). (4)

,is function is the most commonly used activation
function in neural networks and can accelerate the
convergence of network models. Compared with
Sigmoid function and Tan h function, ReLU function
has the advantage that when the input value is
greater than 0, it will not tend to saturation with its
change. However, there are also obvious disadvan-
tages: the constant gradient of some neurons is 0, so
that the corresponding parameters can never be
adjusted, namely, the phenomenon of neuron
necrosis.

(4) Leaky ReLU function, whose formula can be
expressed as follows:

f(x) � max (ax, x). (5)

By introducing constant a, this function solves the
neuron failure phenomenon of ReLU function in the
region whose input value is less than 0 and effectively
reduces the disappearance of gradient.
Leaky ReLU function is an optimization of ReLU
function in a linear interval. To further illustrate the
accuracy of the optimization, the Leaky ReLU
function and ReLU function as well as the calculation
results between the parameters have been obtained
through calculation and analysis, as shown in Fig-
ure 3. ,e test data show a two-stage variation trend
with the increase of independent variables: in the
first stage, the curve gradually drops to the lowest
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point. ,en in the second stage, the curve gradually
increases to the maximum value, and the increment
is basically the same, indicating that the linear
characteristics are relatively obvious. ,e corre-
sponding traditional ReLU function tends to zero in
the first stage, which cannot better describe the
decline and change of the test data in the first stage.
In the second stage, ReLU function showed a trend of
linear increase, but it could not reflect the test data
well in terms of specific values and could only be
consistent with the test data in the trend. Leaky ReLU
function can not only explain the change of its linear
decline in the first stage but also describe the change
trend and specific data in the second stage relatively
well. ,erefore, the optimized Leaky ReLU function
can better reflect the change rule of experimental
data.

(5) Softmax function, its formula is as follows:

Softmax(x) �
exp(x)


I
i�1exp(x)

, (6)

where x is the output of the ith neuron and I is the
total number of output neurons of this layer. ,is
function can realize feature mapping and is often
used in multiclassification problems.

In softmax function, the number of neuron input and
output result will affect the output value. In order to further
explain the variation rule of output number and output
result under different output time, the time variation curve
of softmax function under different output time was cal-
culated as shown in Figure 4. It can be seen from the changes
in the figure that the number of output and the change of
output result have an opposite trend. Firstly, it can be seen
from the number of output that it shows a trend of slow
increase with the increase of output time, and then in a
higher output time, the curve shows a gradual increase.

When the curve increases to the local maximum value, the
curve gradually tends to be stable. At a higher output time,
the corresponding output value of the output number curve
increases rapidly to the maximum value, and the range of the
curve is relatively large. ,e output results show a linear
decreasing trend under the action of lower output time, and
then the curve gradually tends to be stable. Under the action
of higher output time, the corresponding output results tend
to be stable. ,is shows that the number of outputs increases
linearly while the output results decrease linearly.

2.2. Loss Function. Loss function is used to calculate the
error between the output value and the real value during
model training, which can reflect the training effect of the
model in real time and provide direction for model training
optimization [17, 18]. ,e smaller the loss function, the
better the robustness of the model. Common regression loss
functions include mean square error loss and mean absolute
error loss. Common classification loss functions include
piecewise loss, binary loss, and exponential loss [19, 20].

(1) Mean square error loss function: this function is the
most commonly used loss function in regression
tasks, and its formula is expressed as follows:

MSE �
1
N



N

i�1
(yi − yi), (7)

where N is the number of true values, yi is the output
value of the model, and yi is the true value. ,e loss
function does not consider the direction of the error,
but only the average value of the error, which can
better reflect the error degree between the output
value and the real value. Because the variation re-
lationship between the real value and the output
value is considered, the loss function is easy to
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calculate the gradient. However, since the loss
function assumes that the error between the output
value and the real value of the model meets the
Gaussian distribution, the error of outliers will be too
large, resulting in poor robustness.
It can be seen that the real value and the output value
have different influences on the specific data of the
model by calculating the mean-square error loss
function in the loss function. In order to further
explain the change rule between the real value and
the output value and the corresponding change of
the error, the curve of the error value of the mean-
square error loss function was obtained through
calculation as shown in Figure 5. ,e true value
shows a gradually increasing trend with the increase
of the independent variable, and the change amount
of the true value decreases is relatively consistent,
indicating that its linear characteristics are obvious.
With the increase of independent variables, the
corresponding output results show a trend of gradual
decline, and the slope of decline is constant, which
indicates that the real value and the corresponding
output value have obvious linear characteristics. ,e
corresponding error is obtained through calculation,
and the corresponding error curve is basically
maintained at a higher level under a lower inde-
pendent variable. When the independent variable
increases gradually, the curve drops rapidly to the
lowest point and tends to be stable gradually under
the action of higher independent variable. ,is in-
dicates that the independent variable will have a
certain influence on the test results and also indicates
that there is a certain error between the real value
and the output value.

(2) Average absolute error loss function, which is given
by the absolute error value between the output value
and the true value, and its formula is expressed as
follows:

MAE �
1
N



N

i�1
|yi − yi|, (8)

where (yj − yj) is the learning error. In the process
of gradient descent, the loss value of the loss function
will be positive or negative 1, which is not conducive
to the training of the model. Although the loss
function assumes that the error between the output
value of the model and the real value satisfies the
Laplace distribution, the Laplace distribution is more
robust to the processing of outliers.

(3) ,e piecewise loss function means that the loss is 0
when the output value is equal to the true value and 1
when the output value is unequal. ,e formula is
expressed as follows:

F(y, f(x)) �
0, y � f(x),

1, y≠f(x).
 (9)

,e loss function directly reflects the number of
classification errors.

(4) Binary loss function is the most commonly used loss
function in model classification loss calculation. It is
often used in binary classification problems and can
effectively reflect the degree of deviation from the
true value of the output value. Its formula is
expressed as follows:

E(yi, yi) � − 
N

i�1
p(yi)logp(yi)

− (1 − p(yi))log (1 − p(yi)),

(10)

where N is the number of true values, P (yi) is the
output probability distribution value of the model,
and P (yi) is the true probability distribution value.
In the process of gradient descent, the binary loss
function has a good learning characteristic of fast
update with large error weight and slow update with
small error weight. Considering the probability
distribution of model parameters, the calculation
results of binary loss function are more consistent
with the characteristics of data distribution.

(5) Exponential loss function is often used in model
algorithms and is very sensitive to noise and outliers.
Its formula is expressed as follows:

Z � exp [− yf(x)]. (11)

It can be seen from the above analysis that the clas-
sified loss function includes three different loss
functions: piecewise function, binary function, and
exponential function. ,ere are differences in the
calculation formulas of the three different functions,
indicating that there are some differences in the
corresponding calculation results. In order to further
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explain the change rules of different specific functions
in the classification loss function, the change curves of
the classification loss function are obtained through
calculation, as shown in Figure 6. First of all, it can be
seen from the test data that the curve first decreases to
the lowest point and then gradually tends to be stable.
However, when the independent variable gradually
increases, the test data show a linear increase in the
change law, and its change range is relatively large. As
can be seen from the piecewise loss function, when the
independent variable is less than 20, the corresponding
output value is zero, while when the independent
variable is more than 20, the corresponding curve
increases.,en, the corresponding output value shows
a fluctuation trend and finally gradually tends to de-
cline. ,e overall variation range of the curve is rel-
atively small. ,rough the binary loss function, it can
be seen that the curve drops first, then fluctuates, and
finally gradually rises in three stages. ,e corre-
sponding range of variation is relatively small, overall
between 0.2 and 0.5. It can be seen from the expo-
nential damage function that it has typical exponential
function change characteristics. Under the action of
small independent variables, the curve shows a rapid
downward trend, and then the curve gradually tends to
be stable. Under the action of higher independent
variable, the curve decreases gradually.,is shows that
three different loss functions have different typical
characteristics, and it is necessary to comprehensively
consider two or three functions to accurately describe
and analyze the test data.

2.3. Model Gradient Descent. ,e training process of neural
network includes forward propagation and back propaga-
tion [21, 22]. Backpropagation is the core part of network
training to realize the dynamic adjustment of network
training parameters. Forward propagation propagates data
from the shallow layer to the deep layer of the neural
network until the output layer is cut off [23, 24]. During the
calculation of gradient descent, the neural network can
obtain the error between the output value and the real value
through the loss function. Back propagation is to obtain the
updated weight value of neurons calculated by gradient
descent method through the errors generated by forward
propagation, and then use the chain derivative formula to
carry out the back propagation calculation. In gradient
descent, the method of partial derivative is usually used to
calculate the gradient value of the current parameter. ,en a
learning rate η is introduced to control the change speed of
updating weight value, and the weight updating formula is as
follows:

W � w − η
zJ(w)

zw
. (12)

However, in order to update the parameter values of
other layers in the neural network, it is necessary to make
further use of back propagation. In this process, the back
propagation uses the chain rule to calculate the gradient:

zJ(w)

zw
�

zJ
∗
(x)

zy
×

zy

zw
, (13)

where w is the parameter value of the network and y is the
output value of the network activation function.

,erefore, back propagation can pass the updated pa-
rameter value to the corresponding position layer by layer
through the chain rule using the error function. ,us, the
parameter value update formula of layer L network is as
follows:

W � w − η
zJ(w)

zw
� w − η δ × x

l− 1
 

T
 , (14)

where x is the input value.
,e accuracy of the model can be further illustrated by

analyzing the formula of the model gradient descent and the
corresponding calculation results. It can be seen that dif-
ferent learning rates and corresponding parameter values
will have different influences on the output results of the
model. In order to further illustrate the influence of learning
efficiency and parameter values on test data, the model
gradient curve was obtained through calculation, as shown
in Figure 7. It can be seen from the curve that the learning
rate curve and the parameter value curve have different
change rules. Firstly, it can be seen from the test data that,
with the increase of input value, the corresponding test data
first increases and then decreases, and the overall fluctuation
range is relatively small. When the input value of the curve
gradually increases, the corresponding output results show a
trend of gradual increase; when it reaches the maximum
value, the corresponding test data gradually decreases with
great volatility. ,is shows that the nonlinear characteristics
of the test data are obvious. As can be seen from the learning
rate curve, with the increase of input value, the corre-
sponding curve fluctuates in a larger range first, and then
gradually increases to the maximum value. As the value
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increases, the curve drops rapidly and then flattens out. It
can be seen from the variation curve of parameter values that
the parameter curve fluctuates rapidly under the action of
small input values, and the fluctuation range is relatively
small. ,en, as the input value gradually increases, the
corresponding output result gradually decreases to the
lowest value.

3. Analysis of the Characteristics of Chinese
Mental Verbs Based on Deep Learning

3.1. Text Feature Extraction of Chinese Mental Verbs.
,ere are many problems in the analysis of the textual
features of Chinese mental verbs, mainly including the
unclear description and analysis of Chinese features. In
order to further analyze the characteristics of Chinese
mental verb text, five different feature parameters are ob-
tained through analysis: declarative verbs, nondeclarative
verbs, positive and negative verbs, negative verbs, and
double negative verbs. In order to further explain the
proportion of these five verbs in actual Chinesemental verbs,
the pie chart of Chinese mental verbs is obtained through
statistics as shown in Figure 8. ,e proportion of declarative
verbs is about 10%, while that of nondeclarative verbs is
about 15%. ,e proportion of positive and negative de-
clarative verbs is the smallest, only 7%. Negative verbs make
up the most, about 43 percent, while double negatives make
up about 25 percent. It can be seen from the above analysis
that the proportion of negative verbs is the highest, while the
proportion of positive and negative verbs is the lowest.

3.2.Analysis ofTextFeatures ofChineseMentalVerbsBasedon
Deep Learning. Based on the deep learning model, the ac-
tivation function and loss function are used to analyze the
original model, so as to obtain the optimization value of the

deep learning model. ,e model gradient descent is intro-
duced into the model to obtain the optimized deep learning
model, which can be used for the analysis of Chinese mental
verbs [25]. In order to further illustrate the application of the
deep learning model in Chinese mental verbs, the flow chart
of the application of the deep learning model in Chinese
mental verbs is obtained through the above analysis, as
shown in Figure 9. As can be seen from the computational
flow chart of text feature extraction of Chinese mental verbs,
the data of Chinese mental verbs are first imported into the
model and then divided into different sections according to
different feature parameters. ,en, the critical value of the
model can be obtained according to the verb feature of the
calculated value. Based on the critical value, the verb feature
can be further clipped and analyzed. ,e results of clipping
and analysis are introduced into the activation function to
analyze the change between the activation function and the
damage function. Furthermore, the linear difference and
gradient descent results are obtained to obtain the recon-
struction scheme and model of Chinese mental verbs. Fi-
nally, the model calculation results and optimization results
are output.

Based on the deep learning model, the activation
function and damage function are used to optimize the
original model, so as to obtain the optimization model for
describing Chinese mental verbs. ,is optimization model
can calculate the characteristic parameters of Chinese
mental verbs, and thus obtain the histogram of the calcu-
lation results of characteristic parameters of Chinese mental
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verbs, as shown in Figure 10. It can be seen from the figure
that different characteristic parameters show different var-
iation trends with different sample parameters. First of all, it
can be seen from the calculation results of declarative verbs
that the calculation results are relatively small and the overall
range of change is relatively small. A trend in volatility in
which a curve increases gradually, then drops to a low point,
and then increases gradually. While the corresponding
nonpredicate verbs show a linear increase trend with the
gradual increase of samples. When the curve reaches the
local maximum value, the curve gradually decreases to the
local minimum value with the increase of samples. As can be
seen from the positive and negative narrative verbs, the
change of positive and negative narrative verbs gradually
decreases with the increase of samples, and the change of
positive and negative narrative verbs gradually tends to be
stable with the further increase of samples. It shows that with
a higher sample size, positive and negative verbs tend to be
constant. However, it can be seen from the negative verb that
its change increases linearly with the increase of samples,
and the overall change range of the curve is relatively large.
As can be seen from the change of double negative verbs, the
curve has a high output result under the action of small
specimens, while the corresponding output result drops to
the lowest value rapidly with the increase of samples, and the
overall change range is relatively large.

4. Discussion

,e optimization model based on deep learning theory can
carry out targeted data analysis by considering activation
function and loss function. In order to further illustrate the
superiority of the calculated results, the test curve, model
curve, and corresponding error curve were obtained by
summarizing, as shown in Figure 11. As can be seen from the
model verification curve, the test curve first presents a
V-shaped change with the increase of iteration steps, and
then rapidly drops to the lowest point and then carries on a
small fluctuation. With the further improvement of iteration
steps, the test data gradually increased to the maximum
value, and the overall change range was approximately U-

shaped. ,e corresponding model curve can better reflect
the overall change trend of the test data, and then get the
error curve through the comparison between the two. It can
be seen from the error curve that the overall error range is
within 7%, while with the increase of the number of test
steps, the corresponding error range gradually decreases. As
the sample increases, the curve is driven by increasing
variation. ,is shows that the error is also U-shaped in a
certain range. ,e curve has different error ranges under
different iteration steps.,erefore, in practical application, it
is necessary to determine the number of iterations according
to the specific test data, so as to obtain the optimal calcu-
lation results.
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5. Conclusion

(1) It can be seen that the output value and the activation
function have the same variation range through the
change curves of the calculated indexes of different
neurons. When the neuron is low, the output value
and the corresponding activation function have the
same change trend. When the neuron is high, the
output value shows a rapid decline, while the cor-
responding activation function shows a rapid
increase.

(2) ,e comparison curve between Leaky ReLU function
and ReLU function shows that the original model
can only provide a good description of the second
stage of the test data. ,e optimized activation
function can not only explain the change rule of the
first stage but also better analyze the experimental
data in the key points of the second stage.

(3) Model gradient changes mainly include learning rate
and parameter values of the model. By comparing
the experimental data, it can be seen that the curve
shows obvious fluctuation in the first stage, among
which the fluctuation of learning rate is relatively
large. ,e corresponding parameter values change in
a small range, and the curves all decline significantly
in the second stage.

Data Availability

,e dataset can be obtained from the corresponding upon
request.
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Panax ginseng enjoys a wide range of medicinal applications and good economic value, the market demand is large, but Panax
ginseng seed’s after-ripening characteristic seriously restricts development of Panax ginseng industry. In this experiment, starting
from the main action hormone ABA and GA of Panax ginseng, primers of GA and ABA related to Panax ginseng seed after-
ripening were screened and designed, and the possible relationship between transcription factor WRKY gene and Panax ginseng
seed after-ripening was probed. Semiquantitative and quantitative real-time PCR of these genes were performed. ABA and GA-
related metabolizing enzymes play an important role in the process of Panax ginseng seed after-ripening, andWRKY transcription
factor regulates gene expression. In this study, we cloned the PgGA2ox gene, which is the key metabolic enzyme of GA, and
analyzed the genes by the bioinformatics software, which laid a foundation for studying the molecular mechanism of Panax
ginseng seed after-ripening.

1. Introduction

Panax ginseng, a valuable medicinal plant, is widely used in
human medical treatment and healthcare, and the market
demand is on the rise [1]. Panax ginseng is a plant of seed
propagation, and Panax ginseng seeds have not fully de-
veloped embryo after natural maturity [2–4]. With the
characteristic of postripening, it must be treated by a long
period of strati�cation to break dormancy and germinate. In
themain producing areas of Panax ginseng, seeds are planted
in early August every year and seeded immediately after
harvest. Most of the seeds will germinate in the spring of the
third year (after 21-22 months) under natural conditions.
Many growers cannot promote seed after-ripening, leading
to plant failure and seriously a�ecting economic bene�ts.
�e long production cycle restricts large-scale populariza-
tion of Panax ginseng cultivation to a certain extent, and
cultivation process is vulnerable to climate, cultivation
conditions, pests, and diseases, resulting in low production
of Panax ginseng and low economic e�ciency. �erefore, it
is necessary to �nd an e�ective way to improve Panax

ginseng yield and quality, thereby improving production
e�ciency [5].

Phytohormone is a minor molecule signal substance,
with very small concentration or even close to 0, but plays a
very important role in the plant’s life cycle. During seed
dormancy and germination, hormones regulate the meta-
bolism of proteins and enzymes through signal transduction,
regulating seed dormancy and germination [6].

ABA is a positive regulatory factor of dormancy and is
involved in induction and maintenance of dormancy, which
negatively regulates germination [7–9]. ABA will resyn-
thesize during imbibition of dormant seeds, which is a re-
quirement for seed to remain dormant. ABA produced by
the embryo is necessary for dormancy [10]. �e decrease of
ABA content before germination is due to inhibition of
newly synthesized ABA and activation of ABA catabolism.

NCED is the key rate-limiting enzyme in ABA synthesis.
�ere are �ve types present in Arabidopsis thaliana, in-
cluding AtNCED1, AtNCED3, AtNCED5, AtNCED6, and
AtNCED9. AtNCED6 and AtNCED9 are essential ABA
biosynthetic enzymes [11, 12]. �e expression level of
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NCEDs is directly related to ABA content [13]. AtNCED5
and AtNCED6 are highly expressed in the mid to late stages
of Arabidopsis thaliana embryogenesis [11]. %e CYP707A
family encodes the ABA 8′-hydroxylase, which is involved in
ABA catabolism. CYP707A1 enhances expression at the
early stage of seed maturation, while CYP707A2 enhances
expression at the late stage of maturation [14]. After seed
imbibition, ABA content decreased, CYP707A2 activity
increased, and lack of this enzyme will increase ABA content
and strengthen dormancy [14, 15].

GA, a positive regulatory factor of germination, can
antagonize inhibition of ABA [16]. In the early stage of seed
germination, GA can promote embryonic development and
material decomposition. According to Kucera, GA exerts
two positive effects on seed: enhancing seed vigor and
promoting germination; breaking the seed coat bound and
weakening the radicle surrounding tissue [17]. Low-tem-
perature stratification can promote GA synthesis, enable
ABA/GA changes, and promote dormancy release and seed
germination [18].

GA can regulate GA metabolism by controlling the
expression of many key enzymes in the GA synthesis
pathway through feedforward or feedback regulation. GA
synthesis regulation occurs mainly in late course of trans-
duction. GA2-oxidase (GA20ox) can be catalyzed into active
GA1, which is a key regulatory enzyme of GA biosynthesis.
GA2-oxidase (GA2ox) can catalyze active GA1 to inactive
GA34, catalyzing degradation of GA (Henderson et al.
[19–21]).

WRKY transcription factor regulates seed germination
and growth after seed germination. In 2004, ScWRKY1
transcription factor was isolated from wild potato ovule.
ScWRKY1 transcription factor was transiently highly
expressed in the embryo of torpedo stage. Its expression level
was low in the fruit, root, and stem, suggesting that
ScWRKY1 might participate in the embryogenesis process.
Arabidopsis thaliana AtWRKY10 was expressed in pollen
and globular embryos and also expressed in binucleate stage
of endosperm development to cell stage. New plant with the
gene deleted cannot form seed of normal size. %e result
showed that WRKY transcription factor played an impor-
tant role in the embryo growth and in reducing early cel-
lularization of endosperm [22].

In this study, beginning from the key hormones ABA
and GA directly related to after-ripening characteristic of
Panax ginseng seed by removing seed dormancy, the related
primers were designed. Semiquantitative PCR and real-time
quantitative PCR of these genes were performed. As WRKY
transcription factor could regulate seed embryo growth to
determine its expression level and understand its relation-
ship with other genes can lay a foundation for the study of
molecular mechanism of Panax ginseng seed postripening.
Table 1.

2. Materials and Methods

(1) Panax ginseng seeds were purchased from the
Tonghua Changlong Forest Farm in Jilin Province.
%e seed was harvested for lamination treatment,

washed with 75% ethanol 3 times, rinsed with dis-
tilled water 3 times, and wiped with filter paper, to be
placed in sterilized sand with carbendazim treat-
ment, with seed: sand� 1 : 3 at lamination. %e
stratified seeds were sampled at 45-day intervals, 30
seeds at a time, for a total of 5 samples. %e samples
were washed and frozen with liquid nitrogen and
then stored in a refrigerator at −80°C until use.

(2) Total RNA extraction and cDNA synthesis: Total
RNA was extracted in accordance with instructions
of RNA extraction kit; and then, reverse transcrip-
tion synthesis of cDNAwas performed in accordance
with instructions of reverse transcription kit. %e kit
was purchased from the Dalian Takara Bio
Company.

(3) Quantitative real-time PCR primer design: Primers
were designed using the Primer Premier 5.0 software.
Semiquantitative and quantitative real-time PCR
were performed according to the primer sequence in
Table 1, and all primers were synthesized by the
Beijing Genewiz Company.

(4) Semiquantitative PCR system and procedures: Re-
action system: cDNA 1 μl, upstream and down-
stream primers 1 μl, Ex Taq enzyme 0.2 μl, dNTP 1 μl,
20×Ex Taq enzyme buffer 2.5 μl, ddH2O 18.3 μl,
final volume of 25 μl; Reaction procedure: pre-
denaturation at 94°C for 5min; denaturation at 94°C
for 30 s, 50°C–60°C (according to different primer
changes in Tm value) annealing 30 s, 72°C extension
for 30 s, 35 cycles; 72°C extension for 5min; and
storage at 4°C.

(5) Quantitative real-time PCR system and procedures:
Reaction system: 2× SYBR Green Mix 10 μl, up-
stream and downstream primers 1 μl, cDNA 1 μl,
ddH2O 7 μl, final volume of 20 μl; Reaction proce-
dure: 95°,C 5min; 95°C 15 s, 56°C 15 s, and 72°C 30 s
single lighting, 40 cycles; 95°C, 1min; 65°C, 1min;
solubility curve: target temperature 95°C, initial
temperature 65°C, constant temperature time 20 s,
and step 0.5°C/s; 30°C, 1min; and end 4°C.

Table 1: Real-time quantitative real-time PCR primers.

Gene Primers

GA2ox F-TTCACAGCACAACTGAGGTT
R-AGAGTATTGGTCGTAACGGC

GA20ox F-TCGCCCTAATACCCTTGTC
R-CGATAGTGTTTCTGTGTGAACC

NCED F-GTGAGCCTTTCTTTCTTCCTTCG
R-GAAATCCATACGGAACTCTTGACG

CYP707A F-GGGGAAACTCTTCAGCTCTACTCCA
R-TCCGGGCTCGACACCATCACA

WRKY6 F-ATAGTCCGACGAGTGAGAT
R-CTGCCCATATTTTCTCCAAC

WRKY3 F-AGCGAACGCACTGTGGTAT
R-CTTGGTTTGAAGGCGAGAA

WRKY27 F-TGGAGGAAGTATGGACAAAA
R-AGGGTGTGTATGATTGTGCTC

5S F-TATTCTGGTGTCCTAGGCGT
R-ATCCTGGCGTCGAGCTATTT
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(6) Cloning the full-length cDNA of PgGA2ox gene:%e
cDNA of Panax ginseng seed was used as template,
and PgGA2ox gene was amplified by the following
system: 1 μl of cDNA, 1 μl of upstream and down-
stream primers, 0.2 μl of Ex Taq enzyme, 1 μl of
dNTP, 20×Ex Taq enzyme buffer 2.5 μl, 18.3 μl of
ddH2O, and final volume of 25 μl. PCR reaction
annealing temperature was 55°C; the reaction
primers were F-ATGGTAGTCTTGCCCAAGC-
CAACAA and R-TCATGAGGCTGCAATTTTCT-
CAAAG. PCR products were detected by 1% agarose
gel electrophoresis, and extraction of DNA from
agarose gel of target amplified fragments was per-
formed according to operation instructions of the
DNA purification recovery kit. %e recycling prod-
ucts were ligated into pMD18-T vector and trans-
ferred into E.coli to be cultured on LB medium
containing ampicillin. After 12 hours, the colonies
were observed. %e positive clones were placed in LB
medium containing ampicillin for 12 hours’ culture
before colony PCR amplification. After electropho-
resis detection, it was sent to Genewiz for
sequencing.

3. Results

3.1. Panax ginseng Embryos in Different Stages of After-
Ripening. Dormancy of Panax ginseng seed needs to pass
through the two stages of morphological after-ripening and
physiological after-ripening. Samples were taken 5 times at
45-day intervals and defined as SE1–SE5 stages: SE1, initial
phase of morphological after-ripening; SE2, mid-term of
morphological after-ripening; SE3, late morphological after-
ripening, seed fissure; SE4, initial phase of physiological
after-ripening; and SE5, mi-term of physiological
after–ripening.

3.2. Semiquantitative PCRResults. %e cDNA of seeds of the
five stages of Panax ginseng embryo after-ripening was used
as template, and 5S rRNAwas used as internal reference.%e
seven primers were amplified after the annealing tempera-
ture was set based on primer Tm value. Detection was
performed with 1% agarose gel electrophoresis, and loading
quantity of sample was 5 μl. Picture was taken in the ul-
traviolet light irradiation after electrophoresis, and gene
expression is shown in Figure 1.

From the figure, we can see that most of the genes were in
low expression or no expression in the morphological after-
ripening stage, GA2ox gene expression in morphological
after-ripening stage is higher than that in physiological after-
ripening, and CYP707A gene and GA2ox gene expression
level tends to be consistent. WRKY transcription factor
family showed a completely different expression. WRKY6
expression level in the physiological after-ripening period
was higher than that in the morphological after-ripening
stage, suggesting that it was associated with seed dormancy.
WRKY3 and WRKY27 in morphological and physiological
after-ripening stage were in low expression.

3.3. qRT-PCR Results. With 5S rRNA as internal reference,
expression of GA, ABA, andWRKY transcription factor and
embryo after-ripening related genes was detected in different
period of Panax ginseng seed. %e experimental data were
analyzed by a software that came with quantitative real-time
PCR instrument, as shown in Figures 2–4.

GA is a key factor in embryo dormancy and germination,
GA2ox is a key gene in GA anabolism and catabolism. %e
study on action law of these two genes is helpful for the
analysis of GA action mechanism in Panax ginseng seed
after-ripening. %e expression of GA20ox gene in physio-
logical after-ripening stage was higher than that in mor-
phological after-ripening stage, and GA20ox gene
expression increased gradually in the two periods, which
indicated that GA20ox gene played a more important role in
physiological after-ripening.%e expression level of GA20ox
gene decreased in physiological after-ripening stage, quite
low in physiological after-ripening stage, but increased
slightly at the end of physiological after-ripening stage. It
was inferred that the increase of expression level was related
to release of seed dormancy.

ABA can induce and maintain dormancy, a positive
regulatory factor of dormancy, a negative regulatory factor
of germination, which acts antagonistically with GA. NCED
is the key rate-limiting enzyme in ABA synthesis. %e ex-
pression of NCED gene is directly related to ABA content.
CYP707A gene is involved in ABA catabolism. %e ex-
pression level of NCED gene decreased gradually at mor-
phological and physiological after-ripening stages, with the
former higher than the latter, indicating that the content of
ABAwas decreased and the dormancy was gradually broken.
%e expression level of CYP707A gene declined continu-
ously in morphological after-ripening stage and increased at
SE5 stage.

WRKY transcription factor has a special zinc finger
structure, which plays an important regulatory role in the
process of plant response to biological and abiotic stress,
plant development (such as seed germination, dormancy,
and leaf senescence). %e three WRKY genes showed dif-
ferent expression trends in after-ripening stage of Panax
ginseng seed. Expression levels of WRKY3 and WRKY27

SE1⤶

5S.rRNA⤶

PgGA2ox⤶

PgGA20ox⤶

PgCYP707A⤶

PgNCED⤶

PgWRKY6⤶

PgWRKY3⤶

PgWRKY27⤶

SE2⤶ SE3⤶ SE4⤶ SE5⤶

Figure 1: Gel electrophoresis photograph of semiquantitative PCR.
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Figure 2: Expression of genes related to GA metabolism in after-ripening stage of Panax ginseng seeds.
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Figure 3: Expression of ABA-related genes in after-ripening stage of Panax ginseng seeds.
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Figure 4: Expression of WRKY transcription factor in after-ripening stage of Panax ginseng seeds.
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Figure 5: Gel electrophoresis photograph of cloned PgGA2ox gene.
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were low, which decreased in morphological and physio-
logical after-ripening stages. But expression level of WRKY6
was opposite, which gradually increased in physiological
after-ripening stage. It is inferred that it is related to release
of embryo dormancy and accelerated seed germination.

3.4. Cloning of PgGA2ox Gene of Panax ginseng Seed. %e
PCR cloning of designed primers was performed using
Panax ginseng seed cDNA as the template, obtaining a se-
quence with length of 987 bp.%e amplified gene was named
PgGA2ox and the nucleotide sequence was submitted to
NCBI. GenBank accession number obtained was
KT692958.1. %e electrophoregram is shown in Figure 5.

3.5. GA2ox Coded Amino Acid Sequence Similarity Analysis
andConstruction of Phylogenetic Tree. BLASTN analysis was
performed on NCBI. It was found that nucleotide sequence
of PgGA2ox was similar to gene sequence of Panax quin-
quefolius (KJ802836.1), Petunia x hybrida (GU059939.2),
and Camellia lipoensis (KJ502290.1), with similarity at 99%,
81%, and 80%, respectively. Amino acid sequences coded by
PgGA2ox were compared using BLASTP, finding that in
terms of amino acid sequence similarity, it was 99% similar
to Panax quinquefolius (AIL25679.1) GA2ox, 79%, 79%,
79%, 77%, 76%, 73%, 72%, 71%, and 55%, respectively,
similar to Coffea canephora (CDP06089.1), Diospyros kaki
(AID65071.1), Camellia lipoensis (AHZ13201.1), Nerium
oleander (AAT92094.1), Petunia x hybrida (AFH56955.1)

GA2ox, Cucurbita maxima (CAC83090.1), Solanum lyco-
persicum (NP_001234752), Helianthus annuus
(CAS03784.1), and Arabidopsis thaliana (NP_174296.1)
gene encoding.

GA2ox is a dioxygenase and 2-ketoglutarate substrate in
the GA metabolic pathway. %e PgGA2ox protein in the
Panax ginseng contains a conserved binding amino acid site
shared by other plants, i.e., a R residue and a S residue
bounded to 2-ketoglutarate, located at positions 226 and
228, respectively, and two H residues and one D residue
bound to Fe (Figure 6).

Figure 6: Comparison of amino acid sequence similarity between PgGA2ox and other species.
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Figure 7: Evolutionary analysis of PgGA2ox.
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In order to analyze the evolution of PgGA2ox encoded
proteins, a phylogenetic tree was constructed using the
DNAMAN software (Figure 7). According to the phyloge-
netic tree, PgGA2ox is most closely related to Panax
quinquefolius, close to persimmon and Nerium indicum,
which is consistent with BLASTP result of amino acid
sequence.

4. Conclusion

%e seed after-ripening is an adaptation of the Panax ginseng
to the external environment in the long-term evolutionary
process. In natural conditions, it helps Panax ginseng pass
through adverse environment, so that its race multiply, but it
brings difficulties to cultivation of mankind. In order to
expand cultivation area of Panax ginseng and further im-
prove economic benefits of Panax ginseng, research on after-
ripening mechanism of Panax ginseng seed is an urgent
problem to be solved. Panax ginseng seed after-ripening
process is very complex, so current domestic and foreign
scholars’ study on Panax ginseng seed after-ripening process
focuses on physiological and biochemical dynamic changes
within the seed, seed embryo development changes, and
changes in hormones and isoenzyme content in the after-
ripening period, but little is reported on the after-ripening
mechanism of Panax ginseng seed.

In this study, we analyzed the expression rules of GA and
ABA hormone-related genes and WRKY transcription
factor in Panax ginseng seed after-ripening, which is the first
of its kind in study of Panax ginseng seed dormancy.

GA-related genes: Gibberellin acid synthesis regulation
occurs mainly in the late transduction pathway. GA20ox can
catalyze GA12 and GA53 into active GA1 and GA4. GA2ox,
by β-hydroxylation, can convert active GA1 and GA4 into
inactive GA13 and GA14 [23]. %e expression level of
GA20ox (GA synthetic gene) in the physiological after-
ripening stage was higher than that in the morphological
after-ripening stage, which proved that low temperature
could promote GA synthesis and increase expression of GA
synthetic gene, which is consistent with the results of Derkx
[24]: low temperature can enhance expression of
AtGA20ox1 and AtGA20ox1.

ABA-related genes: C40 carotenoid zeaxanthin was
oxidized to violaxanthin, which, after forming 9-cis-epoxy
carotenoids, turned to C15 xanthohumol after NCED py-
rolysis, a key step in ABA synthesis. CYP707A belongs to
P450 monooxygenase family and encodes ABA 8′-hy-
droxylase, which is involved in catabolism of ABA. %e
expression level of NCED gene and CYP707A gene was not
high in the after-ripening stage of Panax ginseng seed, both
of which decreased gradually during the whole after-rip-
ening stage, which indicated that endogenous ABA synthesis
pathway was closely related to seed after-ripening.

WRKY transcription factor: WRKY gene family is a
multifunctional gene family. Molecular biological function
of its family members is very rich, including regulation of
plant resistance to biological stress and abiotic stress, reg-
ulation of plant growth and development, morphogenesis,
metabolic regulation, and so on. In addition, WRKY

transcription factor is also involved in plant low-tempera-
ture response. Panax ginseng seeds need to go through low-
temperature environment in the after-ripening process. %e
expression level of WRKY3 and WRKY27 decreased during
seed ripening, and WRKY6 was highly expressed in the
process of Panax ginseng seed after-ripening. %erefore, we
speculated that WRKY transcription factor could respond to
low temperature regulation, then participate in regulation of
metabolism, regulation of gene expression, and finally
complete Panax ginseng seed after-ripening, which can be
further verified in subsequent relevant experiments.

In this study, we cloned for the first time the key gene
PgGA2ox for gibberellin acid metabolism during the process
of Panax ginseng seed after-ripening and obtained GenBank
accession number KT692958.1.

%e results of this study not only provide a basis for
molecular function analysis of PgGA2ox gene but also
provide a basis for study on mechanism of after-ripening of
Panax ginseng seeds.

Data Availability

%e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

%e authors declare that there are no conflicts of interest.

Acknowledgments

%e authors thank the National High Technology Research
and Development Program of China (863) (2013AA102604),
Projects of the National Science Foundation of China
(30970259 and 31270337), Research Fund for the Doctoral
Program of Higher Education of China (20120061110038),
and Jilin Province Science and Technology Development
Plan Item of China (20130102041JC).

References

[1] D. Q. Dou, L. Jin, and Y. J. Chen, “Research progress and
prospect of chemical composition and pharmacological ac-
tivity of Panax ginseng,” Journal of Shenyang Pharmaceutical
University, vol. 16, no. 2, pp. 151–156, 1999.

[2] T. Sadler, 4e Influence of Climate, Dormancy and Seed
Germination in Understanding the Commercial Limitations of
Growth of Panax Ginseng C.A. Meyer and Panax Quinque-
folius L. And the Mass Micropropagation of 4ese Species,
Panax ginseng, Australia, 2004.

[3] C. P. Zhang, Mechanism of Different Exogenous Substances
Improving Stress Resistance of Coptis Chinensis Seeds and
Seedlings under Salt Stress, Southwest University, Texas, 2012.

[4] Y. Y. Hu, Study on Seed Germination Characteristics and
Seedling Technology of Fritillaria Sichuanensis, Sichuan Ag-
ricultural University, China, 2008.

[5] L. S. Wang and H. L. Sun, “Seed germination and preservation
of medicinal plants,” Plant Magazine, vol. 17, no. 2, pp. 12–21,
1990.

[6] S. Y. Chen, C. T. Chien, J. M. Baskin, and C. C Baskin,
“Storage behavior and changes in concentrations of abscisic

6 Scientific Programming



acid and gibberellins during dormancy break and germination
in seeds of Phellodendron amurense var. wilsonii (Rutaceae),”
Tree Physiology, vol. 30, no. 2, pp. 275–284, 2010.

[7] J. Lozanojuste, M. Masi, and A. Cimmino, “%e fungal ses-
quiterpenoid pyrenophoric acid B uses the plant ABA bio-
synthetic pathway to inhibit seed germination,” bioRxiv,
vol. 36, pp. 241–243, 2019.

[8] E. Zdunek-Zastocka and A. Grabowska, “%e interplay of
PsABAUGT1 with other abscisic acid metabolic genes in the
regulation of ABA homeostasis during the development of pea
seeds and germination in the presence of H2O2,” Plant
Science, vol. 285, pp. 79–90, 2019.

[9] H. Nonogaki, “Seed germination and dormancy: the classic
story, new puzzles, and evolution,” Journal of Integrative Plant
Biology, vol. 61, no. 5, pp. 541–563, 2019.

[10] J. Pan, H. Wang, Y. Hu, and D Yu, “Arabidopsis VQ18 and
VQ26 proteins interact with ABI5 transcription factor to
negatively modulate ABA response during seed germination,”
4e Plant Journal, vol. 95, no. 3, pp. 529–544, 2018.

[11] G. Q. Song, W. Li, S. J. Zhang et al., “Analysis of the rela-
tionship between TaNCED1 gene expression and ABA ac-
cumulation in wheat under drought and rehydration,” Journal
of Triticeae Crops, vol. 39, no. 4, pp. 400–406, 2019.

[12] S. Z. Ma, Z. W. Sha, Y. N. Lu, X. L. Zhang, L. X. Zhou, and
M. D. Bian, “Functional analysis of Arabidopsis thaliana
cryptochrome in ABA regulated seed germination,” Journal of
Jilin Agricultural University, vol. 40, no. 3, pp. 264–269, 2018.

[13] Z. Wang, D. Chen, C. Yue, H. L. Cao, and Y. L. Guo, “Cloning
and expression analysis of CsNCED2 gene in tea plant,” Acta
Botanica Boreali-Occidentalia Sinica, vol. 38, no. 6, pp. 994–
1002, 2018.

[14] A. J. Matilla, N. Carrillobarral, andM. D. C. Rodŕıguez-Gacio,
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Based on the interactive food packaging design method based on the user’s emotional experience, the speci�c food packaging
design scheme is completed. On the basis of analyzing the current situation of the food industry, this paper discusses the
competitive driving factors between the demand side and the enterprise side for food packaging, integrates the user’s emotional
experience into the reality of food packaging, and focuses on the speci�c practical solutions based on the user’s emotional
experience. Incorporating user emotional experience into food packaging design Yuan, 2022 and Liu, 2020 is bene�cial to both the
impact of food brands and the promotion of product sales. Incorporating user emotional experience has played a very important
role in food market competition. At the same time, through practical cases, closely focusing on the user’s emotional experience, it
innovatively tried to convert users into core designers of product packaging and adopted a small-batch customized production
and packaging mode. �is plays a certain guiding and reference role for food packaging design. �is paper takes the user’s
emotional experience as the research perspective and interactive packaging as the research object, uses the three-level theory of
emotionality as the guide, explores the user’s emotional experience path for packaging by means of literature analysis, �eldwork,
case analysis, and experiments, and summarizes the design, principles, and methods.

1. Introduction

With the continuous development of the social economy and
the advancement of network information technology, peo-
ple’s lives have undergone rapid changes. Social psychologist
Maslow once proposed the following. “�e development law
of human needs is to gradually increase from the lowest level
of physiological needs to the highest level of self-realization.”
When people begin to pursue a high-quality life, consumers’
values have also changed, with a desire for more emotional
attention. �e expectation for commodity packaging [1] has
also shifted from simple functional requirements to the
emotional experience of commodity packaging [2].�erefore,
it is particularly important to pay attention to the psychology
and behavior of consumers to understand their real needs of
users [3]. At the same time, the maturation of new media
technology, packaging materials [4, 5], and production

technology provides the possibility of innovation in future
commodity packaging.

Donald Norman proposed that the a�ective system
consists of three distinct, interconnected layers, each of
which a�ects our experience of the world in a speci�c way.
�ese three levels are the instinct level, the behavior level,
and the re�ective level in turn. �e instinct layer is re-
sponsible for the most primitive instincts of human beings.
�e behavioral layer refers to the process of achieving an
e�ective goal in the shortest time or with the least amount of
behavior. �e re�ective layer is conscious thinking and
learning. �ese three levels create our emotional experience
of things. When these three levels are applied in packaging
design, they can, respectively, correspond to the user’s in-
stinctive experience of the packaging before purchasing the
product, the behavioral experience during use, and the in-
formation feedback process after use.
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Humans have a relatively rich perception system, and
feeling is the simplest andmost basic form of reflection when
people understand the objective world. “People rely on
sensory experience to understand the world. (e senses are
our connection to memory and the connection of emotion.”
In instinctive experience, vision, hearing, touch, smell, and
taste are in the dominant position.When choosing a product
in front of the shelf, the shape of the packaging [6], the
texture of the material, and the warmth of the color will
bring different emotional feelings to users, which will in-
stinctively trigger emotional reactions, thereby promoting
consumption behavior.

In the behavior layer, what is concerned is the user’s
behavior. (e highest requirement of behavioral experience
is people-oriented. Understand user behaviors and discover
unmet or clearly articulated needs of users. But if the ex-
perience is puzzling, it will bring a negative emotional
impact on the user, and conversely, good design will produce
a positive emotional experience [7].

Good design creates a positive emotional experience.(e
reflective layer is based on the instinctive layer and the
behavioral layer. (e focus is on information, culture, and
identification with the product or the meaning behind the
product. A user’s lasting memory of an experience comes
from the reflective layer and even affects our future use of a
product or service. In packaging design, “the instinct layer,
the behavior layer, and the reflection layer are intertwined,
influenced, and penetrated.” By exploring the emotional
experience path of packaging users, we can make packaging
design that meets the real needs of consumers [3, 8, 9].

2. Current Situation at Home and Abroad

Since the concept of user experience was first proposed in
the 1990s, after decades of development, it has been widely
used in different fields and has expanded many related
concepts. According to “the authoritative ISO 9241-210
standard, “user experience” is regarded as the response
process of people’s needs to real-world conditions and the
realization of desired products, systems, or services.”

Analysis of the research status of foreign user experience
shows that most scholars study user experience according to
different practical problems, select its constituent elements
according to the needs of practical problems, and then
conduct classification research one by one [10]. For example,
[10] covers the content of user experience as actionable,
cognitive, motivating, and enlightening. Morvilleclassifies
user experience into usability, usefulness, ease of use, reli-
ability, ease of discovery, satisfaction, and value and then
evaluates user experience according to the above categories.
[13] encapsulates the components of user experience as
pleasure, functionality, usability, and pride. From the above
research, it can be seen that user experience can be divided
into usability, user emotional experience, and user needs.
(e research scope of this paper mainly focuses on the user’s
emotional experience. Emotional design refers to integrating
the user’s emotional needs in the process of the design
construction and applying it to the design process. In order
to explore the satisfaction of user experience, Partala [14]

started from the aspects of emotional experience, psycho-
logical needs, and interactive environment, respectively,
compared the experience data in the experiment, and
concluded that autonomy, competitiveness, and self-esteem
are more prominent in psychological needs. In marketing
and consumer behavior research, there are also many dis-
cussions on emotional experience. [15] proposed that when
“emotion” acts on the consumption scene, face-to-face in-
teraction is the main reason for affecting the emotional
experience. [16] proposed that “in the process of con-
sumption, the complete experience affects consumers’
purchasing preferences, and the influence of emotional
factors and shopping experience exceeds the product and
service itself.” According to empirical research by scholars,
85% of consumers decide whether to buy or continue to use
a certain brand through an emotional experience, and only
15% of consumers pay relatively little attention to emotional
experience.

In the research scope of the user’s emotional experience,
the measurement method is also very important. Due to the
strong subjectivity of user experience, the measurement of
subjective emotion has become a relatively common
method. In psychological measurement, PAD emotional
model, PrEmo scale, semantic difference method, utility
scale, hedonic scale, etc. are all commonly used, and most of
them are conducted in the form of questionnaires. In ad-
dition, a series of qualitative methods such as interviews and
observations can be combined for research. However,
subjective emotion measurement methods are still not
scientific and accurate to a certain extent. (erefore, using
experimental methods to quantify physiological indicators
can provide scientific data support for emotional research
more objectively. For example, facial recognition technology
that compares AI and expression databases, brain wave
experiments using EEG amplifiers, and eye movement ex-
periments using gaze tracking are gradually being applied by
scholars in user experience research in various fields. In the
article “Product packaging and consumers’ emotional re-
sponse. Does spatial representation influence product
evaluation and choice?”, the author uses facial recognition
technology to capture the face image of the measurer when
viewing the product packaging image and compares the face
modeling method with the expression database. Yes, it is
found that visual images on product packaging can affect
consumers’ emotional perception and purchasing decisions,
and it is verified that the foreground position of images on
the packaging [10, 17] will reduce consumers’ psychological
distance and increase positive emotional experience.

In our country, the theoretical research of user experi-
ence is still in the process of continuous development.
Previous scholars have systematically sorted out the concept,
composition, measurement, and evaluation of user experi-
ence, focusing on in-depth research on measurement and
evaluation methods. (ese discuss the era background and
main application fields related to emotionalization, as well as
the current research status and future development trends. If
prepurchase feelings and product efficacy meet expectations,
emotions will suddenly revive and satisfaction will increase
significantly, and vice versa. In the process of consumption,
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consumers’ personal feelings, temperament, knowledge
structure, perceptual experience, attitudes, and values will
directly or indirectly affect consumers’ emotions and
emotional responses.

In the process of user research, researchers have different
understandings of user experience due to different research
perspectives and backgrounds. (e research on user expe-
rience in our country has just started, and there is still a lack
of in-depth and detailed theoretical research, most of which
are analyses and enlightenment of foreign research content.
User experience has a high degree of attention in the design
discipline, and the number of researchers is increasing year
by year. However, most of them are widely used in industrial
design disciplines, and less in the field of packaging design
[18, 19], and most scholars still focus on qualitative research
on the measurement method of user experience, which is not
scientific and rational in the method. Objectively provide
data support for packaging design [20, 21].

By analyzing the user’s emotional experience charac-
teristics and the experience path in the packaging, the
corresponding three-level design methods are summarized
(Figure 1), which are the perception of the instinct layer, the
participation process of the behavior layer, and the feedback
of the reflection layer.

3. Research on Packaging Design Based on User
Emotional Experience

In order to extensively collect the user’s emotional experi-
ence information about packaging [22], the authors conduct
research in the form of questionnaires. By visiting tourist
attractions, specialty stores, exhibitions, and issuing online
questionnaires, we conduct research on user needs. (rough
the survey data results, it is known that the user’s demand for
food packaging is generally divided into the following points,
which can reasonably protect the product and meet the
functional requirements of the packaging. It can convey
national characteristics and show national customs. Inter-
estingly, research has shown that 63% of users say that the
interestingness of packaging will affect users’ purchase
intention.

Graphics are an important part of the packaging.
Compared with text, graphics have stronger visual expres-
sive power and are easier to attract users’ visual attention
[23, 24] and effectively convey the connotation of products.
(e immersive graphic isomorphism method puts the
product itself or partial content into the context, combines
the two-dimensional graphic with the product, conveys the
form of images and objects that are both real and illusory,
breaks the relationship between the picture and the bottom,
and integrates the product into the product. At the same
time, the dual expression of semantics can also be integrated,
and consumers can receive additional brand information or
commodity attributes through the presentation of visual
graphics. For example, designer Constantin Bolimond
(Figure 2) combines the packaging design of nuts with
squirrels and forms a complete design by combining the
product itself with the packaging pattern. (e image of the

squirrel is naive and attractive and metaphorically expresses
the invisible meaning of the product.

(e realization of any product function is completed by
the interaction between people and products, so packaging
design should be people-oriented and understand the ex-
pectations and usage of packaging by people in all aspects.
“Focus on the instinct layer, the user’s initial feeling of the
packaging, the intuitive feeling of appearance, color
matching, material texture, and so on; pay attention to the
behavior layer, whether the process of the user using the
packaging is simple and easy, and whether the packaging
after use can arouse the user’s deeper understanding.”

Usability is the basic premise of packaging design [25],
and it is also the first principle, which can protect the at-
tributes of commodities in the process of commodity cir-
culation. For example, the shape of the food itself will
directly affect the structure of the packaging. For example,
milk skins, during the production process, in the production
process, due to the use of pots and the way the finished
product is taken out, most of the unprocessed milk skins are
semicircular . (e pure milk chews have a thick texture, and
a large-caliber short bottle is required when choosing
packaging. Milk residue, Bischlager, etc. are all fragile
products. In the design of the packaging, it is necessary to
take into account the pouch packaging or pressure-resistant
packaging. (e packaging can only proceed to the next
design on the premise of guaranteeing usability. “Sanchun,”
a dairy food brand in Inner Mongolia, promotes this deli-
cious food as an easy-to-carry food through people-oriented
design and packaging (Figures 3 and 4).

On the premise of satisfying usability, ease of use is a
further requirement. To measure whether the function and
structure of a package are reasonable, through the analysis of
the user’s psychological needs, physiological habits, and
ergonomics, the difficulty of use is determined. Questions
such as degree, convenience, and availability for most people
come before design [26]. Whether the user’s use can be
improved in a more convenient way will affect the user’s
repurchase. (erefore, reducing the time cost for the user’s
use as much as possible is a high manifestation of ease of use.

After satisfying the principles of usability and ease of use,
how to make consumers feel satisfied and happy in the
process of selection and use is an important part of pleas-
antness. Integrate emotional care into packaging, integrate
national culture and additional functions, and connect
consumers with products through the medium of packaging,
thereby generating emotional resonance.

It is very important to add creative graphic elements. In
the selection and application of ethnic elements found in the
market, most of the graphics are outdated, conservative, and
have serious convergence problems. On the basis of
retaining the inherent form of ethnic elements, the elements
should be simply deconstructed and reconstructed by means
of graphic isomorphism, graphic creative expression, etc. to
get rid of the convergent packaging of blue sky, white clouds,
and green grass and give them a new visual experience [27].
For example, in the kitchen utensil packaging designed by
Danish designer Des Jacob Poulsen for Scanwood, the
kitchen utensils are isomorphic with the background picture
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in the packaging, which interestingly expresses the natural
and pollution-free characteristics of the product.

Emotional color expression is also very important, and
the color is more likely to make users form visual memories.
Different colors will bring different psychological hints to
users. “(e rational use of color can not only highlight the
functions and attributes of products but also shape the brand

image, expand the effect, gain memory cognition in con-
sumers’ minds, and strengthen the perception [28].” For
example, McDonald’s standard red and yellow color
matching, Pepsi’s standard blue color, and Sprite’s standard
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Figure 1: Summary of interactive packaging design methods.

Figure 2: Nut packaging design.
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Figure 3: Coffee milk packaging design.

Figure 4: Packing design.
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green have formed the inherent brand attributes in the
minds of users. Choosing the main tone and auxiliary color
corresponding to the product attributes can maximize the
overall artistic effect of the sublimation packaging. (e
integration and sorting of text information is the key point.
Text is one of the elements of commodity packaging. It plays
the role of information transmission in packaging and an-
notates the nature of packaging. It is generally divided into
the main text, data text, description text, and advertising
text. Text content requires information integration and
hierarchical induction. (e size and direction of the text, the
looseness and tightness of the font area, and the hierarchical
relationship of the text will affect people’s visual experience.
By controlling the spacing, line spacing, and combining text,
the hierarchical relationship between different elements is
clearly listed, allowing users to quickly obtain the required
information in the shortest time.(e text information on the
packaging of dairy food should take into account the rea-
sonable arrangement of ethnic characters and Chinese
characters and the style of expression. For example, by
extracting the form of Mongolian characters and combining
them with Chinese characters, on the premise of main-
taining readability, it can add a touch of ethnic charm to the
font style.

4. Optimal Design of Food Packaging

In consumer psychology, if users participate in a certain
action, they will strengthen their awareness of the product
and will develop a sense of trust with the gradual deepening
of their awareness. (e design that guides user behavior
levels in packaging design is related to the way the packaging
is used.(e design that pays attention to the way of using the
packaging of local specialty food can allow users to relieve
stress in the process of using the packaging and have a
pleasant, satisfying, and self-identified experience [29].

For example, the design of the way in which local food is
used should make the packaging easier to use and more
valuable. Good ideas usually emerge from certain behav-
iors. (e packaging of local specialty food is usually dis-
carded by users after use [30]. However, if the packaging
design of local specialty food can reflect the value of user
experience, feelings, and secondary use, it can effectively
enhance users’ favorable impression of the product and
facilitate the promotion of the product, while also playing a
positive role in the protection of the natural environment.
Souvenir packaging usually has game functions and sec-
ondary utilization functions. Figure 5 shows the sweet corn
food packaging designed by VRSWPI Vilnius in Lithuania.
(e designer has skillfully combined the cutting process in
the packaging design so that the images of sloths, fla-
mingos, and owls can be used not only as the visual image
symbols of the packaging but also as the main body of the
toy.(ey can create beautiful and unique handmade works.
(e handmade parts of the three types of packaging can be
exchanged and shared, which enhances the fun of the
packaging design experience process. While promoting the
sales of goods, it also virtually reduces the post-promotion
cost of the product.

With the popularization of digital information tech-
nology and network, virtual digital packaging has become an
inevitable product of the development of modern infor-
mation technology. Traditional offline consumer groups are
diverted by online shopping, and virtual packaging just
makes up for the shortcomings of traditional packaging. In
recent years, virtual packaging that has emerged one after
another not only undertakes the functions of protecting
products and displaying goods but also in product pro-
motion and demonstration.

Superimposing virtual images on the original packaging
materials through AR technology can expand a large amount
of information presentation space and even dynamic display
links, allowing consumers to immersively experience the use
of products and brand stories through colorful digital
content. For example, Baidu joined hands with Yili in
December 2015. (rough the combination of Baidu’s
technological innovation and manufacturing and Yili’s
creation of the global milk industry chain, a brand-new
interactive packaging experience can be created[25]. By
shooting packaging through mobile phones, global con-
sumers can be led to understanding of all aspects of the
global milk industry chain through the form of AR. (e
living environment, milk processing, and packaging process
allows every user to have access to the most authentic Yili.
(e development of technology has made the application of
virtual reality technology in packaging gradually popular,
providing technical support for packaging innovation.

Reflecting on the experience of the layer conveys the
deep semantics of the product, “focusing on the user’s
culture, memories, and emotions, increasing the spiritual
value and cultural connotation of the product, is a pro-
gressive process of user experience from shallow to deep.”
Also, formulate the next two goals, which are to build an
industrial basic innovation system around green packaging,
safe packaging, and intelligent packaging. (e second is a
green production system covering the life cycle of packaging

Figure 5: Oho children’s sweet corn food packaging.
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around cleaner production and green development. (is
layer focuses on information, culture, and the story behind
the product, which is usually an extension of the experience
of the product’s instinctive layer and behavioral layer.

5. Establishing Packaging Design Patterns

5.1. Brand Positioning and Audience Analysis. Professor
Bruce Hanna of the Pratt Institute in the United States once
mentioned that designers are all storytellers. (e stories told
by designers are the behaviors brought out by the design, and
the design is the output of the story from a certain per-
spective. (e living background of the light-middle-class
people belongs to the era of rational consumption, and they
are willing to improve their quality of life and have a greater
interest in new things. By 2020, China’s light and middle-
class population will reach 350 million, becoming the
backbone of China’s consumer market, while the new
middle-class population is still the backbone of urban
consumption. In the future, “quality consumption will be-
come the new normal, and the pursuit of high-cost per-
formance will be the main theme of Chinese consumption in
the next five years.”

5.2. Food Packaging Design. Based on the previous research
and experimental data, the author learned that most of the
food packaging design uses fashion, gorgeous and creative as
semantic phrases to design food packaging and gift boxes.

5.2.1. Instinct Layer. A cultural symbol is a symbolic form of
regional cultural connotation and meaning. According to
the previous user research and food packaging collection, it
is found that most food packaging designs can make users
feel the national atmosphere in the shortest time. In the
selection and application of ethnic elements, most of the
packaging seen in the market has problems such as outdated
graphics and conservative and serious convergence. On the
basis of retaining the inherent form of ethnic elements, this
paper simply deconstructs and reconstructs the graphics to
give them a new visual experience. According to the survey,
65% of users believe that when choosing food, whether the
original appearance of the food can be presented on the
packaging is more important. (erefore, the schematic di-
agram of the extracted food is used directly in front of the
packaging, which is beneficial for the user to obtain the
product form through the screen content and reduce the
time and cost of purchasing.

5.2.2. Behavior. According to statistics, people will come
into contact with at least 30,000 daily necessities in their
daily lives and will not leave memories or emotions about
each of them in the process. But because of countless rep-
etitions of limbs, it will leave “behavioral memory” during
the use of the product. It is necessary to make reasonable use
of the user’s behavior memory and innovate the packaging
under the premise of being easy to use. Look for the features
of simplicity, mechanics, and daily from the common

packaging box types and guide users to seamlessly connect
when picking up the packaging and using the packaging.

In life, most people have countless experiences using the
box-type structure. (is experience is not paid attention to,
and users can open it smoothly without expending extra
effort. (e difference is that when the lid is picked up, the
surrounding structures automatically descend, presenting a
series of contents such as product display screen, eating
method, production process, and so on, creating an inter-
action process different from daily experiences, such as
making users feel extremely friendly at the same time and
feel a little surprised.

5.2.3. Reflection Layer: Deep Communication of National
Culture. (e experience of the reflection layer conveys the
deep semantics of the product, pays attention to the user’s
culture, memories, and emotions, and increases the spiritual
value and cultural connotation of the product. It is a pro-
gressive process of user experience from shallow to deep.
(is layer focuses on information, culture, and the story
behind the product, which is usually the progression of the
instinctive layer of the product and the extension of the
behavioral layer experience. Based on the user’s emotional
experience, guided by the three-level theory of emotionality,
the practical design of food packaging is completed, pro-
viding a new development direction for the packaging of
national characteristic products.

6. Conclusion

(is paper summarizes the principles and methods of in-
teractive packaging design by exploring consumer percep-
tion characteristics and emotional experience paths.
According to the three aspects of the user’s emotional ex-
perience in packaging, three methods of interactive pack-
aging design are summarized, cleverly through the color of
the image and the arrangement of the text, the emotional
expression of cool and warm colors, the fusion of new
technology materials, etc.(e interactive experience method
when using, including the surprise presentation of the
opening method, the scene reproduction of the three-di-
mensional page, and the introduction of AR technology to
enhance the brand memory. For information feedback and
reuse after use, including adding QR code recognition and
broadening the information dissemination platform, de-
signers should focus on a wider audience. Based on the
research of this paper, there are the following possibilities for
follow-up research: in-depth analysis of consumers’ usage
needs, behaviors, and psychological characteristics, and
perfect packaging design methods. Continue to expand the
research scope of packaging design and deeply explore the
possibility of packaging innovation in packaging materials,
production processes, packaging, transportation, etc. Con-
tinue to explore the application of innovative methods in the
packaging of ethnic products and broaden the channels for
the dissemination of ethnic culture. In the process of pro-
tecting the product, the packaging will cause an emotional
experience for the user. Paying attention to the psychology
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and behavior of users can better guide the packaging design,
promote the mutual communication between users and
products, trigger a positive emotional experience while in-
creasing the added value of products, and convey national
culture in a subtle way.
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Cities need to develop, people’s lives need to be improved, and the living environment needs to be enhanced. With the
strengthening of the national policy of paying attention to people’s livelihood, the speed of development, the increase of the
number of cars, and the major demolition and construction of streets are in full swing everywhere. However, tra�c congestion has
become a serious social problem, which greatly a�ects economic development and people’s daily life.�erefore, the study of signal
coordination control of urban tra�c arteries has become an urgent problem for all countries. In this paper, after a brief in-
troduction of the basic concepts and related technologies of tra�c control systems, we focus on the arterial coordinated control
system. �e adaptive control model studied in this paper reveals the vehicle arrival dynamics from a microscopic perspective,
which helps to improve the adaptive control e�ect and alleviate urban intersection congestion. �e use of tra�c information
acquisition and control systems can promote the application of vehicle networking technology, while moreover helping to provide
important model simulations for future street simulation renovation.

1. Introduction

It is urgent to analyze and propose solutions to the current
shortcomings and problems of urban street space design and
the current situation of urban streets in China. We should
use system theory as an analytical tool and philosophical
theory support, from the cultural, human, ecological, ethical
perspective to analyze the design of urban street space in
China and the current situation of the street problems. Street
space is not a long and narrow independent space, closed
space, but widely permeated to other types of space, and
benign interaction. Street space condenses and carries a large
amount of information, involving economic, political, and
cultural and social factors and re�ects not only value ori-
entation but also social ethics.�e transformation process of
historical districts often involves di�erent social groups, and
one social group often in�uences another group in order to
realize its own spatial practice [1]. Street space renovation
design must not unilaterally pursue the expansion of tra�c
�ow while ignoring the reduction of pedestrian space;

unilaterally pursue individual or local economic or com-
mercial interests while ignoring long-term social and overall
interests; unilaterally pursue so-called biased visual aes-
thetics, personal preferences, and a certain style while ig-
noring the real life and inner feelings of citizens; unilaterally
pursue formal novelty and objective prosperity while ig-
noring the regulation of microclimate.�e unilateral pursuit
of formal novelty, objective prosperity, while ignoring mi-
croclimate regulation and humane care; the unilateral
pursuit of verbal ecological green environmental protection
and ignore the true meaning of ecological cycle, the true
meaning of the green environment, simply because of the so-
called international style, while ignoring the unique �avor of
the regional personality with a deaf ear. A good street is not
only durable but also useable, pleasant, livable, ecological,
harmonious, and humane. It is a dynamic open system with
all the characteristics of a system that needs to be constantly
improved and evolved to meet the needs of the times and to
adapt to the development of people. Street space is the
window of the city, recording the history of the citizens, and
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every detail gives the space a personalized charm, reflecting
the comprehensive quality and public spirit of the citizens.
(e transformation design of street space needs to be pre-
ceded by systematic analysis methods and forward-looking
theories, and the transformation plan should be made
according to local conditions after careful investigation and
research of basic information, meticulous and thorough
analysis, feedback and evaluation, and many other proce-
dures of combing and borrowing relevant theoretical re-
search results and comprehensive research.

One of the most important points is that urban traffic
congestion has become a serious social problem, and how to
regulate and manage urban traffic flow in a rational and
scientific way is the focus of attention of the global traffic
engineering and theoretical communities. Urban residents
are increasingly vulnerable to the problems brought by high
urbanization, such as traffic congestion, air pollution, and
housing tension. Among them, urban congestion is a
common problem in major cities around the world, and it
seriously affects the quality of life of residents and the op-
erational efficiency of various services. To solve urban traffic
congestion, on the one hand, the layout and proportion of
residential land and commercial land should be reasonably
arranged from the interactive relationship between land use
and traffic, so as to solve traffic congestion from planning; on
the other hand, the traffic efficiency of roads and road
networks should be improved to reduce the probability of
congestion. Urban traffic control signal control intersection,
as a key node of the road network, is the most likely location
to generate traffic congestion, and if its queue of vehicles
spreads without limit, it will seriously affect the traffic ef-
ficiency of adjacent intersections. (erefore, the signal
control strategy of intersections, as an effective method to
alleviate their congestion level, is an important research
direction for urban road reconstruction in recent years.
According to the traffic flow characteristics of urban arterial
roads, it has become one of the important research topics of
current intelligent traffic control to design advanced
adaptive coordinated control systems for urban traffic ar-
terials by using advanced information technology, com-
munication technology, and control technology to improve
the operational efficiency of arterial traffic networks. In
addition, with the implementation of the concept of bus
priority in major cities, the proportion of buses in the road
network has increased significantly. In order to improve the
efficiency of bus travel, more and more urban intersections
are equipped with bus priority signals. However, existing
studies and practices show that vehicle-specific signal pri-
ority strategies will inevitably lead to increased delays in
normal traffic flows. Especially in the case of a general mix of
buses and cars, attention needs to be paid to the signal right-
of-way allocation for traffic in different directions.(erefore,
a reasonable signal control strategy is particularly important
to reduce passenger delays. Conversely, if the signal timing
scheme does not correctly reflect the characteristics of real-
time traffic flow, it may lead to wasted green time, too short
cycles, or underestimated turn times, generating unneces-
sary waiting time. Studies have shown that up to 40% of
excess fuel consumption can be generated due to improper

traffic signal timing [2]. It is of practical importance to study
and design coordinated signal control systems for urban
traffic arteries to solve urban congestion and ensure smooth
road flow to promote economic development.

In this paper, after a brief introduction of the basic
concepts and related technologies of traffic control systems,
we focus on the arterial coordinated control system. With
the help of numerical models of arterial traffic delays, we
established a set of our own real-time optimization algo-
rithms for arterial coordinated control systems with refer-
ence to the current previous control systems. We have
collected various literature and technical reports to grasp the
current status and development direction of theoretical
research in the field of adaptive signal control. In the process
of studying the literature, we focused on microscopic sim-
ulation-based optimization and control models and orga-
nized and summarized the research methods from the
perspectives of data collection and traffic flow arrival
characteristics. In addition, since developed countries in
Europe and the United States started earlier in this field and
accumulated rich theoretical foundation and practical ex-
perience, this paper pays special attention to the effectiveness
of new signal control and optimization methods in com-
parison with traditional methods based on collecting and
organizing relevant data. (e phase structure adopted by the
signal controller specifies the combination of traffic flow
directions for simultaneous release, which will have a certain
impact on the final optimization effect. Previous adaptive
signal control methods tend to use a four-phase signal
structure with simultaneous release of opposing traffic flows,
which can only accommodate control requirements where
opposing traffic flows are approximately the same. However,
in reality, due to the possible deviation of the opposite traffic
flow during the peak of the tidal phenomenon, a signal phase
structure with higher flexibility in the North American
NEMA (National Electrical Manufacturers Association)
standard is needed. We then perform adaptive signal op-
timization and control using a modified dynamic pro-
gramming (DP) algorithm that is divided into forward
recursion and backward recursion. (e forward recursive
process is combined with the North American NEMA phase
structure to invoke a vehicle arrival time prediction model
for short-term traffic flow prediction, on the one hand, to
estimate the intersection vehicle delay, queue length, and
throughput based on the different phase characteristics of
vehicles passing through the intersection on the other hand,
and finally to determine the optimal green time length and
its phase combination for each phase. (e optimal phase
sequence and duration can be determined through the re-
verse recursive process, thus completing the optimization of
the timing scheme in one go.

(e technical route of the research in this paper is shown
in Figure 1. (e core of the research is an adaptive signal
control optimization method for urban intersections based
on microscopic simulation. Based on the summary of the
current research status, the key issues such as vehicle arrival
prediction under microscopic perspective, improvement of
traditional dynamic planning algorithm, signal optimization
model under the conditions of vehicular network, and
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distributed signal cooperative optimization are focused on.
An improved adaptive signal control model based on ran-
dom vehicle arrival under different vehicle arrival mode
conditions is proposed. Finally, based on the secondary
developed VISSIM simulation, the proposed model is ver-
ified and analyzed using two real intersection cases, re-
spectively, and finally, the research conclusions are drawn.

In order to verify the feasibility of the method proposed
in this paper, a secondary development platform is con-
structed for signal optimization and collaboration using the
simulation software VISSIM, a microscopic traffic simula-
tion software developed by PTV, Germany, which can ef-
fectively simulate and analyze the operation of vehicles,
pedestrians, and rail traffic under various traffic conditions.
In the simulation of road network intersections, the general
practice is to input the timing scheme in advance and keep
the timing scheme fixed during the simulation process. (is
practice not only cannot realize the information interaction
between VISSIM and the optimization model but also is not
conducive to the development and validation of new traffic
control models. (erefore, it is necessary to link the VISSIM
simulation platform with external programs using the COM
interface to achieve signal collaboration and optimization.
Real-time interaction between external programs and sim-
ulation software can be realized through the VISSIM COM
server interface technology. (e principle of interaction
between VISSIM simulation software and programming is
briefly described in Figure 2.

2. Adaptive Control Method Based on Traffic
Flow Model

Model adaptation (MA for short) has now become a research
hotspot in several fields. Its goal is to maximize the per-
formance of the target task using both source training data
and target data. As shown in Figure 3, we train a good
original model on rich source/training data and adapt the
model with additional task-related data in the application
phase to get an adapted model (adapted model) to better fit
the target task/target data. Model adaptation can be seen as a
way of migration learning.

In addition to the signal control methods that have been
applied in existing systems, scholars around the world have
developed various adaptive signal control and optimization
theories based on different characteristics and applicability
conditions for adaptive models in road modification signal
control. (e existing studies generally need to rely on
specific traffic flow models and mathematical optimization
methods, which can be classified into the single intersection,
arterial, and regional cooperative adaptive signal control
methods according to their applicability.

In this paper, we introduce many methods and gener-
alize and unify them. Since the introduced and organized
articles span a wide range of concepts in terms of time and
geography, we have unified the concepts in this article and
tried to show our unified concepts in the form of diagrams or
formulas.
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vehicle arrival
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Research Status and
Progress

Case studying Case based on random 
vehicle arrival
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Figure 1: Research technology routes.

Scientific Programming 3



(ere are a large number of level intersections in urban
roads, which become the convergence and diversion points
of traffic flow. In order tomake the traffic flow safely into and
out of the intersection, some control methodmust be used to
reasonably allocate the right-of-way so that conflicting traffic
flows are separated in time and space, thus ensuring the safe
passage of vehicles and pedestrians. Planar intersections can
generally be divided into cross-shaped, X-shaped, T-shaped,
Y-shaped, and multiway intersection shapes. Due to the
complicated traffic organization of multiway intersection, it
should be avoided as much as possible.

(e signal used to direct traffic always changes step by
step in a cycle, and a cycle consists of a finite number of
steps. (e sum of the step lengths of each step in a cycle is
called the signal period, or cycle for short, and is denoted by
C. If a cycle has n steps, the step lengths are t1, t2,. . ., tn, then
the period formula can be shown by the following formula:

C � t1 + t2 + · · · + tn. (1)

In traffic control, in order to avoid conflicts between
traffic flow in all directions on the plane intersection,

VISSIM working space
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Network
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Evaluation

Graphic
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C++ control program
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algorithms
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algorithm

Data
Structure

Visual Studio 2012

COM data 
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Figure 2: Principle of interaction between VISSIM simulation software and visual studio programming environment.
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usually use the method of time-sharing, that is, in a cycle of
a certain period of time, the intersection on a certain traffic
flow or several traffic flow has the right of way (i.e., the
direction of the signal is green or green arrow), and the
conflict with the other traffic flow cannot pass (i.e., the
signal in the direction of red). In a cycle, the right-of-way
obtained by one or more traffic streams on the level in-
tersection is called the signal phase. A cycle of several signal
phases, the signal system is said to be a several phase
system. (e phase can be represented by a directional line
segment, the direction of the arrow direction, and the
direction of vehicle movement. If a light-controlled in-
tersection is a four-phase system, the first phase of east-
west traffic flows straight ahead, the second phase of east-
west traffic flows left, the third phase of north-south traffic
flows straight ahead, and the fourth phase of north-south
traffic flows left, while all right-turning traffic flows are not
controlled. (e above phase system is generally known as a
four-phase signal and can be represented by Figure 4.

Sometimes, in order to improve intersection utiliza-
tion, the right-of-way of one traffic flow in one phase can
be maintained until the next phase, most often for left-
turn traffic flows, as shown in Figure 5. Since the left-turn
traffic flow of the second and fourth phases is a contin-
uation of the first and third phases, respectively, the step
length can be shorter, for example, a few seconds.
(erefore, some people call them “half-phases.” However,
the concept of steps and step lengths is quite simple to
describe that the above example is actually four steps in a
cycle.

(e phase difference is an important concept in the
coordinated control system of traffic arteries. (e phase
difference is divided into absolute phase difference and
relative phase difference. In the traffic arterial coordinated
control system, all intersections on the arterial have the same
signal period, and each intersection designates a certain
phase to participate in the coordination, called the coor-
dinated phase. With an intersection on the traffic arterial as
the reference intersection, the minimum time difference
between the start time of the coordinated phase of other
intersections lagging behind the start time of the coordi-
nated phase of the reference intersection is called the ab-
solute phase difference; the minimum time difference
between the start time of the coordinated phase of any
adjacent intersection along the direction of vehicle travel is
called the relative phase difference.

Single intersection signal control is the basis for
implementing traffic arterials, regional signal control,
and distributed control strategies. Regardless of the
adaptive signal control strategy, vehicle arrival prediction
based on a single intersection is required. Fang and
Elefteriadou [3] proposed a vehicle arrival-dissipation
prediction model considering intersection queues, which
can solve the problem that the conventional PREDICT
algorithm [4] cannot accurately predict the intersection
approach lane queue length. However, since the model
only microscopically simulates the queue arrival under
red light conditions, its vehicle arrival dynamics under
green light conditions remain to be investigated. Sun and

Zhang [5] developed a single-intersection vehicle arrival
prediction model under triggered signal control condi-
tions, which is not only applicable to NEMA phase
structures but can also be extended to multiintersection
cooperative control.

(e first single-junction-based adaptive signal control
strategy was proposed by Miller [6] in 1963, and since then
various adaptive signal control strategies have emerged, such
as optimization policies for adaptive control (OPAC) [7],
PRODYN [8], UTOPIA [9], and controlled optimization of
phases (COP) [10]. (e aforementioned signal control
strategies use dynamic planning algorithms to adjust the
green time in real time based on vehicle arrival predictions,
among which the COP algorithm is considered to be the best
single intersection adaptive signal control algorithm to date
because it is not limited by cycle length and phase sequence.
(e optimization process of the COP algorithm is divided
into two main parts: first, a forward recursive step to cal-
culate the vehicle delay time under each alternative scheme
and a backward recursive [11] provide a detailed comparison
of the performance of various dynamic planning algorithms.
Porche and Lafortune [12] proposed the ALLONS-D
adaptive signal control theory in 1999, which uses branch
constraint method to calculate the optimal timing scheme,
while proposing an “implicit coordination” mechanism, that
is, optimizes the signal timing schemes of individual in-
tersections sequentially with the predicted upstream traffic
arrivals to achieve cooperative control. (is approach re-
quires a shorter prediction time (5–15 s), the detector can be
placed in the middle of the road, and takes into account the
influence of upstream intersection signal control on the
prediction results, but the shorter time step places higher

Figure 4: 4-phase signal diagram. (a) Phase 1. (b) Phase 2. (c) Phase
3. (d) Phase 4.

Figure 5: Half-phase signal diagram. (a) Phase 1. (b) Phase 2. (c)
Phase 3. (d) Phase 4.
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demands on computer performance. Fang and Elefteriadou
[13] proposed a single intersection adaptive signal based on
the OPAC algorithm and supporting the NEMA phase
control strategy. Feng et al. [14] proposed an optimization
algorithm based on the COP algorithm and compatible with
NEMA phases in 2015, but its performance suffers due to the
introduction of the enumeration algorithm in the two-layer
model.

From this, it can be found that adaptive signal timing at
individual intersections under the framework of a distrib-
uted “implicit coordination” control strategy is still neces-
sary for research, first to further improve the short-term
vehicle arrival prediction model at the microlevel, while
how to improve the algorithmic optimization effect under
NEMA phase conditions is still a frontier issue in the field
of traffic control. After all, improving the capacity of in-
dividual intersections is still the key to achieving smooth
traffic flow.

(e earliest traffic arterial signal control systems in the
world can be traced back to the six-intersection manual
signal control system in Salt Lake City, USA in 1917, fol-
lowed by the development of a 12-intersection cooperative
signal control system based on automatic machine timers by
the City of Houston in 1922. In contrast, researchers at this
stage generally start by maximizing the green wave band-
width to achieve cooperative control of arterials. (e first
computational model for bandwidth optimization was
proposed by Morgan and Little [15] in 1964, which was able
to optimize a fixed signal timing scheme for two-way ar-
terials to maximize the green wave bandwidth. Subse-
quently, Little [16] proposed a more advanced mathematical
planning model to determine the optimal signal cycle length
and the recommended travel speed for a given range. Based
on this, Little et al. [17] developed the classical MAXBAND
model by combining left-turn traffic and queue lengths. (e
MULTIBAND model was proposed by Gartner et al. [18] in
1995, which can set different bandwidths for traffic arterials
to meet specific traffic flow characteristics.

However, the above studies are based on offlinemethods,
and in order to dynamically adjust the signal timing scheme
at arterial intersections, Dell’Olmo and Mirchandani [19]
proposed the REALBAND optimization model, which uses a
decision tree approach to minimize the number of stops and
total delays of arriving convoys as the study object, which has
been applied through the RHODES [20] system. (e real-
time, hierarchical, optimized, distributed, and effective
system (RHODES) is a distributed adaptive traffic signal
optimization system developed by the University of Arizona,
USA, using a hierarchical control structure, that is, a net-
work load distribution layer, a network flow control layer,
and an intersection control layer. Its traffic flow prediction
algorithm obtains vehicle arrival information through de-
tection coils buried in front of the stop line at upstream
intersections, and the model system allows for longer pre-
diction times due to possible phase delays.

However, the common drawback of the above models is
that they cannot effectively handle the arterial signal co-
ordination problem under saturated traffic conditions. To
address the capacity loss caused by vehicle overflow,

Lieberman et al. [21] proposed a real-time cooperative
optimal control strategy for oversaturated traffic flow on
traffic arterials, which mainly uses Lighthill and Whitham
[22], and the traffic flow fluctuation theory proposed by
Richards [23] to calculate the fleet depletion time and rate.
Hu et al. [24] used the hybrid genetic-simulated annealing
algorithm of Li and Schonfeld [25] to optimize the signal
timing scheme of traffic arteries under oversaturated traffic
flow, including phase sequence, cycle length, and green time,
and the results showed that a reasonable phase sequence is
crucial to improve the optimization effect.

Given the complexity of the actual system, semiauto-
matic control has been widely used in the field of cooperative
signal control at arterial intersections due to its low in-
stallation and usage costs. (is signal control strategy is
mainly based on triggered control logic that dynamically
adjusts the phase difference parameters of key phases at
upstream and downstream intersections to achieve coop-
erative control, and part of the adjustment mechanism is
implemented based on offline computation. For example,
Jovanis and Gregor [26] improved the traditional optimi-
zation method of maximizing the green band by moving the
reference point of the phase difference to the end of the
straight ahead phase to achieve semitriggered cooperative
control. Shoup and Bullock [27] used the travel time of the
first vehicle in the passing convoy to dynamically adjust the
phase difference parameters. Yin et al. [28], on the basis of a
large number of basis, Zhang and Yin [29] proposed a robust
optimization model to adjust the cycle time and phase
difference, which can effectively deal with the effect of
uncertainty in the coordinated phase start time in semi-
triggered signal control. For the uncertainty of traffic flow,
Zhang and Lou [30] proposed an optimization model for
semitriggered signal control based on integer programming,
which can obtain significant optimization results under
lower traffic conditions.

In summary, the research of traffic arterial signal synergy
and optimization models generally focuses on the modeling
of the phase difference adjustment mechanism based on the
traffic flow model, because the signal control parameters set
can effectively improve the intersection capacity only when
the traffic flow changes are reasonably predicted. However,
some of these control models are mainly based on off-line
calculations, which cannot well match the real-time fluc-
tuation characteristics of traffic flow. If the traffic flow in
different directions can be coordinated, this type of signal
control model will be extended to the road network level to
achieve larger scale traffic coordination and control.

3. Adaptive Control Model for Random Vehicle
Arrival in Urban Roads

(e signal period of each intersection in the line control
system should be the same so as to ensure the stability of the
arterial phase difference. (erefore, the period as the timing
parameter of the line control system should refer to the
common period of the signals at each intersection in the
control model. (ere are usually two methods to determine
the common period: one is to directly take the best period of
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the most important intersection in the traffic status of the
arterial as the common period; the other method is to cal-
culate the best period of each intersection according to the
traffic condition of each intersection and then take the largest
value as the common period to avoid the bottleneck effect.
(is chapter introduces the vehicle arrival model and
adaptive signal control optimization method based on a
microscopic perspective. (e method is mainly applied to
traffic signal control in the case of random vehicle arrivals. In
order to improve the adaptive signal control algorithm, the
NEMA traffic signal phase structure, which is common in
North America, is introduced into the original dynamic
planning algorithm. In addition, the objective functions of
vehicle delay, queue length, and vehicle throughput are
established in this chapter. Finally, the implementation
framework based on the secondary development of the COM
component of the VISSIM simulation software is introduced.

In adaptive signal control, vehicle arrival and dissipation
information is an important input variable for the signal
optimization algorithm, while the signal timing scheme will
conversely affect the changes in traffic dynamics near the
intersection. In general, traditional adaptive signal control
methods collect vehicle arrival information mainly through
upstream detection coils or cameras. If a queued vehicle has
not completely left the stop line, whether it starts moving or
not, the subsequently detected vehicle travel distance is
primarily the distance from the upstream detection coil
location to the end of the queue. (erefore, the intersection
maximum queue length (distance from the stop line to the
end of the queueing convoy) [31] is crucial for estimating the
vehicle stopping time. In this section, the trajectory and
maximum queue length variation of vehicles arriving at the
end of the queue until they leave the stop line are studied
from a microscopic perspective to model the vehicle arrival-
dispersion process.(e proposed model is able to predict the
vehicle arrival time at the end of the queue fleet under red
light and green light conditions.

3.1. Red Light Arrival. Assume that the distance from the
upstream detection coil to the intersection stop line isD. (e
vehicle passes the detection coil and proceeds at the free-flow
speed, vf, and reaches the end of the queue in different lanes
according to a certain steering ratio. For simplicity, the
deceleration process when the vehicle enters the queue is
ignored. (e travel time, ttk, and arrival time, ta

k, of vehicle k
at this distance can be expressed by the following formulas:

ttk �
D − q

max
k−1( 

vf
, (2)

t
a
k � t

d
k + ttk, (3)

where qmax
k−1 is the maximum queue length after the vehicle

k− 1 enters the queueing convoy; td
k is the time for the

vehicle to pass the upstream detection coil. (e initial
maximum queue length can be expressed as qmax

0 � n0 · S,
where n0 is the number of queued vehicles in the lane and S is
the length of the space occupied by the queue.

In Algorithm 1, Tst and Tend are the start and end times
of the red or green light in the phase, which can be used as
the range of vehicle arrival times. (e set of the vehicle
arrival times at the detection coil is also used as one of the
inputs to the algorithm, and K represents the number of
detected vehicles. If the calculated vehicle arrival time is within
the red light time range [Tst, Tend], it is recorded and used in
the subsequent optimization algorithm. Also, the maximum
queue length value is updated after the vehicle arrives. If the
vehicle arrival time is greater than the predefined time range or
if no vehicle arrives, Algorithm 1 ends. (e algorithm will end.

3.2. Green Light Arrival. After the start of the green time, as
the traffic dissipation wave [22] passes, the queued vehicles
start one by one and at the following speed vq (vq< vf)
through the stop line. Depending on whether the end-of-
fleet vehicle starts or not, the vehicle arrivals can be divided
into two categories: Scenario 1, the arriving vehicle arrives
and stops before the dissipation wave passes to the end of the
queue and then restarts to cross the intersection. Scenario 2,
the arriving vehicle catches up with the started vehicle at the
end of the queue at free-flow speed vf and passes the in-
tersection stop line at the following speed vq. (e details of
the two scenarios are shown as follows.

In Scenario 1, similar to the arrival case during the red
light period, vehicles join the stationary queueing convoy, and
the maximum queue length continues to increase. According
to the traffic flow theory, the start time of the vehicles at the
end of the queue corresponds to the time when the dissipation
wave ends its propagation [32]. Assuming that the speed of
propagation of the dissipation wave of the traffic flow after the
start of the green light is vs, therefore, the start time of the
vehicle at the end of the queue after the start of the green light
can be determined by the following formula:

ts � Tst +
q
max
0
vs

. (4)

If the vehicle arrives before the start time, ts, at the end of
the queue, the start time of the vehicle at the end of the queue
increases accordingly due to the increase in queue lengthΔts,
which is calculated as follows:

Δts �
S

vs

. (5)

In Scenario 2, the end of the line starts moving before the
arriving vehicle joins the convoy, so the arriving vehicle first
moves forward at free-flow speed vf and then joins the
convoy at the following speed vq to pass the stop line. For
arriving vehicle k+1, its arrival process is similar to that of the
previous vehicle, the only difference being that the preceding
vehicle k has already started at the ta

k time. In this case, the
final value of the arrival moment is calculated as follows:

Δta
k �

vq · t
a,0
k − max t

a
k−1, ts(  

(vf − vq)
, (6)

t
a
k � t

a,0
k + Δta

k, (7)
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where Δta
k represents the additional travel time required for

arriving vehicle k to catch up with the end of the moving
queue. (e numerator in (6) represents the length of the
vehicle k− 1 traveling forward from the time ta

k−1, and the
denominator represents the speed difference. Due to the
speed difference between the free-flowing vehicle speed and
the following vehicle speed, it is assumed that the arriving
vehicle kwill catch up and join the convoy at moment ta

k.(e
flow of the arrival time and maximum queue length esti-
mation is shown in Algorithm 2.

In Algorithm 2, first initialize the vehicle start time ts at
the end of the queue, the initial value of vehicle travel time
tt1, and the initial value of vehicle arrival time t1,0

k . Vehicle
arrivals can be divided into two categories according to the
relationship between the magnitude of ta

k and ts (Step 3): in
scenario 1, the maximum queue length continues to in-
crease; in scenario 2, it is necessary to detect whether the
arriving vehicle k can catch up with the convoy before the
stop line and pass with the following speed vq. If not,
subsequent arrivals will continue and the above process will
continue until all arrivals have passed the checkpoint. It can
be seen that the maximum queue length and the state of the
vehicles at the end of the queue are the keys to estimate the
vehicle arrival time in this model.

3.3. Real-Time Signal Control Algorithm. (e DP algorithm
mainly consists of forward and backward recursion algo-
rithms.(e forward recursion is mainly used to calculate the
optimal green light time and its corresponding objective
function value under different control variables. Backward
recursion is mainly used to calculate the optimal signal.
Backward recursion is mainly used to calculate the optimal
signal timing scheme. (e details of the forward and
backward recursive algorithms are described as follows.

(e forward recursive algorithm in the DP algorithm
mainly assigns the phase time length and the alternative
traffic direction combinations to each phase group. If a phase
in the DP corresponds to two alternative traffic direction
combinations, the phase group can be omitted assuming that
the minimum control variable, xmin

j � 0, which means that
the minimum green time is zero; otherwise, the minimum
green time is a certain determined value (e.g., 10 s). Under
the minimum green light time constraint, the state variable
corresponding to phase j can be calculated by the following
equations:

s
min
j �

s
min
j + h x

min
j , j> 1,

max x
min
j − xe, 0 , j � 0,

⎧⎪⎨

⎪⎩
(8)

h(x) �
x + R, x> 0,

0, x � 0,
 (9)

where smin
j is the smallest state variable value in stage j in the

DP algorithm, xe indicates the length of the green time in the
end phase of the previous rolling time domain, and R is
phase interval, which is the time when there are all yellow or
full red light.

In order to simplify the DP algorithm, the maximum
green time limit is omitted as it is not often reached in
practice. (e upper limit of the state variable is T, and the
rolling time domain is not bounded by the cycle time.(e set
of feasible control variables, Xj(sj), for a given state variable,
sj, can be expressed by the following formula:

Xj sj  �
x
min
j , . . . , sj − s

min
j , if s

min
j < sj <T,

0, . . . , T − s
min
j , if sj � T.

⎧⎪⎨

⎪⎩
(10)

Using (10), it can be found that each phase in the DP
algorithm may correspond to the end phase group of the
rolling time domain. If the state variable is equal to the
rolling time domain duration, the current phase group may
be omitted, and the previous phase group may become the
end phase of the current rolling time domain. With sup-
porting variables, cj is the phase group assigned to DP phase
j, which contains two nonconflicting traffic directions; Cj(i)

is alternative sets that can be assigned to the two traffic
directions in the i phase group. fj(cj,sj,xj) is the objective
function value when the state variable is sj, the control
variable is xj, and the phase group is cj; vj(sj) is the cu-
mulative value of the objective function from DP stage 1 to
stage j. We can then summarize Algorithm 3 as the forward
recursive algorithm in the DP algorithm:

(e forward recursion algorithm first initializes the
cumulative state values. In each stage, the DP algorithm
calculates the optimal control variables and the green light
phases for each condition. (e objective function value can
be obtained by the model calculation in the next section.(e
stopping condition of the proposed algorithm differs from
the conventional COP algorithm, that is, the algorithm ends
when the minimum value of the state variable is greater than
the rolling time domain duration T (step 3) and when the
objective function value is no longer varies as the phase
group increases.

In the backward recursive algorithm, when the optimal
function values of all control variables under each phase of
the DP algorithm are known, the optimal phase combina-
tions and green light duration in each DP phase can be
obtained by the backward recursive algorithm. When the
state variable is T, the DP algorithm can be started from the
end phase, to phase J where x∗j (T)≠ 0, in order to obtain the
optimal control variables, x∗j (T).

(e reasons why the optimal green light duration can be
recursively extended through phase J are as follows: first, the
stopping condition in Algorithm 3 ensures that no other
phase groups can be added at the end of the rolling time
domain. Second, for any phase that j> J, its corresponding
green time length is 0, which can no longer improve the
optimization result of the signal timing scheme. At this
point, the backward algorithm can be expressed by Algo-
rithm 4 as follows.

With the four algorithms illustrated before, we can then
calculate the objective functions or target variables.

For adaptive signal control algorithms, different objec-
tive functions often lead to different control effects. Under
specific traffic flow or rolling time domain duration

8 Scientific Programming



conditions, some objective functions tend to obtain better
signal control optimization results. In this text, fj(cj,sj,xj)

represents the objective function corresponding to different
measurement indicators, including delay, vehicle queue
length, and throughput. (e objective function and related
variables are calculated as follows:

Objective function 1.

min 

sj

t�sj−1+1


8

p�1

l∈Lp

n
q

l (t). (11)

Objective function 2.

min 
8

p�1

l∈Lp

n
q

l sj . (12)

Objective function 3.

min 

sj

t�sj−1+1


8

p�1

l∈Lp

n
d
l (t). (13)

Objective function 1 denotes minimizing the sum of queue
lengths for all lanes from state moment sj−1 to sj for each time
step, which is the length of time experienced by all vehicles
from the start of the queueing state until they leave the stop line.

Objective function 2 is calculating the minimized queue
length, which is the sum of the queue lengths for each lane at
the end of each phase group.

Objective function 3 represents the number of vehicles
maximized through the intersection, which is the total
number of vehicles leaving in each phase. (e unit time
interval in the above objective function is 1s.

Where l represents certain lane, and Lp is the lane set in
phase p, and the relative variables are calculated as follows:

n
q

l (t) � n
q

l (t − 1) − n
d
l (t) + n

a
l (t), (14)

n
d
l (t) � min v, n

q

l (t − 1) + n
a
l (t) ∀l ∈ Lp , p ∈ cj ∩ cj−1, (15)

n
d
l (t) �

min v, n
q

l (t − 1) + n
a
l (t) , sj−1 + R< t≤ sj,

0, sj−1 < t≤ sj−1 + R,

⎧⎨

⎩ ∀l ∈ Lp, p ∈
cj

cj−1
, (16)

n
d
l (t) � 0, ∀l ∈ Lp, p ∉ cj, (17)

n
a
l (t) � A(l, t). (18)

In equation (14), the number of vehicles in queue at time
t is determined by the number of vehicles in queue, arriving,
and departing vehicles at time t− 1 while departing vehicles
could be illustrated by equations (15)–(17). Where v rep-
resents vehicle dissipation rate at saturation headway. And
A(l, t) in equation (18) denotes the number of vehicles
entering the queueing fleet at moment t, obtained mainly
based on the vehicle arrival prediction information de-
scribed in the previous section.

3.4. Implementation Framework and Methodology. (is
study uses the C++ programming language and Visual Studio
2012 for secondary development of VISSIM simulation
software, VISSIM supports C++, JAVA, and VB for sec-
ondary development, and compared with other programming
languages, using C++ is more convenient to implement
various data structures and improve programming efficiency.
(e following briefly describes the principle of the COM
interface of VISSIM simulation software and its application in
this study. Figure 6 shows the development framework for
implementing the algorithmic model in this section.

In Figure 6, the left side shows the simulation function
and interface of the VISSIM simulation platform, and the
right side shows the C++ console program of the urban

intersection adaptive model built in this paper, which is
called by the VISSIM simulation kernel through the COM
interface, including the prediction model and dynamic
planning algorithm. In VISSIM version 4.3, the simulation
engine contains several simulation categories, among which
the Net category contains signal-controlled intersections
and traffic elements in the road network, including the
SignalControllers category, Links category, and Vehicles
category. (e SignalControllers category is used to control
the signal controllers at all intersections in the network, and
for each signal intersection, there is a corresponding Sig-
nalController category. (e adaptive signal control program
built in this paper mainly obtains the vehicle arrival trigger
information through the detector category, then collects the
implemented timing schemes through the SignalGroup
category, and finally returns the optimized signal phases and
durations to the SignalGroup category to achieve real-time
signal timing control.

4. Signal Control Model Based on Random
Vehicle Arrival

First, in order to validate the adaptive signal control opti-
mization method based on vehicle microarrivals, the in-
tersection of Jianchuan Road and Humin Road is used as an
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empirical case and analysis. (is intersection is located in
Minhang District, Shanghai, and is an intersection with high
traffic flow in the region, and the traffic congestion phe-
nomenon is more obvious in the morning and evening
peaks, and there is still room for optimization and im-
provement of its traffic signal timing. Due to the distance
from the upstream signal-controlled intersection, the arrival
traffic is less affected by the upstream signal timing; at the
same time, there are several nonsignal-controlled intersec-
tions in the road section, and the vehicle arrival is more
random, so this paper uses the random arrival-based
adaptive signal control strategy for signal timing optimi-
zation. Figure 7 shows the intersection canalization and its
corresponding NEMA phase number, where the intersection
left-turn lane length is about 150m, which may generate an
overflow phenomenon under oversaturated flow conditions.
In order to implement adaptive signal control, it is assumed
that a detection coil is buried 500m upstream to obtain the
vehicle passing time and speed for vehicle arrival time
prediction.

In this paper, the average stopping distance, the
minimum headway, and the desired speed are selected as
calibration parameters when establishing the simulation
network in VISSIM. Based on the reasonable prediction,
the above parameters are set to 3m, 2 s, and 35 km/h. (e
C++ console program is written using VISSIM as the
COM interface of the simulation platform. (e console
program contains a prediction module and an optimi-
zation module. (e prediction module estimates the ve-
hicle arrival time based on the vehicle information
collected from the upstream coil at fixed intervals and
passes it to the optimization module for calculation, thus
realizing real-time control and optimization of the
adaptive signal.

Table 1 shows the traffic flow magnitudes for three
different congestion levels with intersection saturation levels
measured by intersection capacity utilization (ICU) in the
traffic signal timing optimization function where the unit is
vehicle per hour (vph). (e three categories of traffic flow
based on different time periods used in this paper cover the
low-moderate-high intersection congestion levels, and their
traffic saturation rates gradually increase from 58% to 95%.
In VISSIM, the vehicle arrival rate obeys a random distri-
bution by ignoring the effect of upstream intersections on
the arrival traffic.

(e average vehicle delay (s/veh) output from VISSIM is
used to evaluate the control effect of the proposed NEMA
phase-based DP algorithm, and the optimal fixed signal
timing scheme is calculated and compared with the
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Figure 6: Simulation implementation framework.
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conventional four-phase DP algorithm. (e conventional
four-phase method consists of 1 + 5, 2 + 6, 3 + 7, and 4 + 8
phases of NEMA phases, and the corresponding DP algo-
rithm is similar to the conventional COP algorithm. As-
suming that the detection coil is buried in the upstream
section 500m away from the intersection stop line, the
vehicle needs about 45 seconds to reach the intersection stop
line from the upstream detection coil location under the
speed limit of 40 km/h. (erefore, the rolling time domain
duration is set to 40 s, so that all vehicles that may reach the
end of the queue in the rolling time domain are detected by
the upstream coil as much as possible. A sensitivity analysis
of the impact of the rolling time domain duration on the
performance of the algorithm will be described later.

Table 2 shows the delay data of vehicles passing through
the intersection under different signal control strategies,
including DP optimization algorithms with vehicle delay,
queue length, and vehicle throughput as objective functions,
denoted by DP-D (delay), DP-Q (queue), and DP-T
(through), respectively. Table 3 shows the comparison re-
sults of different adaptive control algorithms with different
objective functions and the significance test results at a 95%
confidence interval. It is found that the NEMA phase-based
DP algorithm proposed in this paper can significantly reduce
vehicle delays compared with the four-phase DP algorithm
under medium and high traffic conditions, but its optimi-
zation effect is not obvious under low traffic conditions.

(e simulation results show that the DP algorithm
proposed in this paper has different optimization results
under different objective functions and traffic flow condi-
tions. Specifically, the DP algorithms (DP-D and DP-T) with
vehicle delay and throughput as the objective functions can
achieve better optimization results under low traffic flow
conditions. However, the optimization results of DP-D and
DP-T algorithms gradually decrease as the traffic volume
increases. In contrast, the adaptive signal control algorithm
DP-Q with queue length minimization as the objective
function achieves better optimization results under near-
saturation conditions and outperforms the other two control
algorithms with the objective function. (e reason for this is
that under low flow conditions, the queue changes less
compared to high flow conditions, so the optimization al-
gorithm as an objective function is not sensitive enough to
changes in actual flow, and queue length minimization and
queue length minimization are not exactly equivalent to
alleviating vehicle delays in all time periods. Combined with
the significance test results in Table 3, it can be found that the
adaptive signal control algorithm proposed in this paper
performs better than the optimal fixed timing scheme except
DP-Q under low and medium traffic volumes.

To investigate the variation of the optimal performance
of the DP algorithm at different rolling time domain du-
rations, a sensitivity analysis was performed for this case,
that is, three DP algorithms with different objective
functions were compared under high traffic conditions
with rolling times ranging from 20 s to 60 s. As shown in
Table 4, the optimization effect of DP-D gradually improves
when the vehicle arrival prediction cycle length increases.
(is is due to the fact that in the longer rolling time do-
main, the optimization algorithm can effectively evaluate
the impact of the signal timing scheme on traffic flow,
especially the magnitude of cumulative delay. However, for
calculating queue length and throughput, a longer rolling
time domain does not lead to improved optimization re-
sults. For example, DP-Q mainly uses the queue length at a
particular moment as an optimization metric, which re-
quires frequent traffic state updates to obtain better opti-
mization results. dp-t is also insensitive to changes in the
rolling time domain, and the data show that it obtains the
best signal control results when the rolling time domain
duration is close to the travel time of vehicles from the
upstream coil to the stop line.

Based on the simulation experiments and data analysis
results, the following conclusions can be drawn: first, the
DP algorithm proposed in this paper outperforms the
optimal signal timing scheme derived from the traditional
4-phase calculation under different traffic conditions;
second, the DP algorithm under NEMA phase outperforms
the traditional algorithm when the traffic flow is relatively
high, and there is an imbalance in the opposite direction.
For the three objective functions, the DP algorithms under
the principles of minimizing delay and maximizing
throughput have similar control effects, while the DP-Q has
relatively obvious advantages mainly under saturation
traffic. In addition, DP-Q needs to update vehicle arrival
data frequently to ensure the optimization results, so it can
obtain a better delay control effect under rolling time
domain conditions of short time length, so it should be
applied in the road sections with adjacent closer upstream
and downstream intersections.

5. Conclusion

Leading urban street transformation is conducive to pro-
tecting and improving people’s livelihood, and providing
practical experience for the modeling of street transfor-
mation. However, we also find that if road traffic conditions
are to be improved. It is necessary to rely on more advanced
means of traffic information collection and signal control

Step 1 Let k� 1, Initialize tt1 and ta
1 according to the original queue length.

Step 2 If Tst ≤ ta
k ≤Tend, while k≤K, then record vehicle arrival time, and update qmax

k � qmax
k−1 + S, k � k + 1; Otherwise end the

algorithm.
Step 3 Use equations. (2) and (3) to calculate the arriving time of vehicle k, and move back to step. 2.

ALGORITHM 1: Define maximum queue length.
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Step 1 Let k� 1, Initialize ts,tt1 and ta,0
1 .

Step 2 If Tst ≤ ta,0
k ≤Tend, while k≤K, then move into step 3. Otherwise, Stop algorithm 2.

Step 3 If t1,0
k ≤ ts, then update ta

k � ta,0
k , and record the time that the vehicle arriving time ta

k, update the longest queue distance
qmax

k � qmax
k−1 + S, ts � ts + Δts. (Scenario 1) Enter Step 5. Otherwise, use equations (6) and (7) to calculate the time that the vehicle

arriving time ta
k, update the longest queue distance qmax

k � qmax
k−1 − Δta

kΔvq + S. (Scenario 2) Enter Step 4.
Step 4 If qmax

k ≤ 0 or ta
k >Tend. Stop Algorithm 2. Otherwise. Record the time that the vehicle arriving time ta

k, and enter step 5.
Step 5 Update that k� k+ 1, use equations (2) and (3) to calculate the arriving time of vehicle, ta,0

k , and move back to step. 2.

ALGORITHM 2: Define travel time while green light.

Step 1 Let j� 1, Initialize v1(0) � 0, smin
1 � min xmin

1 − xe, 0 .
Step 2 For sj � smin

j , . . . , T. When the objective function is minimizing the delay as well as the queue length:
vj(sj) � mincj,xj

fj(sj, xj, cj) + vj−1(sj−1)|xj ∈ Xj(sj), cj ∈ Cj(i) . When the objective function is to maximize vehicle
throughput: vj(sj) � maxcj,xj

fj(sj, xj, cj) + vj−1(sj−1)|xj ∈ Xj(sj), cj ∈ Cj(i) . Record x∗j (sj) and c∗j (sj) as the best signal timing
solution.
Step 3 If smin

j <T, then j � j + 1, i � i + 1. And return to Step 2. Otherwise stop Algorithm 3.

ALGORITHM 3: Define state variables.

Step 1 Let s∗j � T.
Step 2 For any j � J, J − 1, . . . , 2, s∗j−1 � s∗j − h(x∗j (s∗j )).

ALGORITHM 4: Backward algorithm.

Table 1: Traffic demand and intersection capacity utility (ICU).

Traffic level West/eastward (vph) North/southward (vph) Saturation rate (%)
Low 600/500 600/500 58
Medium 900/800 800/700 78
High 1200/1100 1100/1000 95

Table 2: Control performance under different optimization methods (seconds).

Control strategy Phase structure
Traffic level

Low Medium High

DP-D NEMA 19.2 25.7 52
4-phase 18.6 28.1 55.1

DP-Q NEMA 27.4 30.6 50.8
4-phase 28.4 32.5 53.5

DP-T NEMA 18.1 25.8 51.8 544-phase 18.2 27.2

Table 3: Vehicular delay under different optimization methods (seconds).

No.
Low flow rate Medium flow rate High flow rate

Mean difference Significant? Mean difference Significant? Mean difference Significant?
1 −0.4 No −2.4 Yes −3.1 Yes
2 −1.0 No −1.9 Yes −2.7 Yes
3 −0.1 No −1.3 Yes −2.2 Yes
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strategies. (erefore, adaptive traffic signal control methods
based on different vehicle arrival characteristics information
and collection means remain an important research problem
in the field of traffic management and control. Although
formed traffic signal control systems are commonly installed
in large and medium-sized cities in China, the effect of
relieving traffic congestion is still limited, and the control
effect of predicting vehicle arrival time from the microlevel
to improve the signal timing scheme is not good enough.
(is paper focuses on how to improve the optimization
effect of the control model based on the existing adaptive
signal control scheme by using new technologies and
concepts. On this basis, this paper draws on the latest foreign
research results and establishes a vehicle arrival prediction
model and an adaptive signal control method according to
different information collection hands and vehicle arrival
characteristics, and its main research results are as follows.

Starting from the generation and development of
adaptive signal control theory, this paper introduces the
latest research progress and challenges of its control models
and algorithms. (is paper argues that it is an important
research direction in the future tomake reasonable use of the
emerging traffic information collection technology, improve
the existing signal control methods, realize the linkage and
cooperation of different signal controllers under the con-
dition of reasonable computational complexity, and grad-
ually expand the scope of traffic control and cooperation. For
individual intersections with strong randomness of traffic
arrival distribution, this paper proposes to collect upstream
vehicle arrival data by using a loop coil to establish a
microlevel vehicle arrival model to predict the vehicle arrival
time under different queuing states. (e vehicle arrival time
estimation models under red and green conditions are
developed separately according to the signal states, and their
output vehicle arrival times and numbers are the main input
variables of the signal optimization algorithm. Subsequently,
the classical algorithm is improved by introducing the North
American signal control structure NEMA on the framework
of the existing COP algorithm. In addition to the traditional
delay metrics, a control model with queue length and vehicle
throughput as objective functions is developed in this paper.
In order to verify the effectiveness of the model, an adaptive
signal real-time control program is constructed in this paper
based on the principle of the VISSIM simulation COM
component, and simulation tests are conducted using the
intersection of Jianchuan Road and Humin Road in
Shanghai.

Compared with the existing adaptive signal optimization
models, the main innovations of this paper are as follows:

(1) (e vehicle arrival model describes the dynamic
process of vehicles arriving at the end of the queue
under red light and green light conditions. Com-
bined with the traffic flow fluctuation theory, the
arrival time of vehicles entering the queue is
quantitatively calculated, which helps to predict the
queue length and estimate the delay time.

(2) (e dynamic planning algorithm is improved by
combining the characteristics of the NEMA phase
structure. (e improved optimization algorithm can
determine the optimal phase while assigning the
green light duration and improve the flexibility of
signal control. Meanwhile, based on the objective
functions of vehicle delay and queue length, the
optimization objective of maximizing the vehicle
throughput is proposed, and a better control effect is
obtained.

(3) Based on the arrival-dissipation dynamic charac-
teristics of the convoy at the stop line, the corre-
sponding delay estimation constraints are
established, which simplify the model construction
methods in previous literature. An implicit coop-
erative-based regulation mechanism is proposed
to achieve distributed control at multiple
intersections.

(e properties of street space are very complex and show
different functional properties in different spatial and tem-
poral environments, which is also a key to study and interpret
the city. However, with the intensification of the “car-ori-
ented” street space design, the original outdoor platform for
interaction, entertainment, rest, and chatting is gradually
deprived, which is a mockery of modern civilization. T (e
study of street space design can bemore effective in mastering
other spatial design skills. Street space involves social, eco-
nomic, cultural, ecological, psychological, human, political
and other factors, which must be systematically thought,
using forward-looking theories, and formulating corre-
sponding countermeasures according to the time and place.
(ere is no one panacea for all streets, and all streets must be
considered in a comprehensive manner by investigating re-
gional culture, citizen's lifestyle, street texture, and streetscape
characteristics. Second, street space is also the window of the
city, most easily remembered and most reflective of the
humanistic qualities of the citizens. (e transformation of
street space is also of practical significance for changing the
value orientation, promoting the moral spirit of health and
frugality, and maintaining sustainable social development.
(e starting point of this paper is to establish a new street
traffic adaptive model to provide model simulation support
for future urban street renovation. However, since the model
proposed in this paper is only implemented in the VISSIM
simulation platform, whether it can effectively alleviate traffic
congestion in the actual road network needs further verifi-
cation, including calibration and verification of the simula-
tion model. If it can be implemented in the control system, it
can also be evaluated by means of hardware-in-the-loop to
improve the reliability of the model method.

Table 4: Vehicular delay under different lengths of rolling horizon
(seconds).

Rolling time domain duration (s)
20 30 40 50 60

DP-D 55.1 52.6 52.0 51.9 50.5
DP-Q 47.9 49.9 50.8 51.4 54.7
DP-T 53.9 53.5 51.8 50.5 52.9
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�e upper Tarim River basin is supporting approximately 50 million people by melting the glaciers and snow, which are highly
vulnerable and sensitive to climate change.�erefore, assessing the relative e�ects of climate change on the runo� of this region is
essential not only for understanding the mechanism of hydrological response over the mountainous areas in Southern Xinjiang
but also for local water resource management. �is study quantitatively investigated the climate change in the mountainous area
of the upper Tarim River basin, using the up-to-date “ground-truth” precipitation and temperature data, the Asian Precipitation
Highly Resolved Observational Data Integration Towards Evaluation of Water Resources (APHRODITE, 1961–2010, 0.25°) data;
analyzed the potential connections between runo� data, observed at Alar station, and the key climatological variables; and
discussed the regression models on simulating the runo� based on precipitation and temperature data. �e main �ndings of this
study were as follows—(1) both annual precipitation and temperature generally increase at rates of 0.85mm/year and 0.25 °C/10a,
respectively, while the runo� data measured at the Alar station shows �uctuating decreasing trends. (2) �ere are signi�cant
spatial di�erences in the temporal trends of precipitation; for example, the larger increasing rates of precipitation occur in the
Karakorammountains, while the larger decreasing rates happen in the northwestern Kashgar county. (3)�e decreasing trends of
temperature mainly occur in Kashgar county and its surrounding areas in summer. (4) Seasonal correlations in precipitation and
temperature trends are more signi�cant than those on a monthly and annual scale. (5) �e regression model in simulating the
runo� in the upper Tarim River basin based on radial basis function (RBF) is better than that based on the least-squares method,
with the predictive values based on RBF models signi�cantly better (correlation coe¦cient, CC∼ 0.85) than those by least-squares
models (CC∼ 0.75). �ese �ndings will provide valuable information to inform environmental scientists and planners on the
climate change issues in the upper Tarim River basin of Southern Xinjiang, China, under a semiarid-arid climate.

1. Introduction

Global climate is changing considerably, characterized by
warming over nearly 100 years, and there is a general con-
sensus that increasing average surface air temperature had
intensi�ed global hydrological cycles during the 20th century
[1–3]. According to the Intergovernmental Panel on Climate
Change (IPCC) �fth assessment report [4], by the end of the
twenty-�rst century, the global average surface temperature

will increase by 3.7–4.8°C over the 1750 level, and the global
average sea level will rise by 0.52–0.98m because of CO2
doubling. Global climate change has accelerated regional
water circulation and has caused asymmetry in precipitation
distribution and high �ood frequencies [5–8].

Spatiotemporal changes in global precipitation and
temperature have received increasing attention, and the
information on trends of precipitation and temperature is
the starting point for the accurate assessment of water
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resources, flood control, and drought relief, and the un-
derstanding of climate change and effective management of
water resources. Meanwhile, natural surface runoff is also
vital to maintaining surface water balance. For temporal and
long-term runoff, the physical process of runoff yield always
has a close relationship with climate variables, such as
precipitation and temperature [9–11]. In arid and semiarid
regions of vulnerable ecology, a small climate fluctuation
may cause large environmental variation when human ac-
tivity overwhelms the natural carrying capacity [12]. For this
reason, addressing the impact of regional climate change on
runoff volume will support scientific and technological
sustainable development of local water resources.

Xinjiang Province, located in Northwest China, is under
an inland, arid, or semiarid desert climate, which is not
directly affected by the monsoon system [13, 14]. (e Tarim
basin in Southern Xinjiang Province is a typical inland
watershed in an arid area, and the hydrologic processes of
the upper Tarim River basin are typical among those in other
regions at mid- and high latitudes of the Northern Hemi-
sphere [11]. Various studies have focused on the impacts of
climate change on water resources in the Tarim River basin
[15, 16]. (ey concluded that the temperature and precip-
itation show an upward tendency during the past several
decades and a significant jump has been detected for both
the two variables around 1986 [10, 17]. Although the
streamflow from the headwaters of the Tarim River shows a
significant increase and is sensitive to precipitation [18], the
streamflow along the mainstream of the river has decreased.
(is implies that anthropogenic activities such as irrigation
and increased population instead of climate change domi-
nated the streamflow change of the river [19]. Recently,
various reports have shown a widespread climatic and hy-
drologic change in the Tian Shan Mountains during the past
few decades [20]. For example, temperature demonstrated a
significant rising trend (significant level is smaller than
0.001) at a rate of 0.33∼0.34°/10a during 1960∼2010, which is
higher than those of China (0.25°/decade) and the entire
globe (0.13°/10a) [21]; precipitation increased substantially
in most regions especially for the middle and high latitudes,
at a rate of 0.61mm/a [22]; glacier area decreased by 11.5%,
and the thickness of snowpack has also decreased [23]. (e
climate in Northwest China changed dramatically from a
warm-dry mode to a warm-wet mode around 1987, and the
Chinese Tian Shan Mountains experienced the most dra-
matic changes during this transition [20].

However, the upper Tarim River basin is relatively un-
known in terms of recent climate changes simply due to a lack
of meteorological observations in high-altitude areas (Wang
et al., [24]. Fortunately, the state-of-the-art dataset (updated
in September 2018), Asian Precipitation Highly Resolved
Observational Data Integration Towards Evaluation of Water
Resources (APHRODITE, 0.25°/daily [25]), provided great
valuable precipitation and air temperature data in the Asian
over the last half century, from 1951 to 2015. And APH-
RODITE has been demonstrated to replicate “ground-truth”
observations very well [26] and represents the best tool for
analyzing historical precipitation variability and change.
(erefore, this study aims at revealing the in-depth climate

change principles in the upper Tarim River basin and de-
termining the response of runoff to climate change in the
region through the analyses of precipitation and temperature.

2. Study Area and Materials

2.1. Study Area. Xinjiang Province of Northwest China
accounts for one-sixth of China’s land area and has an
inland, arid, or semiarid desert climate that is not directly
affected by the monsoon system. Local precipitation of a
large spatiotemporal variation is concentrated in moun-
tainous areas [15]. (e Tarim River basin in Southern
Xinjiang is one of the world’s largest closed drainage
hydrographical systems without outflow. (e basin is
composed of 114 streams belonging to nine river systems:
the Aksu River, Kashgar River, Yarkand River, Hotan
River, Kaidu River, Dina River, Weigan River, Kuqa River,
and Keriya River. (e landforms of the Tarim River basin
include mountains (47%), plains (22%), and deserts (31%)
[27]. (e Tarim River lies entirely within a landlocked area
and has a mainstream length of 1,321 km. Water has been
imported to the mainstream from nine systems
throughout history, and the main causes of this import
were climate change and human economic activities. (e
Qarqan, Keriya, and Dina rivers successively lost surface
connections to the mainstream prior to the 1940s, as did
the Kashgar, Kongqi, and Weigan thereafter. As a result,
only the Yarkant River, Akesu River, Hotan River, and
Kaidu River have links with the mainstream of the Tarim
River. (ree tributary river systems (Aksu, Hotan, and
Yarkant River) contributing to the Tarim River converge
just above the Alar gauging station, while the Kaidu River
flows into the Tarim River at the lower reaches.

(e study area (73° E–82° E, 35° N–43° N) is the upper
mountain areas of the Tarim River basin (Figure 1(a)). (e
region is surrounded by high mountains like Tianshan,
Eastern Pamir, and Karakoram mountains, which leads to
orographic precipitation. Based on the Asian Precipitation
Highly Resolved Observational Data Integration Towards
Evaluation of Water Resources, the precipitation in the
mountainous regions can exceed 300mm/year in some areas
and is mostly in the form of snowfall (Figure 1(b)). However,
the average annual precipitation in the region is below
100mm. (e average annual temperatures can range from
−12°C to 16°C (Figure 1(c)). (e mainstream of the Tarim
River is a typical pure dissipation inland river that does not
yield water resources by itself and is supplied only by runoff
from its upper basin [11, 14, 28]. (is runoff is primarily
from glacial meltwater and precipitation in mountainous
areas. (erefore, hydrologic processes of the mountainous
areas are typical of those in other regions at mid- and high
latitudes of the Northern Hemisphere [11]. With the
backdrop of global climate change, a detailed investigation
on changing spatial and temporal features of precipitation
will not only help to understand the relationship between
climate change and the hydrological cycle, but also be helpful
in formulating a regional strategy for water resource
management in Southern Xinjiang.
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2.2. Data. �is study employed the new state-of-the-art
daily dataset with a resolution of 0.25° (updated in Sep-
tember 2018), Asian Precipitation Highly Resolved Obser-
vational Data Integration Towards Evaluation of Water
Resources [25, 29, 30], which provided great valuable pre-
cipitation and temperature data in the Asian over the last
half century, from 1961 to 2010, to reveal the in-depth
climate change principles in Southern Xinjiang. �e
APHRODITE project develops state-of-the-art daily pre-
cipitation datasets and daily mean temperature datasets with
local meteorological/hydrological agencies for Asia. In terms
of precipitation, the APHRODITE's Water Resources
project has been executed by the Research Institute for
Humanity and Nature (RIHN) and the Meteorological
Research Institute of Japan Meteorological Agency (MRI/
JMA) since 2006. �e datasets are created primarily with
data obtained from in situ rain-gauge-observation networks
[31].

APHRODITE’s daily gridded precipitation was presently
the only long-term continental-scale high-resolution daily
product and has been demonstrated to replicate “ground-

truth” observations very well [26], which was the best tool
for studies such as the diagnosis of climate changes, eval-
uation of Asian water resources, and satellite precipitation
estimates. And the APHRODITE data are available online at
http://aphrodite.st.hirosaki-u.ac.jp/download/with high-
resolution (0.5° and 0.25°) grids for Asia. Furthermore,
measured annual runo� data were furnished by the ad-
ministration of the Tarim River basin and were collected
from Alar stations during 1961–2010. And Alar can be seen
as the entrance to the Tarim River. �erefore, the runo�
measured at the Alar station was considered to be the runo�
of the Tarim River in this article.

3. Methods

3.1. Regression Analysis. Rational allocation of water re-
sources is the foundation for the rational allocation of water
rights, while the control of runo� prediction in the hy-
drological site is a prerequisite for the rational allocation of
water resources. �erefore, the mathematical model devel-
oped to predict runo� timely and accurately for the right to
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100.0 - 150.0
50.0 - 100.0
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Figure 1: (a) �e border of the upper Tarim River basin and the spatial patterns of (b) average annual precipitation and (c) average annual
temperature over the study area.
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water management is an extremely important basic job.
Runoff prediction is one of the problems in the natural
sciences and technology field, and its difficulty is that hy-
drological changes are subject to various uncertainties and
not entirely clear to operation rules. And in mountainous
catchments, the quality of runoff modeling depends strongly
on the amount and intensity of precipitation and the snow
melting.

At present, there are many methods for predicting river
runoff such as neural networks, wavelet analysis, and sup-
port vector machines. One of the commonly usedmethods is
to calculate the runoff data using statistical methods, and the
other is to set up a prediction model according to the
evolution of the predicted subject. We used statistical
methods including linear regression and nonlinear regres-
sion, based on the observed data, to predict and analyze the
runoff situations [32–38]. Speaking specifically, based on the
monthly runoff data of the upper mountain areas of the
Tarim River basin, from the Alar station, during the period
of 1961–2010, and precipitation and temperature data in
mountainous areas, the influence of the temporal-spatial
component of regional precipitation and temperature on
monthly runoff was analyzed by using least-squares methods
and radial basis function (RBF) neural network.

3.2. Quantitative Error Indicator. In this study, the re-
gression models were established based on the precipi-
tation and temperature data, according to least-squares
methods and RBF neural network, and the runoff data
were predicted and analyzed by those models. To assess
the accuracy of the predictive value of the regression
models, four indicators were used in this study: corre-
lation coefficient (CC), bias, root mean square error
(RMSE), and mean absolute error (MAE) [39]. Among
them, CC is used to measure the correlation between
satellite precipitation data and rain gauge data with the
value ranging from 0 to 1. Bias evaluates the degree of bias
of satellite precipitation data against the rain gauge data.
RMSE and MAE are used to evaluate the overall level of
satellite precipitation data error within the range of [0,
+∞]. (e best possible values are CC � 1, bias � 0,
RMSE � 0, and MAE � 0. (e equations for the above-
mentioned statistics are shown as follows:
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where Oi represents the amount of runoff observed at the
Alar station, O represents the average observed runoff, Pi

and P are the estimated values of the regression models and
their average values, respectively, and n represents the
number of pairs of the two runoff factors in the analysis.

4. Results

4.1. Analysis of ClimateChange from1961 to 2010 in theUpper
Tarim River Basin. Generally, a linear regression analysis of
precipitation and temperature data from 1961 to 2010 found
that precipitation and temperature demonstrated significant
increasing trends in the upper Tarim River basin at a rate of
0.85mm/year and 0.25°C/10a, respectively (significant level
is smaller than 0.001; Figure 2(a) and Figure 2(b)).
Figure 2(c) shows the temporal patterns of the runoff ob-
served at the Alar station, demonstrating the streamflow
along the mainstream of the upper Tarim River basin
fluctuating in decreasing trends. In terms of precipitation, it
showed a continuously increasing trend, while there were
still several years (e.g., 1975, 1985, and 1997) with the
smallest precipitation volume around 70.00mm/year, and
the largest precipitation occurred in 2010 with the volume
around 210.00mm/year. In terms of temperature, there was
a clear horizontal trend at the beginning from 1961 to 1995,
while in the afterward period from 1996 to 2010, the tem-
perature demonstrated a more significant increasing trend at
a rate of 0.51°C/10a, with the lowest and highest annual
temperature happened in 1974 around 4.00°C and in 2006
around 6.46°C, respectively. In the period from 1961 to 1995,
the annual variation in precipitation and temperature
demonstrated negative correlations (CC∼ -0.24 and
P� 0.168). And the negative correlations (CC∼ -0.40 and
P � 0.142) were more significant in the period from 1996 to
2010. In addition, the Tarim River runoff showed a con-
tinuous decreasing trend, while there were still several years
(e.g., 1978, 1995, and 2010) with the largest runoff volume
around 220.00m3/s. In the period from 1996 to 2010, the
annual variation in runoff and temperature demonstrated
significant correlations (CC∼ 0.59 and P � 0.021) and the
CC value of runoff and precipitation is around −0.27.

(e Aksu River, Hotan River, and Yarkand River are all
dominated by snowmelt and precipitation replenishment in
the mountain areas. (erefore, changes in precipitation and
temperature in the river basin have a direct impact on
changes in river runoff. However, the increasing trends of
precipitation and temperature in the upper Tarim River
basin over the last 50 years conflict with the decreasing trend
of runoff, indicating that the Tarim River runoff is affected
not only by climate change, but also by human activities.
Since the 1960s, land reclamation in the upper Tarim River
basin has never stopped. (e area of an artificial oasis has
been continuously expanded, and the area of irrigation has
more than doubled. It can be said that human activities are
the dominant factor that causes the Tarim River runoff to
decrease.

On a seasonal scale, both precipitation and temperature
showed increasing trends in all seasons (Figure 3(a) and
Figure 3(b)). As for precipitation, the largest and smallest
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increasing rates happened in summer (JJA; June, July, and
August, 0.32mm/year) and spring (MAM;March, April, and
May, 0.16mm/year), respectively. As for temperature, ad-
versely, the largest and smallest increasing rates happened in
winter (DJF; December, January, and February) and spring,
respectively. (e climate changed with the temperature in
winter at a rate of 0.36°C/10a in the upper Tarim River basin,
which may bring a great threat to the glacier’s accumula-
tions. Meanwhile, the runoff showed decreasing trends in all
seasons except spring (Figure 2(c)). (e possible reasons are
the increase in the arable land area and the continuous
expansion of agricultural irrigation areas in the upper Tarim
River basin. Although the Tarim River flood season mainly
occurs in summer, which is consistent with the period of
concentrated water use for agriculture in the basin, a large
amount of agricultural water not only occupies the river
runoff in summer, but also leads to excessive groundwater

extraction. Even in the autumn and winter seasons, even if
agricultural water is reduced, the infiltration of precipitation
in autumn and winter directly replenishes the groundwater
that is lacking due to severe summer mining. As a result, the
surface runoff in the Tarim River basin is still reduced in the
autumn and winter seasons when it is not the peak period of
agricultural water use.

Table 1 lists the change rates of monthly mean precip-
itation, temperature, and runoff. Precipitation increased
with the largest trend occurring in June at a rate of ap-
proximately 0.16mm/year and demonstrated large in-
creasing trends in July and September with rates larger than
0.10mm/year, while the smallest increasing trend happened
in April with the rate of 0.02mm/year. In terms of tem-
perature, the largest increasing trend happened not in the
winter months but in November at a rate of 0.47°C/10a,
which was larger than those of the rest months, and the

220

y = 0.852x - 1579.222 ; p = 0.0007

200

180

A
nn

ua
l p

re
ci

pi
ta

tio
n 

(m
m

/y
ea

r)

160

140

120

100

80

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010

Mean annual precipitation
5-year moving average
Linear trend

(a)

y = 0.025x - 43.768 ; p < 0.0001

6.5

6

5.5

4.5

4

5

A
nn

ua
l t

em
pe

ra
tu

re
 (º

C)

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010

Mean annual precipitation
5-year moving average
Linear trend

(b)

y = -0.590x + 1313.250 ; p = 0.1155
250

200

A
nn

ua
l r

un
off

 (m
3 /s

)

150

100

50

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010

Mean annual precipitation
5-year moving average
Linear trend

(c)

Figure 2: Variations in annual mean. (a) Precipitation, (b) temperature, and (c) runoff in the upper Tarim River basin during the period
1961–2010.
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smallest increasing trend occurred in July at a rate of 0.06°C/
10a. Generally speaking, the increasing rates of temperature
in cold seasons were larger than those in warm seasons. In
addition, the runoff of the upper Tarim River at a monthly
scale decreased with the most significant trend occurring in
July at a rate of approximately −1.81m3/s, and it also showed
large decreasing trends in January, August, November, and
December with rates smaller than 1.00m3/s, while the largest
increasing trend happened in May with the rate of 1.01m3/s.

Besides, positive trends were observed in April, September,
and October.

4.2. Spatial Distributions of the Climate Change and Runoff
Trends from 1960 to 2010 in the Upper Tarim River Basin.
Figure 4 shows the spatial distributions of precipitation
trends, at annual and seasonal scales over the upper Tarim
River basin from 1961 to 2010. Overall, the annual
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Figure 3: Variations in seasonal mean. (a) Precipitation, (b) temperature, and (c) runoff in the upper Tarim River basin during the period
1961–2010.

Table 1: Change rates of monthly mean precipitation, temperature, and runoff in the upper Tarim River basin during the period 1961–2010.

Trend Jan Feb Mar Apr May Jun
Precipitation trend (mm/month) 0.052 0.042 0.063 0.019 0.054 0.158
Temperature trend (°C/month) 0.026 0.044 0.029 0.018 0.017 0.012
Runoff trend (m3/month) -1.125 -0.950 -0.324 0.352 1.008 -0.023
Trend Jul Aug Sept Oct Nov Dec
Precipitation trend (mm/month) 0.124 0.033 0.137 0.087 0.036 0.046
Temperature trend (°C/month) 0.006 0.016 0.017 0.019 0.047 0.045
Runoff trend (m3/month) -1.806 -1.515 0.212 0.115 -1.222 -1.801
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precipitation trends generally presented an increasing trend
from northwest to south, and the differences in precipitation
trends in spatial distributions among the four seasons were
significant. (e regions with the largest precipitation in-
creasing rates were in the southern region, the Karakoram
mountains, in intervals larger than 2.50mm/year. Although
most regions showed increasing trends, the decreasing
trends occurred in the northwest edges of the upper basin,
with the rates varying from −0.60mm/year to −0.30mm/
year (Figure 4(a)). On the seasonal scale, the decreasing
trends were detected in most regions in spring and winter
(Figures 4(b) and 4(d)), and the increasing trends were
detected in almost all study areas in summer and autumn
(Figures 4(c) and 4(e)). Moreover, the increase in precipi-
tation trends in the Karakoram mountains at all seasons was
more significant than that in the other regions.

From 1961 to 2010, the annual average temperature in
the upper Tarim River basin showed an overall increasing
trend, with the increasing rates varying from 0.00°C/10a to
0.30°C/10a in most areas. And the most significant in-
creasing trends were detected in the southeastern region,
with the maximum rate around 0.60°C/10a (Figure 5(a)). On
the seasonal scale, the spatial pattern of temperature trends
in spring was similar to that at an annual scale (Figure 5(b)).
And the temperature in the south, in autumn and winter,
showed a clear upward trend (Figures 5(d) and 5(e)). In
addition, the temperature in summer dropped slightly in
some northern areas (Figure 5(c)).

(e correlation coefficients between precipitation and
temperature varied both spatially and temporally. (e

precipitation and temperature demonstrated higher corre-
lations at the seasonal scale inmost regions with the values of
CC varying from 0.5 to 0.9, while the correlations on the
monthly scale were generally between 0.3 and 0.7. Mean-
while, the spatial distribution of correlations generally
presented an increasing trend from south to north
(Figure 6(b) and Figure 6(c)). However, on an annual scale,
the relationship between the precipitation and temperature
was negative in most areas especially in northwestern re-
gions varying from −0.5 to −0.3, while in the east Karakoram
mountains, the correlations were generally fluctuating be-
tween 0.3 and 0.5 (Figure 6(a)).

4.3. Analysis of Simulating Runoff Based onRegressionModels
and Deep Learning Models from 1961 to 2010 over the Upper
Tarim River Basin. (e spatial distributions of the 50-year
average monthly precipitation and temperature over the
upper Tarim River basin and the runoff volume observed at
Alar are shown in Figure 7. (e results show that the runoff
of the Tarim River was mainly concentrated in July and
August. Considering the precipitation and temperature, the
runoff was dominated by snow accumulation in winter,
subsequent snowmelting in spring, and high precipitation in
summer.

Meanwhile, Figure 8 shows the spatial patterns of cor-
relations between monthly precipitation and runoff and
those between monthly temperature and runoff for the
period 1961–2010. In terms of precipitation, Figure 8(a)
shows the correlation coefficients of precipitation and runoff

Precipitation
trend (mm/year)

2.5 ~ 4.0
2.0 ~ 2.5
1.5 ~ 2.0
1.2 ~ 1.5
0.9 ~ 1.2
0.6 ~ 0.9
0.3 ~ 0.6
0.0 ~ 0.3
-0.3 ~ 0.0
-0.6 ~ -0.3

Figure 4: Spatial patterns of variations in (a) annual mean precipitation and spatial patterns of variations of precipitation in (b) spring,
(c) summer, (d) autumn, a©(e) winter, during the period 1961–2010.
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Temperature
trend (ºC/year)

0.06 - 0.07
0.05 - 0.06
0.04 - 0.05
0.03 - 0.04
0.02 - 0.03
0.01 - 0.02
0.00 - 0.01
-0.01 - 0.00

Figure 5: Spatial patterns of variations in (a) annual mean temperature and spatial patterns of variations of temperature in (b) spring,
(c) summer, (d) autumn©nd (e) winter, during the period 1961–2010.

Correlation
coefficient

-0.5 ~ -0.3
-0.3 ~ -0.1
-0.1 ~ 0.1
0.1 ~ 0.3
0.3 ~ 0.5
0.5 ~ 0.7
0.7 ~ 0.9

Figure 6:(e spatial patterns of correlations between precipitation and temperature at (a) annual, (b) seasonal, and (c) monthly scales in the
upper Tarim River basin during the period 1961–2010.
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at the corresponding time and the Figure 8(b) shows the
correlation coefficients between precipitation and runoff,
with one-month delay to the precipitation.(e differences in
coefficients in spatial distributions were significant, and the
coefficients generally presented an increasing trend from
south to north. It can be seen that the impact of precipi-
tation, which occurred in the Tian Shan Mountains, had a
more significant impact on the runoff than that occurred in
the Karakoram mountains. However, the values of corre-
lations shown in Figure 8(b) were larger than those shown in
Figure 8(a) demonstrating that the precipitation might have
a great potential impact on the runoff with one-month delay
at Alar. In terms of temperature, the runoff-temperature
relationship exhibited an overall positive correlation. Similar
to the relationship between precipitation and runoff, the
temperature had larger correlations with runoff with a one-
month delay than those of temperature in the corresponding
months.

In the present study, another focus was on comparing
the least-squares method models with the deep learning
models, radial basis function (RBF) neural network models.
A training period of 1961–2000 and an evaluation period of
1961–2000 were identified. We regarded the runoff data as
the dependent variable, and the precipitation, temperature,
and runoff in the current or previous month as the inde-
pendent variables. And Table 2 lists a total of 12 regression
models based on different independent variables and
methods. (e weighted data were the correlation coefficient
of precipitation or temperature and runoff at each grid point
as shown in Figure 8.

While comparing the results, it is to be kept in mind that
the data used for calibration and verification are the same
among different models. (e data from 1961 to 2000 were
used to build models and validated using data from 2001 to
2010. Figure 9 demonstrated the temporal patterns of
monthly runoff at Alar, in the period from 2001 to 2010,
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Figure 7: Monthly area averages of (a) precipitation, (b) temperature, and (c) runoff in the upper Tarim River basin during the period
1961–2010.
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based on observations and different prediction models. (e
least-squares method models significantly overestimated the
runoff in winter and spring, and underestimated the runoff
in summer especially in August. In terms of accuracy and
consistency, the overall performances of the models based
on RBF were better than those of the least-squares method
models.

Based on different models, the four quantitative error
indicators (CC, bias, RMSE, and MAE) of predictions
against the runoff observations were also analyzed (Table 3).
In terms of least-squares method models, the models using
weighted independent variables outperformed the models
using unweighted independent variables. In addition, an
increase in the number of independent variables improved
the accuracy of the models.(e CC (∼0.75), bias (∼-17.15%),

RMSE (∼136.40m3/s), and MAE (∼89.33m3/s) of the Pre-
RunW-LS model generally performed better than the other
models. In terms of RBF models, although the CC value of
PreW-RBF (0.84) is less than the CC of Pre-RBF (0.85), the
weighted independent variables still improved the models.
Unlike the least-squares method, preceding runoff data as
one of the independent variables did not significantly im-
prove the quality of the models in terms of quantitative error
indicators. Generally speaking, the PreW-RBF model (CC
∼0.84) outperformed the PreRunW-LS model (CC∼ 0.75).
Although the bias value of the PreW-RBFmodel (∼30%) was
around two times larger than that of the PreRunW-LSmodel
(∼17%), and both the RMSE and MAE values of PreW-RBF
were significantly smaller than those of the PreRunW-LS,
respectively.

Correlation
coefficient

0.50 ~ 0.65
0.45 ~ 0.50
0.40 ~ 0.45
0.35 ~ 0.40
0.30 ~ 0.35
0.25 ~ 0.30
0.20 ~ 0.25
0.10 ~ 0.20
0.00 ~ 0.10
-0.20 ~ 0.00

Correlation
coefficient

0.57 ~ 0.58
0.56 ~ 0.57
0.55 ~ 0.56
0.54 ~ 0.55
0.53 ~ 0.54
0.52 ~ 0.53
0.51 ~ 0.52
0.50 ~ 0.51
0.49 ~ 0.50
0.47~ 0.49

a b

c d

Figure 8:(e Spatial patterns of correlations between (a) precipitation and runoff in the correspondingmonths, (b) precipitation and runoff
with one-month delay, (c) temperature and runoff in the corresponding months, and (d) temperature and runoff with one-month delay in
the upper Tarim River basin.

Table 2: Summary of models based on different independent variables.

Current Preceding Linear fitting Nonlinear fitting
Model Pcur T cur Ppre Tpre Rpre Least-squares Radial basis function
Cur √ √ — — — Cur-LS Cur-RBF
CurW √∗ √∗ — — — CurW-LS CurW-RBF
Pre √ √ √ √ — Pre-LS Pre-RBF
PreW √∗ √∗ √∗ √∗ — PreW-LS PreW-RBF
PreRun √ √ √ √ √ PreRun-LS PreRun-RBF
PreRunW √∗ √∗ √∗ √∗ √ PreRunW-LS PreRunW-RBF
∗represents weighted data.
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Figure 9: Temporal runoff patterns were predicted by (a) least-squares method models and (b) RBF models, against the observed values, in
the upper Tarim River basin during the period 2001–2010.

Table 3: Summaries of the statistical results based on different models, against the runoff observations, in the upper Tarim River basin
during the period 2001–2010.

Model CC Bias (%) RMSE (m3/s) MAE (m3/s)
Cur-LS 0.59 14.91 163.85 107.76
CurW-LS 0.62 15.43 160.05 103.01
Pre-LS 0.69 22.90 151.34 104.63
PreW-LS 0.72 20.50 143.61 98.05
PreRun-LS 0.73 19.22 141.45 95.32
PreRunW-LS 0.75 17.15 136.40 89.33
Cur-RBF 0.69 28.17 161.17 104.60
CurW-RBF 0.71 15.95 143.31 90.41
Pre-RBF 0.85 33.68 126.08 84.38
PreW-RBF 0.84 29.61 120.86 82.90
PreRun-RBF 0.82 41.06 146.75 87.95
PreRunW-RBF 0.83 30.19 136.20 75.42
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Figure 10: Continued.
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5. Discussions

(e Tarim River played a crucial role in the economic and
social development of Xinjiang, and the accurate prediction
of long-term runoff variation in this basin was important for
watershed and flood management. However, frequent floods
and droughts in the Tarim River basin were caused by
complex forcing factors, so it was challenging to predict
when runoff disasters would happen. Many current studies
focused on setting up prediction models according to the
evolution of the predicted subject. Statistical methods in-
cluding simple linear or nonlinear methods, in this article,
were also considered; it is of great significance for the
prediction of runoff in the Tarim River. And the purpose of
this study was to be able to quickly predict monthly runoff
based on precipitation and temperature data.

Figure 10 demonstrates the temporal patterns of the
statistical accuracy indicators evaluating the least-squares
method models and RBF models against observed runoff
data at the monthly scale. And PreRunW-LS and PreW-RBF
models represented the best of the linear and nonlinear
models, respectively. (e temporal patterns of the CC of
least-squares method models and RBFmodels were different
significantly (Figures 10(b) and 10(b)), while the CC values
of PreRunW-LS (∼-0.20−∼0.0.5) were significantly larger
than those of PreW-RBF (∼-0.50−∼0.50) in winter and
spring, especially in February. In terms of bias, PreRunW-LS
overestimated the runoff in January and February (as high as
∼300%), and PreW-RBF overestimated the runoff in April,
May, and October (up to ∼350%) against the observed data.
However, the bias values of PreW-RBFmodels were closer to
0.0, in January, February, July, August, and November
(Figure 10(d)). As for indicators of RMSE and MAE, the
temporal patterns of PreRunW-LS and PreW-RBF were very
similar. (e RMSE values of PreRunW-LS (∼20m3/
s−∼350m3/s) were much larger than those of PreW-RBF
(∼10m3/s−∼200m3/s), especially in August (Figure 10(f ));

similarly, the MAE values of PreW-RBF (∼10m3/
s−∼150m3/s) were also much smaller than those of Pre-
RunW-LS (∼20m3/s−∼260m3/s). In general, neither Pre-
RunW-LS nor PreW-RBF performed better in summer and
autumn than in spring and winter. (e possible reason
might be that in the upper mountainous basin, when the
temperature was much lower than the snow melting tem-
perature, the simple linear or nonlinear models were difficult
to fit the relationship between temperature and runoff.

Least-squares models and RBF models used a 40-year
training period (1961–2000), and forecasts were conducted
for the 10-year validation period from 2001 to 2010.(e RBF
models exhibited promising predictive skills with the cor-
relation coefficient between the observation and the pre-
dicted values close to 0.85, which was better than those of the
least-squares models.(e results have shown that the PreW-
RBF model built with the RBF neural networks had some
significant advantages for the long-term prediction of runoff
and might provide a new and effective tool for the prediction
of drought and flood events in the Tarim River basin.

It should be mentioned that the variability of the Tarim
catchment hydrology is not only closely linked with the
large-scale atmospheric circulation over Asia but also with
headstream snow cover because the Tarim River was fed by
the glaciers of the mountainous areas. (us, in addition to
the precipitation and temperature data, snow cover or other
anomalies may also be an important independent variable
for predicting runoff. And wemay conduct a further study in
the future to analyze the importance of snow cover to the
simulation of the runoff.

6. Conclusions

(is study quantitatively investigates the climate change in
the upper Tarim River basin, using the up-to-date “ground-
truth” precipitation and temperature data, the Asian Pre-
cipitation Highly Resolved Observational Data Integration
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Figure 10: Temporal patterns of performances based on least-squares method models in terms of (a) CC, (c) bias, (e) RMSE, (g) MAE, and
performances based on RBF models in terms of (b) CC, (d) bias, (f ) RMSE, (h) MAE against observations at monthly scale during
2001–2010.
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Towards Evaluation of Water Resources (APHRODITE,
1961–2010, 0.25°) data; analyses the potential connections
between runoff data, observed at Alar station and the key
climatological variables; and discusses the models in sim-
ulating the runoff based on precipitation and temperature
data. (e main findings of this study are as follows:

(1) Both annual precipitation and temperature generally
increased at rates of 0.85mm/year and 0.25 °C/10a,
respectively, while the runoff data measured at Alar
station showed fluctuating decreasing trends.

(2) (ere were significant spatial differences in the
temporal trends of precipitation, for example, the
larger increasing rates of precipitation occurred in
the Karakoram mountains, while the larger de-
creasing rates happened in northwestern Kashgar
county.

(3) (e decreasing trends of temperature mainly oc-
curred in the Kashgar county and its surrounding
areas in summer.

(4) (e seasonal correlations in trends of precipitation
and temperature were more significant than those on
a monthly and annual scale.

(5) (e regression model in simulating the runoff in the
upper Tarim River basin based on RBF was better
than that based on the least-squares method, with the
predictive values based on the RBF models signifi-
cantly better (correlation coefficient, CC, ∼ 0.85)
than those by least-squares models (CC∼ 0.75).

(ese findings would provide valuable information to
environmental scientists and planners on the climate change
issues over the Tarim River basin. [40] [41].
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�e Sino–Russian Arctic energy cooperation is a successful example based on the comprehensive strategic partnership between
the two countries. In order to analyze the impact of Sino–Russian oil and gas resources cooperation in the Arctic on China’s
energy security, this paper selects 11 in�uencing factors such as energy self-su�ciency rate and uses the energy security index
method to evaluate the three dimensions of energy supply, demand, and environmental security. �e assessment results show that
China’s energy security is mainly a�ected by the over concentration of energy import sources. At the same time, energy demand
and environmental security will also have an important impact on China’s energy security. However, relative to energy demand,
environmental security factors such as the proportion of clean energy consumption and channel safety factor have a greater
impact on China’s energy security. After China and Russia strengthen cooperation in oil and gas resources in the Arctic, China’s
energy security index is expected to increase from 0.4419 in 2020 to 0.5412 in 2025. �erefore, China can use technology, funds,
scienti�c research, and other support to carry out all-round cooperation with Russia in the Arctic waterway, oil and gas ex-
ploration and development, and Arctic scienti�c research.

1. Introduction

With the climate warming and the “Arctic ampli�cation”
phenomenon [1], the development and utilization of Arctic
energy have attracted more and more attention. As a “major
stakeholder in the Arctic,” the Chinese government released
the �rst white paper on China’s Arctic policy in 2018, which
clearly supports Chinese enterprises to actively participate in
the development of Arctic oil and gas resources. �e Arctic
region is rich in oil and gas resources. According to the
estimation of the United States Geological Survey (USGS),
the total technically exploitable oil and natural gas resources
in the Arctic region are 412 billion barrels of oil equivalent,
of which 78% are expected to be natural gas and liquid
natural gas. However, China has no geographical advantage
in participating in the cooperative development of Arctic
energy, and the United States and other countries have
restricted China’s in�uence in Arctic a�airs for a long time,
which has hindered China’s in-depth participation in Arctic

a�airs. In recent years, the scale of Russia’s development of
oil and gas resources in the Arctic has been expanding, and
its �nancial and technical support has also increased, which
provides an opportunity for China to participate in the
cooperative development of Arctic energy. At present, the
Yamal natural gas project, in which China and Russia have
cooperated in the Arctic region, has been put into operation
since 2017, with a total output of 45.8 million tons by 2020.
�e project plays a leading role in China’s further partici-
pation in the development of Arctic energy. Meanwhile, the
Sino–Russian Arctic 2 liquid natural gas project under
construction will further deepen the cooperation between
the two countries in oil and gas resources. �e Sino–Russian
Arctic oil and gas cooperation not only provides China with
the opportunity to jointly develop the Arctic waterway but
also on the energy level, the Arctic oil and gas projects have
greatly alleviated the need for China’s energy structure
adjustment. �erefore, the main research content of this
paper is to analyze the potential of energy cooperation
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between China and Russia in the Arctic region and evaluate
the impact of Sino–Russian Arctic energy development on
China’s energy security.

At present, the research on Arctic energy security is not
rare at home and abroad. )e existing research is mainly
carried out from the perspective of energy policy and the
environment. In terms of Arctic energy security policy,
Zhang and Xing [2] assessed the political and economic role
of the Arctic in international relations from the perspective
of China’s energy policy strategy. Luo and Li [3] combed the
Arctic energy policies of Arctic countries, the European
Union, Britain, Germany, Japan, and South Korea and
analyzed the game of major powers in the Arctic region and
its impact on China’s energy security. Korkmaz (2021) [4]
studied the characteristics of China’s Arctic policy and its
links with the “Belt and Road” initiative through the white
paper on China’s Arctic policy. In terms of the impact of
Arctic climate change on China’s energy security, Yang et al.
[5] analyzed the possibility of Arctic energy development
from the perspective of climate change. Pan [6] analyzed the
uncertainties and risks faced by the development of oil and
gas resources in the Arctic region and put forward coun-
termeasures for China’s energy security according to the
changes in the Arctic climate and environment. However,
there is a lack of research on the specific measurement
system and evaluation methods of Arctic energy security in
the existing literature.

Based on this, this paper studies the current situation of
energy cooperation between China and Russia predicts the
potential of energy cooperation between China and Russia in
the Arctic region and uses the energy security index method
to evaluate the impact of Arctic energy development on
China’s energy security.

2. Current Situation of Energy Development
Cooperation between China and Russia

Among the eight Arctic countries, Russia has the most
abundant oil and gas reserves in the Arctic region.
According to the USGS assessment, there are 61 large oil and
gas fields in the Arctic region, of which 43 are located in the
Russian Arctic region, with an oil and gas volume of about
247.4 billion barrels of oil equivalent. In 2017, China and
Russia reached an agreement on the construction of the
northern waterway and the “ice silk road”. In 2016 and 2018,
China and Russia formed two joint investigation teams to
complete the scientific investigation of the key waters of the
“northeast channel”. In 2019, China–Russia relations will
become “strategic cooperative partners,” and China has
increased its investment in Russia’s Arctic region.

At present, the oil and gas cooperation projects between
China and Russia in the Arctic region mainly include Yamal
liquid natural gas project and the Arctic 2 natural gas
project. Yamal project, integrating natural gas development,
processing, liquefaction, and maritime transportation, is a
major oil and gas project in the world. )e project is jointly
operated by CNPC, China Silk Road Fund, Novatec of
Russia, and a total of France, holding 20%, 9.9%, 50.1%, and
20% of the shares of the project, respectively. By 2021, all

four production lines of the project will be put into pro-
duction, and the annual production capacity of natural gas
will reach 19.75 million tons.

)e Arctic 2 liquid natural gas project is the second
liquid natural gas project developed by Novatec in the Arctic
region after the Yamal project. Novatec of Russia holds 60%
of the shares in the project, and CNOOC, PetroChina ex-
ploration and Development Corporation, a total of France,
and Mitsui property-jogmec consortium of Japan holds 10%
of the shares respectively. )e project is expected to build
three natural gas production lines, with a single production
line capacity of 6.6 million tons/year and a total annual
output of 19.8 million tons. Novatec plans to put the first
natural gas production line into production in 2023 and put
all three production lines into production in 2025.

According to the data of the world energy network, the
actual output of energy cooperation projects between China
and Russia in the Arctic region from 2017 to 2020 is shown
in Table 1.

3. Analysis of the Potential of Energy
Cooperation betweenChina andRussia in the
Arctic Region

According to the USGS assessment results, about 30% of the
crude oil, 69.3% of the liquid natural gas, and natural gas in
the Arctic region are located in Russia. Table 2 shows the
technically recoverable oil and gas resources not found in the
Arctic region of Russia. From the perspective of resources,
the East Barents basin and Timan bochaola basin, which are
rich in oil and gas resources, have a low degree of exploration
and have broad exploration and production prospects.
China and Russia still have much room for cooperation in
the Arctic region. From the perspective of Russia’s natural
gas exports, Russia’s natural gas exports to Japan, South
Korea, and other countries in Asia are decreasing in 2020,
but its natural gas exports to China have increased by about
35%. As an important oil and gas exporter of Russia in Asia,
Russia is bound to strengthen its energy cooperation with
China. At the same time, with the smooth progress of the
Yamal project, Russia will strengthen the development of
Arctic oil and gas resources. In October 2020, the Russian
government approved the national security strategy for
developing the Arctic region by 2035.)e strategy points out
that Russia is expected to significantly increase the Arctic
natural gas production from 8.6 million tons in 2018 to 43
million tons, 64 million tons, and finally, to 91 million tons
in 2024, 2030, and 2035. At the same time, the strategy also
plans to increase the proportion of Russian Arctic oil
production in the total oil production, from 17.3% in 2018 to
23% in 2030.

)e factors that affect the potential of energy cooperation
among countries mainly include the scale of energy coop-
eration, i.e., energy output, import and export volume, in-
vestment in energy technology, equipment, and funds, and
the closeness of political and diplomatic relations among
countries. However, considering the measurability and
availability of data, this paper takes the scale of energy
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cooperation as the analysis index of the potential of China
and Russia oil and gas resources cooperation in the Arctic
region.

As the actual annual output of the Yamal project is
higher than the estimated annual output, and the annual
output has increased, relevant assumptions need to be made
when predicting the annual natural gas production capacity
of China and Russia in the Arctic region. Assumption: the
annual growth rate of natural gas production in China and
Russia in the Arctic region is 1.02, and the actual production
capacity of the Arctic No. 2 single production line is 7.39
million tons. )e reason is that by 2021, all four production
lines of the Yamal project have been completed and put into
production, and the estimated annual capacity of the first
three production lines is 16.5 million tons. However,
according to the report of energy world networkMoscow, its
actual output will be 18.4 million tons/year in 2019 and 18.8
million tons/year in 2020. Considering the actual production
capacity of the mining technology, this paper assumes that

the actual annual production capacity of a single production
line of the Arctic 2 project is 1.12 times of the estimated
annual production capacity. Meanwhile, the first three
production lines of the Yamal project will be fully put into
production in 2019 and 2020, but the capacity in 2020 is 1.02
times that in 2019, so it is assumed that the annual capacity
growth rate of the two projects is 1.02.

Based on the above assumptions, this paper forecasts the
output from 2021 to 2025, and the results are shown in
Table 3.

4. SelectionBasis of Energy Security Assessment
Methods and Influencing Factors

4.1. Basis for Selection of Energy Security Assessment Method.
Energy security is the core content of a country’s national
security system. China is relatively short of oil and gas
natural resources and has long relied on imports. )e long-
term stable supply of energy and transportation security has

Table 1: Actual total annual production of Yamal 2017–2020.

Particular year Yamal project Estimated capacity of a single production line Actual annual output
2017 In December, the first line was put into operation 5.5 million tons/year —
2018 In July, the second line was put into operation 5.5 million tons/year 8.6 million tons
2019 — — 18.4 million tons
2020 — — 18.8 million tons
Source: World Energy Network.

Table 2: Undiscovered, technically recoverable oil and gas resources in the Russian Arctic (including shared resources with Norway).

Crude oil (billion barrels) Natural gas (ten thousand Crude oil (billion barrels) Natural gas (ten thousand
Siberian basin 3.66 651.5 20.33 132.57
Yenisei–Khatanga basin 5.58 99.96 2.68 24.92
Laptev Sea continental shelf 3.12 32.56 0.87 9.41
North Kara basin 1.81 14.97 0.39 4.69
Timan bochaola basin 1.67 9.06 0.2 3.38
Lena–Anabar basin 1.91 2.11 0.06 2.32
Scintillation basin 0.10 5.74 0.10 1.16
Northwest raodev shelf 0.17 4.49 0.12 1.04
Lena–Vilyui basin 0.38 1.34 0.04 0.64
Riliangka basin 0.05 1.51 0.04 0.34
Eastern Siberian basin 0.02 0.62 0.01 0.13
East Barents basin 7.41 317.56 1.42 61.7
Eurasian basin 1.34 19.48 0.52 5.11
Total 27.22 1160.9 26.78 247.47
Source: USGS https://earthquake.usgs.gov/. Note: 6 trillion cubic feet of natural gas is equivalent to 1 billion barrels of crude oil.

Table 3: Total annual production from Yamal and arctic 2 2021–2025.

Particular
year Yamal project Arctic 2 project Estimated capacity of a single

production line
Estimated annual

output

2021 Article 4 production line put
into operation — 950000 T/a 2018 million tons

2022 — — 20.62 million tons

2023 — )e first production line is put
into operation 6.6 million tons/year 28.46 million tons

2024 — )e second production line is put
into operation 6.6 million tons/year 36.47 million tons

2025 — All three production lines are put
into operation 6.6 million tons/year 44.65 million tons
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always been the focus of China’s attention. For China, en-
ergy security is not just an economic issue of energy supply
and demand, but a strategic issue involving energy coop-
eration and national security among countries. )e large-
scale natural gas cooperation project between China and
Russia in the Arctic region not only stabilizes the overseas
supply of China’s oil and gas resources but also invests in the
construction of the Arctic northeast channel to further
expand China’s maritime transport channels. But how to
quantify its impact on China’s energy security is a big
challenge. In the existing research, scholars use different
measurement methods to quantify energy security. Filipović
et al. (2018) [7] used the energy security index (ESI) to
analyze and rank the energy security index of EU Member
States on the basis of principal component analysis (PCA).
Wang et al. [8] proposed a dynamic analysis method of ESI
within the framework of FDA (function data analysis),
namely desi. )e improved desi can dynamically analyze the
change in energy security index over time. Ioannidis and
Chalvatzis (2017) [9] for the first time, based on the Shannon
Wiener diversity index and the Herfindal Hirschman index,
combined the diversity of fuel composition with the de-
pendence on energy imports to assess the security of energy
supply. Augustis et al. [10] used the ESL energy assessment
method to analyze the energy security of the Baltic Sea.
Among many energy security assessment methods, the
energy security index (ESI) is a common method for
quantitative analysis of energy security. It classifies the data
related to energy security, calculates the information en-
tropy, and then combines them into a total value. )is
method can integrate the information of the Russian Arctic
region on China’s oil and gas resource supply, energy
transport safety coefficient, and so on, summarize China’s
entire energy system, and reflect the characteristics of energy
security. And it has been widely studied in the application of
assessing and measuring national energy security, and the
research results are relatively reliable.

4.2. Basis for Selection of Factors Affecting Energy Security.
On the one hand, the selection of factors affecting energy
security in this paper can integrate the information of China
Russia Arctic energy cooperation, on the other hand, the
data should be easy to sort out and a weighted summary. In
the existing literature, scholars use different influencing
factors to evaluate energy security. Matsumoto et al. (2018)
[11] assessed the energy security of EU countries, focusing
on energy diversity, import dependence, and supply risks.
Radovanovi et al. [12] proposed an energy security index
covering environmental and social factors, which was ap-
plicable to EU countries from 1990 to 2012. Kruyt et al. [13]
combed four dimensions such as the availability of energy
security and selected influencing factors from the four di-
mensions. Song et al. [14] proposed China’s energy security
index, which includes three dimensions: energy supply,
energy consumption, and environment. )is dimension can
be divided from the supply of oil and gas resources, the
proportion of China’s oil and gas resources consumption,
the energy transportation environment, and other factors to

specifically analyze the impact of China Russia Arctic energy
cooperation and development on China’s energy security. In
this paper, the selection of factors affecting energy security is
mainly considered from three aspects: first, it can measure
the impact of changes in the supply of oil and gas resources
on energy security after China’s participation in the coop-
erative development of Arctic energy; Second, it canmeasure
the impact of the utilization of the Northeast waterway on
China’s energy security; )e third is the availability, reli-
ability, and integrity of data. According to the existing lit-
erature, this paper selects 11 influencing factors, including 5
energy supply dimensions, 3 energy demand dimensions,
and 3 environmental dimensions.

5. Impact Assessment of China Russia Energy
Cooperation on China’s Energy Security

5.1. Basic Assumptions. In 2018, the first batch of liquid
natural gas of the Sino–Russian Yamal project was trans-
ported to Rudong terminal in Jiangsu, China, opening a new
chapter in Sino–Russian Arctic oil and gas resources co-
operation. At the same time, the construction and pro-
duction of Sino–Russian Arctic No. 2 project will further
increase the natural gas delivered to China. However, the
specific data that China will import oil and gas resources
from the Russian Arctic region after the Arctic 2 project is
put into operation is not clear. )erefore, before assessing
the impact of Arctic energy development on China’s energy
security, this paper makes the following assumptions:

Assumption 1. Assumption that China imports oil and gas
resources from the Russian Arctic region

China’s import of oil and gas resources from Russia’s
Arctic region accounts for 21% of the total output of bilateral
cooperation projects. )e reason is that the actual output of
liquid natural gas of the Yamal project in 2019 is 18.4 million
tons, of which at least 4 million tons will be transported to
China, accounting for about21%.Atpresent, the Sino–Russian
Yamal project is progressing very smoothly, and it is also the
foundation and important fulcrum for China to participate in
theArctic energy cooperation.)eproject can also beused as a
reference for subsequent cooperation.

Assumption 2. Assumption of influencing factors of energy
security

When assessing the impact of the Arctic oil and gas
resources cooperation between China and Russia on China’s
energy security, it is assumed that other factors affecting
energy security, except the per capita supply of natural gas,
per capita supply of oil and channel safety factors, and
maintain the current upward or downward trend. )e per
capita supply of natural gas, per capita supply of oil and
channel safety factors, is evaluated using the data predicted
in this paper.

5.2. Accounting and Data Source of Influencing Factors of
Energy Security. )is paper sorts out the influencing factors
of China’s energy security from the three dimensions of
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energy supply, energy demand, and environment, mainly
involving 11 influencing factors such as oil import con-
centration, energy consumption elasticity coefficient, and
channel safety coefficient. It is used to reflect and predict
China’s energy security from 2010 to 2025. )e specific
accounting methods and data sources are as follows:

5.2.1. Factors Affecting Energy Supply. )e impact of
Sino–Russian cooperation in oil and gas resources in the
Arctic on China’s energy is mainly reflected in the energy
supply. )e stronger the country’s energy supply capacity
and the higher the per capita supply, the more its energy
security can be guaranteed. In view of this, five factors af-
fecting energy supply security, such as the per capita supply
of natural gas, are selected in terms of energy supply security.

(1) Dependence on foreign oil. )e proportion of a
country’s net oil imports in its domestic oil con-
sumption. External dependence on oil� (total an-
nual oil imports− total annual oil exports) total
annual oil consumption. )e higher the dependence
on foreign oil, the higher the risks of energy supply.

(2) Oil import concentration.)e proportion of the total
export volume of all China’s oil import source
countries to China’s top five oil countries each year
in China’s net oil import volume. )e higher the
value, the higher the concentration of China’s oil
imports and the greater the risk of energy supply.

(3) Energy self-sufficiency rate. Percentage of domestic
energy output to total energy consumption. Indicates
the extent to which a country’s energy production
meets its consumption. )e higher the energy self-
sufficiency rate, the stronger the domestic energy
supply capacity and the higher the energy security.

(4) Per capita supply of natural gas. )e average amount
of natural gas per person in the country can be
provided for use. Per capita natural gas supply� total
annual natural gas supply of a country/total pop-
ulation of the country in this year. )e total natural
gas supply includes domestic production and foreign
net import. Among them, the natural gas import
volume of Russia’s Arctic region from 2020 to 2025 is
predicted in this paper.

(5) Per capita oil supply. )e amount of oil that can be
provided for use per capita in the country. Per capita
oil supply� annual oil supply of the country/pop-
ulation of the country in the current year. )e total
oil supply includes domestic production and foreign
net import.

5.2.2. Factors Affecting Energy Demand. )e energy security
of a country is also affected by energy consumption and
energy efficiency. High energy consumption means high
energy demand, which means that more energy supply is
needed to ensure social production and life. )e
Sino–Russian cooperation on oil and gas resources in the
Arctic region has an impact on China’s energy efficiency to a

certain extent. )e increase in the use of natural gas will
improve energy efficiency. Efficient energy consumption and
a good energy demand structure can reduce energy waste
and ensure the full utilization of energy. )erefore, three
factors, such as the proportion of oil consumption, are used
to measure the security of energy demand.

(1) Elasticity coefficient of energy consumption. In
China, this indicator is the ratio of the average
growth rate of energy consumption in a certain
period to the average growth rate of agricultural
GDP in the same period. )e elasticity coefficient of
energy consumption is affected by energy efficiency,
economic structure, and other factors. With the
improvement of energy efficiency and the optimi-
zation of economic structure, the elasticity of energy
consumption will decline.

(2) Energy consumption per unit of GDP. )e ratio of
total primary energy consumption to domestic GDP.
)is indicator can reflect the national energy de-
mand level and energy efficiency. Energy con-
sumption per unit GDP� domestic primary energy
consumption (ten thousand megajoules)/domestic
GDP (ten thousand yuan).

(3) Proportion of oil consumption. )e proportion of
domestic oil consumption in primary energy con-
sumption. Oil security is particularly important in
energy security. )e stability of the oil market has an
impact on China’s energy security, economic secu-
rity, and even national security.

5.2.3. Environmental Factors. )e stable natural gas supply
from the Arctic region to China every year can alleviate
environmental pressure and contribute to China’s realiza-
tion of “carbon peak” and “carbon neutrality.” At the same
time, with the further deepening of energy cooperation
between China and Russia in the Arctic region, the com-
mercial and economic value of the Northeast passage of the
Arctic is becoming greater and greater. )e Strait of Malacca
has always been responsible for China’s energy transport.
)e full opening of the Northeast passage of the Arctic can
reduce the dependence of energy transport on the traditional
passage. Assessing the safety of China’s energy maritime
transport channels, especially the safety factors of the Ma-
lacca Strait and the Northeast channel, can further clarify
China’s energy security situation. In view of this, China’s
energy and environmental security is measured by the
proportion of coal consumption, the proportion of clean
energy, and the channel safety factor.

(1) Proportion of coal consumption. )e proportion of
domestic coal consumption in primary energy
consumption. )is indicator can reflect the energy
consumption structure of a country. Reducing the
proportion of coal consumption is conducive to the
country’s optimization of energy structure and im-
provement of energy efficiency. It is also a practical
need to promote China’s clean and low-carbon
energy transformation.
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(2) Proportion of clean energy. )e proportion of do-
mestic clean energy consumption in primary energy
consumption. )e higher the proportion of clean
energy consumption in a country, the more friendly
its energy consumption is to the environment and
the more conducive it is to the long-term stable
development of the social economy.

(3) Channel safety coefficient. Channel safety is an
important guarantee for energy maritime trans-
portation. )e higher the channel safety coefficient,
the higher the overseas supply security of energy.)e
channel safety factors of ships in the Strait of Malacca
and the Northeast channel of the Arctic mainly
include hydrological conditions (current and tide,
sea ice conditions), meteorological conditions (wind
speed, temperature, visibility), channel conditions
(navigation width, water depth), traffic conditions
(annual traffic accidents, international navigation
law), and other conditions (port construction, pi-
racy, navigation facilities). Because the navigation
conditions of the channel are fuzzy and complex, the
fuzzy analytic hierarchy process is used to measure
the channel safety factor. In this paper, five classi-
fication conditions are used to form a judgment
matrix, and 13 influencing factors are used to form
five judgment matrices. )e factors in each matrix
are compared in pairs, the scaling method is used to
assign values, and the weights of each influencing
factor are calculated. At the same time, comparing
the advantages and disadvantages of various factors
in the Arctic channel and the Malacca Strait, the
more advantageous one gets a score of 1 and the
other 0. )e specific weights and scoring results are
shown in Table 4.

From the above assessment, the safety factor score of the
Arctic channel is 0.2942 and that of the Malacca Strait is
0.7058.)eMalacca Strait is superior to the Northeast Arctic
channel in sea ice, meteorological conditions, and water
conditions, so its final safety factor is also higher than the
Northeast Arctic channel. In this paper, the overall safety
factor of the channel� the safety factor of the channel of the

Malacca Strait, the proportion of the energy freight volume
of theMalacca Strait + the safety factor of the Arctic channel,
the proportion of the energy freight volume of the Arctic
channel. )e energy freight volume data of Malacca Strait is
from EIA, and the energy freight volume data of the Arctic
channel is from the Norwegian ship owners’ Association.

)e influencing factors and relevant information used in
the energy security assessment are as follows:

5.3. Energy Security Assessment and Result Analysis

5.3.1. Introduction of Energy Security Assessment Method.
Among many energy security assessment methods, the
energy security index method is more objective and inter-
pretable, and its application is the most. )is paper will use
this method to evaluate energy security. As shown in Table 5
in 4.2, the measurement of China’s energy security is divided
into three dimensions. Each dimension contains the influ-
encing factors related to this dimension, but the influencing
factors of each dimension are quite different. )erefore,
assuming that the importance of each influencing factor is
not distinguished in the same dimension, the subindicators
of each dimension are objectively evaluated through in-
formation entropy, and then a comprehensive index is
aggregated by assigning weights to each dimension. As each
influencing factor has different directions for China’s energy
security, it is necessary to standardize the data of each
influencing factor. )e specific steps are as follows:

)e first step is to standardize the influencing factors of
different attributes or scales into a common scale. Generally,
the standardized data is between 0 and 1.

Factors that have a positive impact on China’s energy
security, such as channel safety factors,

xi(t) �
y(t) −min[y(t)]

max[y(t)] −min[y(t)]
t1≤t≤t10( ; i � 1, . . . ,m,

(1)

where t is the statistical year, m is the number of influencing
factors in eachdimension, and y (t) is the original value of each
influencing factor; min[y(t)] and max[y(t)] respectively

Table 4: Waterway safety impact factors and weights.

Classification Influencing factors and weight Arctic passage Strait of Malacca

Hydrology (0.13) Current and tide (0.21) 0 1
Sea ice (0.79) 0 1

Meteorology (0.34)
Wind (0.32) 0 1

Air temperature (0.25) 0 1
Visibility (0.43) 0 1

Channel (0.09) Channel width (0.28) 0 1
Water depth (0.72) 0 1

Traffic (0.15) Perfection of national laws and regulations (0.45) 0 1
Number of accidents (0.55) 1 0

Others (0.29)

Port construction (0.17) 1 0
Navigation equipment (0.27) 0 1

Pirates (0.25) 1 0
Icebreaker (0.31) 1 0
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represent the minimum and maximum values of influencing
factor I in each dimension.

Factors that have a negative impact on China’s energy
security, such as energy consumption elasticity,

xi(t) �
y(t) − max[y(t)]

min[y(t)] − max[y(t)]
t1 ≤ t≤ t10( ; i � 1, . . . , m.

(2)

)e second step is to use the function information
entropy to measure the proportion of each influencing
factor of the operator dimension

Pi �
xi(t)


m
k�1 xi(t)

t1 ≤ t≤ t10( . (3)

)e third step is to calculate the information entropy of
the influencing factors included in each dimension

Ei � ln t10 − t1 + 1(  
− 1

· 

m

k�1
Pi · ln Pi( . (4)

)e fourth step is to calculate the weight of influencing
factors included in each dimension

ωi �
1 − Ei

m − 
m
k�1 Ei

0≤ωi ≤ 1( . (5)

)e fifth step is the energy security index of each
dimension

ESI(t) � 
m

k�1
ωi(t) · xi(t) , t1 ≤ t≤ t10(  0≤ωi ≤ 1( . (6)

Finally, reasonably allocate weights to each dimension,
summarize the security indexes of each dimension, and
form a comprehensive China energy security index

TESI(t) � 
D

d

αd · 
m

k�1
ωi(t) · xi(t)⎡⎣ ⎤⎦, (7)

where d represents different dimensions, D represents the
total number of dimensions, and αd represents the weight of
different dimensions. According to the research of Ang et al.
[15], the weights of energy supply, energy demand, and
environment are 50%, 25%, and 25%, respectively. Giving a
higher weight to the dimension of energy supply is to
emphasize the importance of uninterrupted energy supply.
Since all influencing factors have been subject to positive
standardization, a larger Tesi (T) means a safer level of
energy security.

5.3.2. Energy Security Assessment Results

(1) Evaluation Results of 0ree Dimensions of Energy Secu-
rity. According to the above calculation method, the energy
security assessment [16–22] results of three dimensions are
calculated respectively, as shown in Figures 1–3 below.
Obviously, the fluctuation of the evaluation results of each
dimension is different. )e assessment results of China’s
energy supply security are shown in Figure 1, which shows a
downward trend before 2020. )is downward trend also
reflects that China has always been highly dependent on
energy imports, with concentrated sources of energy im-
ports, and a low per capita supply of oil and natural gas. In
fact, limited by domestic energy resources, China’s depen-
dence on oil imports has reached 73% in 2020, and the

Table 5: Energy security impact factors and data sources.

Classification Influence factor Direction of
influence Data sources

Energy supply

Dependence on oil imports (y1) −
BP world energy statistical yearbook 2020

National Statistical Yearbook
Oil import concentration (y2) − General Administration of Customs of China

China’s energy self-sufficiency rate (y3) + BP world energy statistical yearbook 2020

Per capita supply of natural gas (y4) + National Statistical Yearbook, predicted value of this
article

Per capita oil supply (y5) + National Statistical Yearbook

Energy needs

Energy consumption elasticity (y6) − National Statistical Yearbook

GDP energy intensity (y7) −
BP world energy statistical yearbook 2020

National Bureau of Statistics
Proportion of oil consumption (y8) − National Statistical Yearbook

Environment

Proportion of coal consumption (y9) − National Statistical Yearbook
Proportion of clean energy consumption

(y10)
+ National Statistical Yearbook

Channel safety factor (y11) + EIA Norwegian Shipowners Association
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Figure 1: China’s energy supply security index 2011–2025.
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concentration of oil imports is 57%. China’s energy supply
faces great risks. After considering the long-term oil and gas
resources cooperation projects between China and Russia in
the Arctic region, it can be seen from Figure 1 that the energy
supply security index has rebounded significantly after 2020
because China’s oil and gas resources, especially the import
of natural gas, have been protected to a great extent.

)e energy demand security assessment index is shown
in Figure 2, which fluctuates from 2011 to 2025 and reaches a
trough in 2020. After 2014, the energy demand security index
has decreased significantly. )e possible reason is that in the
past, the proportion of oil consumption increased by an
average of about 0.2% every year. From 2014 to 2015, the
proportion of oil consumption in primary energy con-
sumption increased from 17.3% to 18.4%. Since 2015, the
proportion of oil consumption has been relatively stable, and
the fluctuation of the energy demand security index is mainly
due to the increase of the energy consumption elasticity
coefficient (the value in 2020 is 0.96). After 2020, with the
further deepening of natural gas cooperation between China
and Russia, the proportion of clean energy consumption such
as natural gas has increased, and the energy structure has
been optimized, which has played a significant role in im-
proving the security of energy demand. But at the same time,
the increase in the proportion of oil consumption makes the
energy consumption elasticity index unable to rise all the
time, so the security of energy demand fluctuates.

)e energy and environmental security assessment index
is shown in Figure 3, which shows an overall upward trend
from 2011 to 2025. Among the three environmental factors,

the proportion of coal consumption has a negative impact on
the environmental index, and the proportion of clean energy
and channel safety factor have a positive impact on it. With
the further deepening of oil and gas resources cooperation
between China and Russia in the Arctic region, the
Northeast passage of the Arctic has been more utilized, and
China’s energy transportation has become less dependent on
the Malacca Strait. At the same time, the increased use of
natural gas has reduced the pressure of energy consumption
on the ecological environment. Under the joint action of the
two aspects, the growth rate of the energy and environ-
mental security index will increase after 2020.

(2) Overall Assessment Results of China’s Energy Security.
With reference to the predetermined weights, the evaluation
results of China’s energy security index are obtained by
using the final summary formula in 3.3.1, as shown in
Figure 4 below. In fact, in 2011, China put forward many
favorable energy policies, such as promoting diversified and
clean energy development and closing small coal mines,
which improved the level of energy security. However,
China’s domestic energy resources have long been more coal
and less oil and gas. In 2019, China’s oil import concen-
tration reached 62%, posing challenges to the security of the
energy supply, which led to a sharp decline in the energy
security factor. With China actively expanding energy
channels, strengthening cooperation with Russia on oil and
gas resources projects in the Arctic region, and improving
energy efficiency, China’s overall energy security level has
maintained a steady rise. After considering the Arctic energy
cooperation with Russia, China’s energy security level is
expected to rise from 0.4381 in 2019 to 0.5412 in 2025. )e
continuous promotion of China–Russia Arctic energy co-
operation and the construction of the Arctic waterway has
reduced China’s dependence on energy imports from the
Middle East, reduced the constraints of the Malacca Strait,
increased the proportion of clean energy consumption,
optimized the energy structure, improved energy efficiency,
and improved the level of energy security.

6. Conclusion

)is study uses the energy security index method to evaluate
the impact of oil and gas development cooperation between
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Figure 2: China energy demand security index 20011–2025.
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China and Arctic countries, especially Russia, on China’s
energy security. From the final results of the evaluation, it
has an impact on China’s energy supply security, energy
demand security, and environmental security. )e specific
conclusions are as follows:

(1) China’s energy security risks are mainly affected by
the over concentration of energy import sources.
)erefore, diversifying energy imports and reducing
energy imports from volatile regions such as the
Middle East can effectively disperse China’s energy
supply risks.

(2) Energy demand and environmental security will also
have an important impact on China’s energy secu-
rity. However, compared with energy demand, en-
vironmental security factors such as the proportion
of clean energy consumption and channel safety
factor have a greater impact on China’s energy se-
curity. )erefore, increasing the proportion of clean
energy consumption, reducing the dependence on
energy import channels in the Malacca Strait, and
diversifying energy import transport channels can
effectively ensure China’s energy security.

(3) Strengthening energy cooperation with Russia in the
Arctic region can greatly enhance China’s energy
security. )erefore, with the support of technology,
funds, and scientific research, China can carry out
all-round and multifield cooperation with Russia in
the construction of Arctic waterway, port infra-
structure, icebreaker technology, oil and gas explo-
ration and exploitation technology, and Arctic
scientific research.
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R. Urbonas, and A. B. Ušpurienė, “Analysis of energy security
level in the Baltic States based on indicator approach,” Energy,
vol. 199, Article ID 117427, 2020.

[11] K. Matsumoto, M. Doumpos, and K. Andriosopoulos,
“Historical energy security performance in EU countries,”
Renewable and Sustainable Energy Reviews, vol. 82,
pp. 1737–1748, 2018.
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Experimental instructional design is an important pedagogical component of university teaching and learning, an important
means of cultivating students’ innovative spirit and practical skills, and has an important status and role that cannot be replaced by
any other means of teaching and learning. Assessment for learning as learning, assessment for learning, and assessment as learning
are three paradigms of educational assessment that complement each other in achieving curricular and pedagogical goals and
together form learning-based assessment. As an important component of national science and technology development,
measuring the e�ectiveness of laboratory instructional design in universities and research institutions is of special signi�cance.
�is paper presents the authors’ research on the background, evaluation characteristics, evaluation content, and methods of
experimental teaching evaluation in the information technology environment, with examples of their application.

1. Introduction

Experimental teaching is an important teaching content of
science and technology teaching is an important means to
cultivate students’ innovative spirit, and practical ability has
an important status and role that cannot be replaced by any
other teaching methods and means [1].

Informatization is a symbol of the 21st century, with the
process of informatization, the core of modern computer
education technology is developing rapidly, laboratory
teaching equipment is gradually digitalized, computerized,
and networked, and the era of informatization of laboratory
teaching has arrived. Make full use of modern information
technology educational tools to signi�cantly improve
teaching methods, teaching e�ciency, and teaching quality
[2]. Laboratory teaching informatization, so that experi-
mental teaching from teaching methods [3], teaching ef-
fectiveness, and teaching quality has been improved, so that
the experimental management to a new level [4]. Obviously,

education, classroom teaching, and experimental teaching in
the 21st century are inevitable and necessary for gradual
informatization.

E�ective teaching in information-based teaching di�ers
from traditional e�ective teaching in that it refers to e�ective
teaching in the teaching environment supported by infor-
mation technology. IT-supported teaching breaks the lim-
itations of time, space, and resources in traditional teaching,
and can make full use of the advantages of information
technology to carry out various teaching modes based on
information technology, such as project-based teaching
mode, problem-based teaching mode, network collaborative
learning teaching mode, and case-based learning mode,
which are conducive to the improvement of teaching quality
and the full development of students. �e application of
information technology in teaching does not mean that
e�ective teaching happens. Some studies have shown that
the reasons for successful IT teaching should be attributed
more to good instructional design and adequate preparation
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for teaching. *erefore, to examine whether information-
alized teaching is effective, it is still necessary to start from
whether teaching accomplishes teaching objectives and
promotes students’ learning, and to synthesize various
factors such as teaching purposes, application of informa-
tionalized teaching mode, application of information
technology, and teaching process, so as to explore the ob-
jective rules of the effectiveness of informationalized
teaching.

Educational assessment is the wind vane and baton of
educational reform and development [5]. Due to the long-
term, generative and delayed nature of education and the
indirect, implicit and subjective nature of assessment, the
scientific and effective organization and implementation of
educational assessment have been a difficult problem in
educational teaching practice [6]. Educational evaluation is
related to the direction of educational development, and it is
gradually shifted to the following direction: improving result
evaluation, strengthening process evaluation, exploring
value-added evaluation, improving comprehensive evalua-
tion, and establishing a scientific educational evaluation
system and mechanism for different subjects and charac-
teristics of different levels and types of education.

Evaluation of laboratory teaching is a necessary method
and tool to analyze and recognize the pedagogical quality
and efficiency of laboratory teaching. It is also often assumed
that the act of measuring memory does not change memory
[7], and most educational practices are focused on
strengthening the process of students’ processing of
knowledge, that is, getting it into their heads. Nowadays, the
purpose of evaluation of experimental teaching in the
informationized environment is to recognize the laws,
problems, and shortcomings of experimental teaching in the
informationized environment, to provide a basis for the
improvement of experimental teaching quality, experi-
mental teaching improvement, experimental teaching re-
search, and experimental teaching development, in order to
meet the needs of talent training in universities in the in-
formation era. In the study of how students learn [8], there is
no mention of a method about retrieval [9]. *is method of
retrieval memory is still controversial in specific teaching
[10]: whether it is effective [11], ineffective [12], or vague
[13]. For a long time, universities across the country have
invested a lot of human and financial resources in the field of
experimental teaching, accumulated rich experience in ex-
perimental teaching, and cultivated a large number of tal-
ents, and the evaluation system of classroom theory class
teaching is relatively mature, but the evaluation system used
to evaluate the quality of experimental teaching has been
little studied [14]. With the involvement of information
technology in experimental teaching and the increasing
requirements for the evaluation of scientific teaching con-
cepts [15] year by year, it is urgent to study and develop the
evaluation system of experimental teaching in the new
situation to evaluate and monitor experimental teaching.

Whenever new media technologies emerge, some re-
searchers are always eager to introduce these new media
technologies into teaching, expecting to use the advantages
of new media technologies to improve teaching or solve

problems in teaching [16]. However, as the cult of modern
media cools down [17], people gradually shift from the blind
pursuit of media technology to the research on the effec-
tiveness of information technology teaching applications,
but always fall into the awkward mode of “introducing new
technology, a successful experiment and a failed promo-
tion.” In this era of information technology, what is wrong
with the research on the effectiveness of experimental
technology teaching application, and why the research re-
sults cannot be promoted to the general practice? And now,
the integration of a variety of high-end information tech-
nology wisdom classrooms into the vision of educational
technology researchers, and howwe should be sensible to the
configuration of various technologies in the wisdom class-
room, the wisdom classroom pragmatic introduction to
teaching life? *ere is an urgent need to find a scientific
rationale for the pedagogical application of experimental
technologies.

Research on the effectiveness of experimental instruc-
tional designs often uses a simple two-class comparison ex-
periment, but such comparison experiments are difficult to
prove the instructional effectiveness of experimental designs
because of the many gaps in empirical research in this way.

1.1. Misplacement of the Research Question. Comparative
experiments on technology application generally explore the
question of which is superior between teaching with or
without the involvement of a particular technology or be-
tween teaching with the involvement of different experi-
mental technologies and attribute the advantage to the
application of a particular technology. In pedagogical
practice, however, the primary task is to apply technology to
improve instruction (practical goal) rather than to dem-
onstrate the superiority of a particular technology (theo-
retical goal). It is the technology that has specific functions,
and these objective functions do not need to be tested re-
peatedly in pedagogical research. In reality, when different
people use the same technology, there will certainly be
differences in the extent to which the technology functions
are used, but this difference is not caused by the technology
itself, but by multiple factors outside the technology. For an
emerging technology, the acceptance or rejection of it should
not be decided by the merits of its performance. *erefore,
the basic question of technology application research is not
to prove the superiority of a particular technology, but to
explore what particular experimental techniques are most
applicable and how they can be combined with other
pedagogical elements to achieve optimal results. It is the
study of the instructional system associated with the tech-
nology that is more important than the study of its ad-
vantageous functions.

1.2. Poor Definition of the Comparison Item. Contrast ex-
perimental research often judges the merits of technology by
the good or bad teaching effect, and inadvertently mistak-
enly takes the technology as a whole (with or without, this or
that) as a contrast item to study. However, technology and its
products often contain multiple attributes and functions,
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and they have completely different effects on teaching and
learning, so it is difficult to say what is being compared by
using the technology as a whole as a comparison item.
Imagine the need to compare visual media and auditory
media in terms of the intuitiveness of content presentation.
For example, is there a direct comparison between a com-
puter + projector and a blackboard? Comparing technolo-
gies in general terms, the conclusions obtained are hardly
indicative of the problem. *at is, technology products are
only meaningful when compared in terms of the same type
of information and pedagogical function. Moreover, com-
parisons of the role of the same technology product in
different instructional contexts are interesting, but unfor-
tunately less often done.

1.3. Evidence of Ineffectiveness. *e general idea of validity
testing of technology instructional applications is to compare
the effectiveness of the experimental and control classes and
to attribute the improvement in instructional effectiveness to
the application of technology.*ere are two loopholes in this.
First, effectiveness here usually refers to the effect of an ed-
ucational intervention in a specific context, which is actually
based on “client satisfaction,” such as improved academic
performance, increased motivation, positive learning attitude,
and good experience with a technology product [18]. How-
ever, “client satisfaction” is not an “objective” effect. Second,
the effect of teaching is the result of complex interactions
between the elements of teaching activities, which reflects the
overall operation of teaching activities and cannot be at-
tributed to any local elements of teaching. *erefore, we
cannot conclude the effectiveness of technology application in
terms of teaching effectiveness [19]. To take a step back, even if
technology is effective, it is only effective in a specific teaching
context and does not have a universal applicability out of
context. Due to the non-reproducibility of teaching activities,
we simply cannot prove the pedagogical validity of technology
in the doctrine. In fact, all tests are only tests of the feasibility
in a particular context.

1.4.DefectiveExperimentalDesign. *is phenomenon can be
considered to be widespread at home and abroad. Single-
factor isogroup experiments are the simplest experimental
teaching comparison study experiments, and these experi-
mental designs are still so, and other multifactor experi-
mental teaching comparison experiments are even more
seriously flawed in their design. *is phenomenon, although
directly related to designer literacy, is not essentially caused
by the experimental designer, but by the faulty rationale of
experimental teaching comparison experiments. Unlike
other scientific experiments, teaching experiments with
evidence of teaching effectiveness have to consider the in-
dividual person as a variable because the individual person
as a whole is involved in the experimental process [20].
However, the individual person is in an open self-creation
process and cannot be objectified or conceptualized, so we
cannot treat the individual person in a teaching experiment
as a variable (operationally speaking, i.e., not controllable),
and the teaching effect is indeed inseparable from the unique

contribution of the individual student, so with the teaching
effect as the grip, the comparison experiment, no matter how
strictly the experimental environment is controlled, can
hardly show that the achievement of the teaching effect and
*e use of technology is directly related. *erefore, no
matter how the comparison experiment is designed, it will
have doctrinal flaws, and no researcher will be able to re-
cover from this research rationale. It is for this reason that
the field of education refers to these types of teaching ex-
periments as “quasi-experiments. Such quasi-experiments
have some exploratory research value, but they can only test
the feasibility of local methodological elements. Such fea-
sibility, of course, does not require such empirical studies,
which are often obvious.

1.5. Treating Quasi-Conclusions as Conclusive. *e conclu-
sions drawn from quasi-experiments in teaching should be
“quasi-conclusions.” However, both researchers and prac-
titioners have “inadvertently” promoted quasi-conclusions
as generalized definitions, which has led to nothing but
confusion and dogma in teaching practice. When people
experiment with technology applications, they generally
delve into the functional characteristics of a particular
technology, customize the content for that technology, and
provide as much support as possible in terms of resources,
funding, and policies, so that the functionality of the
technology is brought to a higher or even higher level, with
satisfactory results. You can imagine how costly this kind of
teaching experiment is. In fact, although this kind of
teaching experiment is a teaching experiment in a “real
situation,” it is not a teaching experiment in a “natural
situation,” because this kind of teaching experiment is a
nonstandard teaching practice. *e teaching application of
media eventually goes back to the routine work of regular
cost, and most of the support equipped for the experiment
will be withdrawn. So, is the specific functionality of the
technology really needed in regular teaching? If so, will its
actual utility be as good as it was during the experiment?
*ese are all uncertainties. If we cannot use the quasi-
conclusions of the experiment to address these issues in
regular teaching, the quasi-conclusion is naturally useless. At
best, it tells us that someone has “worked” before.

We can think about this issue from a different per-
spective: the pedagogical use of technology may indirectly
affect the effectiveness of teaching and learning by increasing
the “goal-means” coherence of the teaching system, student
engagement, or the adaptability of the teaching system under
certain conditions. *erefore, research on the use of tech-
nology should examine more the actual role and contri-
bution of technology products in conventional teaching and
learning rather than proving its pedagogical effectiveness in
isolation [21]. Such empirical studies, while not getting
bogged down in quasi-experiments, require an information
flow-based approach to instructional systems analysis in
order to explore the details of the role of technology
products in teaching and learning.

Experimental teaching design validity analysis is a very
important experimental design issue [22]. *e study of the
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relative validity of each basic unit facilitates the improve-
ment of the experimental management model and the de-
velopment of rational planning, thus maximizing the
effectiveness of experimental design [23]. Scientific mea-
surement of experimental design validity can reflect the
degree of effective subjective efforts to improve experimental
design, which can have a motivating effect on each unit [24].
For measuring the effectiveness of teaching experimental
design, hierarchical analysis has been used in the past to
analyze the good and bad experimental design of each unit.
*at is, the weight parameters of each research outcome
index are determined by hierarchical analysis, and then each
index is multiplied by its respective weight and summed, and
the result is used as the final comparative score of each unit.
Such a measurement method is hardly motivating for the
assessment unit. Because the number of indicators of units
with good foundation conditions is often higher, the
weighted sum is naturally in the upper level, while the units
with poor foundation conditions, no matter how hard they
work, the results are limited, and the weighted sum is not
likely to be in the upper level, which greatly affects the
motivation of the subjective efforts of units with poor
foundation conditions, or worse, some units with good
foundation conditions rest on their laurels and do not think
about making progress, resulting in assessment scores are
still at the top, while they have actually regressed.

In this paper, the idea of the binary relative effectiveness
of measuring the economic efficiency of enterprises is
transferred to measuring the effectiveness of teaching ex-
periment design in colleges and universities, that is, the
results of the effectiveness of teaching experiment design of
each college and university measured by the hierarchical
analysis method are taken as a measure of the basic con-
ditions of each college and universities, and it is regarded as
an input, while the corresponding current results measured
by the hierarchical analysis method are regarded as an
output, as the C2GS2 model in the Data Envelope Analysis
(DEA) method [25] is used to calculate the relative evalu-
ation results among the evaluation units. *is relative
evaluation result can eliminate the influence caused by the
objective base conditions of each university, and it can make
the decision units with different base conditions have the
same “benchmark” to achieve the purpose of fair and ob-
jective evaluation. It truly reflects the validity of the ex-
perimental design. We call this evaluation method the
second relative assessment method. By using the binary
relative assessment method to evaluate the effectiveness of
teaching experiment design in each university, universities
with different basic conditions can be stimulated. Against
the above background, this study focuses on the problems
related to the experimental teaching evaluation system in the
information technology environment.

2. Establish the General Index System and
Participation Parameters

*e research on teaching application of technology must go
beyond the old idea of comparative experimental research
with no benefit as mentioned above, and start from teaching

system analysis to study the teaching function of technology
products in normal teaching. At present, there are two main
perspectives of teaching system analysis: one is to view the
teaching system as a human behavioral system and analyze
the behavior of students and the relationship between them;
the other is to view the teaching system as an information
system with specific functions, inferring the overall prop-
erties of teaching from the local characteristics of infor-
mation flow and revealing the relationship between
information flow and teaching functions [26].*emethod of
analyzing the teaching system from the perspective of be-
havioral system suffers from the defects of a complicated and
confusing coding system, mechanical and arbitrary cut
scores, weak interpretation of results, etc. Moreover, it
mostly analyzes the external behavior of students and rarely
involves technical elements, and even if the technical di-
mension is involved in the improved scale, it only judges
whether a media is used at the operational level, but there is
still no way to knowwhat specific role themedia information
plays for teaching. In addition, understanding or describing
the teaching system from the external verbal behaviors of
teachers and students ignores the flow of knowledge and
information behind the behaviors and fails to establish a link
between teaching behaviors and teaching effects, and the
research findings are neither supported nor real teaching
guidance.

*e IIS (Instructional Information Set) diagram analysis
method focuses on the relationship between the marked
information of IIS output by three types of information
processing subjects, namely, teachers, students, and infor-
mation media, in the teaching system and the teaching
function, and infers the overall properties of teaching from
the local characteristics of the information flow in these
teaching processes. Here, the teaching system refers to a
system of information flow among three types of infor-
mation processing subjects, namely, teachers, students, and
information media, which is essentially an information
system composed of students, information media, and
teachers and their input information and output informa-
tion plus the IIS expressing socially shared knowledge set.
*e conceptual model of the teaching system is shown in
Figure 1.

Information processing of teacher (IPT), Information
processing of learner (IPL), and Information processing of
media (IPM) represent the processing of information by
teachers, learners, and information media, respectively. {X}
and {Y} represent the input and output of their information
processing processes. In the conceptual model, the infor-
mation output Y from the three information processing
subjects is extracted and structured as “input information
items” with the representation format “<contributor>
<operation> <information type> <representation form>
<IIS subgraph> [<information quality>] [<content anno-
tation>]” (as shown in Figure 2), and the set of information
outputs Y is abstractly summarized as the Instructional
Information Set IIS, which is used to characterize the shared
nature of knowledge. Other elements that are not directly
related to information processing are categorized as envi-
ronmental elements of the instructional system, such as
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students’ prerequisite knowledge skills, teacher-student re-
lationships, and students’ motivation levels. Environmental
factors have an impact on the instructional system, but these
impacts are ultimately expressed through externalized in-
formation output.*e conceptual model of the instructional
system reflects not only the relationship of information flow
among three types of subjects: teachers, students, and in-
formation media, but also the contribution of this multi-
subject information flow to social knowledge construction,
which is reflected in the amount of activation of knowledge
points by the information flow. *e IIS diagram analysis
method specifies that only the information flows of “an-
swer,” “knowledge semantics” and “factual examples” cor-
respond to the IIS knowledge subgraphs, and only the

information flows of Only the subgraphs containing IIS
knowledge can contribute to the activation of knowledge
points. Although the specific externalized behaviors or
verbal information of teachers and students in the teaching
process cannot be reproduced, the IIS knowledge subgraph
behind the specific behaviors or information flow is an
objective graph, and only the information flow that contains
the IIS knowledge subgraph has value, and the specific
expressions of the information flow have no essential in-
fluence on the operation results of the teaching system, so
the teaching system in the sense of this information flow is
reproducible. *is reproducibility of the research object
ensures the reproducibility and scientificity of the whole
empirical study.

Research on the application of media technologies based
on information flow analysis opposes the verification of the
pedagogical effectiveness of technologies through compar-
ative experiments and advocates the analysis of the actual
pedagogical functions of specific technological products in
the context of regular teaching [27]. *erefore, instead of
interfering with teachers and students to deliberately use a
certain technology in the teaching process, the researcher
provides a variety of media technology choices and allows
them to make their own trade-offs according to their needs,
and then conducts an information flow analysis of the
teaching activity process to determine in detail the real role
of the selected technology product in the teaching process
and the actual dependence of teaching on it [28].

Traditional experimental teaching methods are mostly
validation experiments students rely on detailed laboratory
handouts to guide each step of the experiment students
carefully and cautiously operate inevitably to obtain the
expected experimental data thus achieving verification of
theoretical learning [29]. However, due to the limitations of
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experimental conditions, time, consumption of equipment,
equipment integrity, laboratory management, etc. students
rely on the teacher’s guidance and lack of active thinking,
creative thinking, and research on experimental refutation
thus the students are trained in experimental ability are less
competent. *e introduction of computer-assisted teaching
with its multimedia, interactivity, and simulation makes the
whole teaching process more active and efficient [30]. *e
use of computer simulation can facilitate the examination of
students’ design ideas repeatedly modified and optimized
and also make many experiments that could not be realized
in the laboratory in the past to obtain simulation effects. At
the same time, the local area network of experiments, the
intelligence, interactivity, and reliability of experimental
instruments and virtual instruments to achieve student-
oriented personalized teaching reduces the duplication of
teachers’ work and laboratory management workload makes
open laboratories possible and also creates conditions for
remote experimental teaching in distance education [31].

*e key to the reform of experimental teaching is the
reform of experimental teaching mode with students as the
main body of the experimental teaching mode of the ex-
perimental process to design comprehensive. *e design of
comprehensive experiments requires students to have strong
basic knowledge and wide knowledge with certain inno-
vative abilities. Informatization experimental environment
due to the large amount of experimental data storage, ex-
perimental program optional, high comparability, experi-
mental data easy to analyze and calculate digital equipment
to make the experimental data sampling easy to experiment
in the system with a computer to facilitate rapid processing
[32]. Based on the above information environment fully
mobilizes the enthusiasm, initiative, and creativity of stu-
dents in the experiments while also providing technical
support for the student-led teacher-led experimental
teaching design. Of course, to achieve the change of teaching
mode must also have the practice and scientific evaluation of
the experimental teaching process guided by the theory of
learning-based instructional design and other educational
technology.

3. Comprehensive Algorithm forMeasuring the
Validity of Experimental
Instructional Design

Before teaching, interviews and questionnaires were con-
ducted with database-related experts, teachers, and former
students to understand the learning needs of the database
course and to analyze the needs in order to prepare for
conducting the effectiveness study. Based on this, we
designed the teaching program and prepared the teaching
materials according to the available technology and
equipment. *en, the first phase of teaching “case study and
collaborative web-based learning,” i.e., “instructional de-
sign,” was conducted. During the teaching process, changes
and problems were recorded, and after the “instructional
design” was completed, research was conducted to under-
stand the effectiveness of the teaching at this stage by means

of interviews and questionnaires. After analyzing the ef-
fectiveness of the teaching, the teaching plan is revised and
adjusted, and the next stage, i.e., the “multimedia courseware
production” stage, is carried out until the end of this stage of
teaching. After all the teaching is finished, we summarize the
whole teaching and research process and propose a model
for analyzing the effectiveness of information technology
teaching for undergraduates. *e model is shown in
Figure 3.

In the study, the effectiveness of stage-specific teaching is
mainly understood by means of questionnaires to find out
the existing problems and analyze the effectiveness. *e
analysis of the effectiveness of informatization teaching
should comprehensively examine the implementation effect
of informatization teaching mode, the application of in-
formation technology, and the teaching process to see
whether the teaching effect meets the purpose of teaching
and whether it effectively promotes students’ learning. Based
on such considerations, this paper proposes the analysis
model of information-based teaching effectiveness as shown
in Figure 4 and uses it to analyze the effectiveness of in-
formation-based teaching on the basis of questionnaire
survey. First, the purpose of teaching is determined
according to the learning needs, and the teaching process is
analyzed, mainly from examining two aspects: the infor-
mation technology teaching model and the application of
information technology. *en, we analyze what kind of
teaching effect is produced after the teaching process and
whether it conforms to the teaching purpose. *ere are
many cases between the two extremes of fully conforming
and not conforming at all, as shown by the double arrows in
the figure. *e author divides the teaching effect into five
levels, and there are several cases between very effective and
completely ineffective such as relatively effective, generally
effective, and less effective.

*rough the analysis of the effectiveness of experimental
teaching, several main factors affecting the teaching effect
were summarized: the knowledge and skill reserve before the
experiment, the expected results and innovation of the
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Figure 3: Framework for the implementation of data-based in-
formational teaching experiment design.
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experiment, the content of the experiment, the experiment
management, the information environment, etc.*e specific
contents and the results summarized by the questionnaire
research are shown in Table 1:

At this point, traditional information technology effec-
tiveness research has come to an end. However, innovative
effectiveness measurement must be supported by data or
models. *erefore, we reanalyze the data summarized above
to come up with a more effective evaluation method. As
mentioned in the introduction part of DEA, in this paper we
will analyze and summarize the data from the survey results
again by using the binary relative evaluations.

*e binary relative evaluation method for the analysis of
the effectiveness of experimental design teaching in colleges
and universities was carried out in two stages. First, the
previous and current composite indices of the effectiveness
of experimental design teaching in each university are
measured by using the hierarchical analysis method, and
then they are regarded as input and output, respectively, and
their binary relative evaluations are measured by using the
data envelopment analysis method. When using the hier-
archical analysis method to measure the composite index of
the management effectiveness of each university, a system of
indicators of the effectiveness of experimental design
teaching in universities and selected weight parameters are
established. *e intent of this method is to establish the
system of measuring the effectiveness of experimental

teaching design in universities using the principles of system
engineering and hierarchical analysis.

After the analysis of the above-mentioned survey results,
some relatively important evaluation factors were deter-
mined, but due to the instability and limitation of the survey
sample, we made a deeper weighting of the summarized
influencing factors through the hierarchical analysis
method. *e specific method is derived from the following
hierarchical analysis. *e algorithm of the maximum
characteristic root λmax is shown in equation (1); the con-
sistency index CI is shown in equation (2); the consistency
ratio CR is shown in equation (3). *e judgment matrix of
A-B and the judgment matrix of B-C are shown in equations
(4) and (5):

λmax � 
n

i�1
(AW)i/nWi , (1)

where i is the i-th factor, A is the Judgment Matrix, Wi is the
i-th weighting factor.

CR � λmax − n( /(n − 1). (2)

*e average random consistency index, RI, is obtained
by taking the arithmetic mean of the eigenvalues of the
random judgment matrix after several iterations of the
calculation.

Study needs

Experimental teaching design model

Experimental model of 
information-based teaching

Information Technology 
Applications

Experimental teaching effect

Experimental teaching process

Fully compliant 
Fully inconformity  

Generally
effective

Very
effective

Comparatively
effective

Not really
effective

Completely
ineffective

Figure 4: Analysis model of the effectiveness of information-based experimental teaching design.

Table 1: Findings on the factors influencing the effectiveness of information-based experimental teaching design.

High impact (%) Some impact (%) No impact (%) N/A (%)
Experiment content 62 26 12 0
Experiment management 4 45 39 12
Experiment results 60 29 10 1
Informational environment 18 25 57 0
Experiment knowledge and skill base 32 43 24 1
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CR � CR/RI. (3)

When CR< 0.1, the consistency of the A-matrix is
generally considered to be acceptable.
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2

1 1 1
1
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1
2

1 1 1
1
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2

3 3 3 1
1
3

2

5 5 5 3 1 4

2 2 2
1
2

1
4

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (4)

where λmax � 6.061, CI(6) � 0.012, RI(6) � 1.24, CR ≈ 0.01.
And the weighting factor is: W � 0.074, 0.074, 0.074,

0.210, 0.438, 0.130

B �

1 7 3

1
7

1
1
5

1
3

5 1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (5)

where
λmax � 3.050, CI(3) � 0.025, RI(3) � 0.58, CR � 0.043.

And the weighting factor is: W � 0.649, 0.072, 0.279
*e final structural model and weight parameters of the

index system for the effectiveness of experimental teaching
design in universities using hierarchical analysis are shown
in Figure 5.

In order to give a true reflection of the improvement of
the management level of each university due to subjective
efforts, each university with different basic conditions should
have different reference standards, and the index of the
effectiveness of experimental design teaching in each uni-
versity measured by hierarchical analysis reflects to some
extent their different basic conditions, so it can be used as a
reference standard to measure the basic conditions of dif-
ferent universities, and we call it the reference index. *e
current index of the effectiveness of experimental design
teaching in each university can also be measured by the
hierarchical analysis method, and we call it the current
index. We know that the level of experimental design
teaching in each university can be fairly measured only in the
dynamic change, so we introduce the concept of index state
and possible set of index state.

Let xi, yj be the reference index and current index of
the j-th college, respectively, and call the array (xi, yj)

the index state of the jth college, called the convex set, T,
as in (3)

T � (x, y)| 
n

j�0
λjxj ≤ x, 

n

j�0
λjyj ≤y, 

n

j�0
λj � 1, λj ≥ 0, j � 0, 1, 2, . . . , n

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (6)

where (x0, y0 �) � 0.
From DEA model [25], we obtain (4):

Max Z,



n

j�0
λjxj ≤ xj0,



n

j�0
λjyj ≤yj0,



n

j�0
λj � 1, λj ≤ 0, j � 0, 1, 2, . . . , n.

(7)

If the optimal value Z∗ � 1, the university is said to be on
the frontier of the set of possible exponential states T. So the
binary relative evaluation N of the college can be derived
from (5):

η � 1/Z∗ × 100%. (8)

As 1/Z∗ � y/y, the binary relative evaluation represents
the percentage of the current index of each university in the
maximum current index that can be achieved under the
same reference conditions.

4. Results

In this paper, the effectiveness of experimental design
teaching in 15 universities from 2014 to 2017 was
measured using the above-mentioned binary relative
evaluation method. *e selected data sources were “2014
National Compendium of Science and Technology Sta-
tistics of Higher Education Institutions” and “2018
National Compendium of Science and Technology Sta-
tistics of Higher Education Institutions” prepared by the
Department of Science and Technology, Ministry of
Education and published by Higher Education Press
[33]. In order to protect the privacy of local schools and
to comply with the relevant protocols, the abbreviated
names of these universities are protected in this paper.
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However, due to the specificity of the related professions
involved, the nature of the terms in the names of the schools is
retained. For example, in this paper, the abbreviation of Harbin
Institute of Technology, one of the leading industrial institutions
in China, is coded as H Technical University. *e results of the
binary relative evaluation of the effectiveness of experimental
design instruction in the 15 target universities in this paper are
shown in Tables 2–4.

From the results, we can see that the schools with
high binary relative values can be divided into two cases:
one case is the schools with high reference index and
current index, such as H Technical University. Medicine
in 2015, and A University in 2016. *e schools with a
lower binary relative evaluation can also be divided into
two cases: one is a school with a larger decrease in the
current index, such as A University of Agriculture in

Experimental Management
[B1] (0.074)

Effectiveness of teaching experimental design in colleges
and universities [A]

Experimental knowledge base
[B2] (0.074)

Experimental skills
[B3] (0.074)

Experimental content and procedure
[B4] (0.21)

Experimental results
[B5] (0.438)

Informational Environment
[B6] (0.130)

Feasibility and experimental analysis
[C1] (0.284)

Innovative analysis of experimental design
[C2] (0.032)

Difficulty and value analysis
[C3]

Figure 5: Hierarchical structure model and weight parameters of experimental design teaching effectiveness index system in colleges.

Table 2: Reference and current indices of binary relative evaluation of the effectiveness of experimental design teaching in 15 universities.

No. College 2014 R.I. 2014 C.I. 2015 C.I. 2016 C.I. 2017 C.I.2015 R.I. 2016 R.I. 2017 R.I.
1 H Technical University 1.0000 1.0000 1.0000 1.0000 1.0000
2 H University of Engineering 0.4277 0.1981 0.1935 0.3122 0.4301
3 D University of Petroleum 0.3840 0.3363 0.3365 0.3677 0.4163
4 A University 0.0573 0.0483 0.0564 0.0852 0.0751
5 H Polytechnic University 0.3722 0.3350 0.2786 0.3645 0.3655
6 H University of Architecture 0.1449 0.1725 0.2091 0.1720 0.2346
7 A School of Mining 0.0378 0.0830 0.0502 0.0435 0.0655
8 J University 0.1185 0.0544 0.0557 0.0908 0.0656
9 A University of Agriculture 0.0723 0.1235 0.0889 0.0800 0.0555
10 D University of Agriculture 0.1181 0.1080 0.1993 0.1688 0.1394
11 D University of Forestry 0.2110 0.1779 0.1873 0.1985 0.1609
12 H University of Medical Science 0.1450 0.2765 0.1945 0.2584 0.3193
13 A University of Chinese Medicine 0.0936 0.0130 0.1036 0.1809 0.2334
14 M School of Medicine 0.0267 0.0156 0.0147 0.0036 0.0037
15 Q School of Medicine 0.0189 0.0158 0.0153 0.0147 0.0097
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2017, and the other is a school with a lower reference
index and a lower current index, such as M School of
Medicine and Q School of Medicine.

5. Conclusion

A teaching process without an evaluation system is unsci-
entific and unlikely to succeed in experimental teaching as
well. *e study of a more complete, comprehensive, and
operational evaluation system is the urgent need for the
development of experimental teaching in the information
technology environment to improve the quality of experi-
mental teaching testing standards. *e scientific evaluation
system should be both a certain standard requirements and
to meet the actual situation of an evaluation system needs
time to establish and improve the need for continuous
improvement and development in practice. With the
implementation of the evaluation system application eval-
uation system will continue to be modified and improved.

Higher education laboratory courses due to different pro-
fessional disciplines experimental content is also different
according to the characteristics of the discipline can be
applied as above evaluation system.

By using design-based research paradigm to study the
effectiveness of informatization teaching, researchers and
teachers have a deeper understanding of the factors affecting
the effectiveness of informatization teaching. It has some
significance to grasp the law of informatization teaching and
better use information technology in teaching practice to
promote the development of informatization teaching and
education informatization. *e science of information flow
analysis itself is the foundation of teaching analysis research.
If information flow analysis is combined with teaching
behavior analysis and social network analysis, it must be able
to analyze teaching activities in an all-round way.

*e strengths of the assessment method described in this
paper are: first, it enables students with various character-
istics to have the opportunity to be recognized and en-
couraged because human intelligence is diverse and each
student has his or her own superior intelligence; second, it
conveys the important idea that learning is complex and that
key learning outcomes usually have multiple manifestations
and require different skills to be fully demonstrated; and
finally, when using performance-based assessment and
authentic assessment, it helps to stimulate students’ interest
and engagement in learning. Improving outcome assess-
ment, strengthening process assessment, exploring value-
added assessment, and sound comprehensive assessment
necessarily rely on multidimensional assessment methods. It
should be clear that the most important concern is the
quality, not the quantity, of assessment, and that it is not
better to use more assessment methods for a particular
concept to be assessed, but rather to choose the assessment
methods that match the purpose of the assessment as much
as possible. *is principle needs to be strictly observed when
selecting assessment methods, taking into account the type
of learning objectives and their characteristics.

Table 3: Binary relative evaluation of the effectiveness of experimental design teaching in 15 universities.

College
Binary relative evaluation value

2014 2015 2016 2017
H technical University 1.0000 1.0000 1.0000 1.0000
H university of Engineering 0.3841 0.6906 1.0000 1.0000
D University of Petroleum 0.7025 0.8324 0.8469 0.8744
A University 0.4086 0.4053 0.8651 0.6152
H Polytechnic University 0.7147 0.6912 0.9473 0.7720
H University of Architecture 0.6243 0.8130 0.5284 0.9781
A School of Mining 1.0000 0.2883 0.4963 1.0000
J University 0.2379 0.3883 0.9336 0.5059
A University of Agriculture 0.8501 0.7170 0.5154 0.4825
D University of Agriculture 0.4738 1.0000 0.5322 0.5919
D University of Forestry 0.5353 0.4148 0.6548 0.5834
H University of Medical Science 1.0000 0.5548 0.8254 0.8939
A University of Chinese Medicine 0.0708 1.0000 1.0000 0.9264
M School of Medicine 0.2661 0.1384 0.1403 0.6826
Q School of Medicine 0.3807 0.1438 0.5502 0.4382

Table 4: Ranking of the binary relative evaluation of the effec-
tiveness of experimental design teaching among the 15 universities.

College
Ranking

2014 2015 2016 2017
H Technical University 1 1 1 1
H University of Engineering 9 6 1 1
D University of Petroleum 4 2 5 5
A University 8 9 4 8
H Polytechnic University 3 5 2 6
H University of Architecture 5 3 10 2
A School of Mining 1 11 12 1
J University 12 10 3 11
A University of Agriculture 2 8 11 12
D University of Agriculture 7 1 9 9
D University of Forestry 6 4 7 10
H University of Medical Science 1 7 6 4
A University of Chinese Medicine 13 1 1 3
M School of Medicine 11 13 13 7
Q School of Medicine 10 12 8 13
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To make the evaluation results highly reliable and
comparable, the key issue is to develop a scientific and
feasible quantitative index system. When constructing the
evaluation index system of information-based teaching, we
can draw on the more mature evaluation index systems of
other disciplines, then combine the characteristics of
computer-assisted teaching to select evaluation indexes, and
determine the weight of each index according to its role in
teaching, so that the indexes play an objective and com-
parable role in the process of quantification. At the same
time, when selecting the indicators, we should pay attention
to the fact that there should not be too many or too few
indicators. Too many evaluation indicators are not easy to
operate, and too few indicators are not differentiated
enough. *erefore, the index system should be improved
continuously in teaching practice to avoid the overlapping of
index factors and repeated weighting, so that it can be more
suitable for the needs of teaching evaluation.

In summary, it can be seen that the reference index is
used as the reference standard for the experimental design
and teaching effectiveness of colleges and universities. It is
more appropriate to use the binary relative evaluation value
as an indicator of the effectiveness of the experimental
design teaching in various colleges and universities. *is can
eliminate the injustice to evaluate the effectiveness of ex-
perimental design teaching in colleges and universities due
to the quality of objective basic conditions. *us it truly
reflects the management effect produced by people’s sub-
jective efforts. In addition, the method of binary relative
evaluation is used to calculate the effectiveness of experi-
mental design teaching in all colleges and universities.
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With the rapid development of the Internet, the new and advanced teaching mode is becoming increasingly popular, which has
become a focus in the �eld of education in recent years.�erefore, the research and development of online teaching platforms have
become a hot topic. �is article takes international news communication as the research background, aiming at the unclear
existing level and weak target. �e teaching mode of the single teaching form puts forward the “embedded online intelligent
teaching platform.” A set of online innovative teaching platforms for large embedded systems is studied and established. �e
improved clustering analysis uses the GBKM clustering analysis algorithm to integrate grid clustering and K-means clustering and
introduces the new meshing algorithm and the new function to calculate the density threshold. �rough theoretical analysis and
experimental veri�cation, the superiority of the GBKM algorithm is demonstrated. As the GBKM clustering analysis algorithm is
the core algorithm of a personalized smart learning system, it is applied to an online intelligent teaching platform. �e ex-
perimental results show that the teaching e�ect of the optimized teaching mode is signi�cantly improved.

1. Introduction

In October 2018, the Ministry of Education of China and
the Propaganda Department of the Central Committee of
the Communist Party of China issued “Opinions on Im-
proving the Training Ability of Journalism and Commu-
nication Talents in Colleges and Universities and
Implementing the Education and Training Plan 2.0 for
Excellent Journalism and Communication Talents,”
strengthening and improving the construction of inter-
national journalism and communication in colleges and
universities; building �rst-class global journalism and
communication specialty with Chinese characteristics and
world level; fully implementing the fundamental task of
moral education; educating people with the theory of so-
cialist journalism with Chinese characteristics; and culti-
vating a large number of high-quality all-media compound

expert news communication reserve talents with national
feelings and global vision [1].

Foreign scholars believe that teachers with news work
experience must undertake international news communi-
cation teaching activities, and experienced teachers must
guide students. Educators continue to work hard to cope
with the transformation of the media industry, and jour-
nalism students in grades 2 and 3 of the University of
Missouri have their newspapers in a real community work
club [2]. In recent years, foreign news colleges and uni-
versities have paid particular attention to data journalism
education. From “number one” to “visual �rst,” news
technology has changed continuously, rapidly changing the
media pattern, and even the �agship store of the New York
Times is trying to keep up with the trend of the times [3].

�e traditional theoretical classroom still dominates the
shaping of college students’ journalism concept in China.
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Domestic scholars have new thoughts on the whole jour-
nalism discipline [4]. Some theories of journalism have not
adapted to the reality of media diversification, function
diversification, and structure diversification. Re-under-
standing the media and communication will become the key
to the teaching and research of news communication [5].
Journalism must make changes in two aspects. Firstly,
journalism should not only open up new research fields but
also break through the original professional and disciplinary
restrictions; learn from and accommodate the research re-
sults, research methods, and theoretical systems of other
disciplines; and achieve interdisciplinary integration [6].
Secondly, news colleges need to break through the teaching
framework of mass communication; adjust the training
scheme of news students; and change the curriculum system,
teaching mode, and target orientation [7].

%roughout the international journalism and commu-
nication professional teaching mode, too old teaching model
is not in line with China’s national conditions, so they
continue to propose new models. %is article presents the
“personalized intelligence” teaching model—implementing
an embedded online intelligent teaching platform. By of-
fering an improved GBKM clustering analysis algorithm, a
new meshing algorithm, and a new function to calculate the
density threshold, the GBKM clustering analysis algorithm is
applied to the online intelligent teaching platform. In this
article, a personalized, innovative learning system is
designed. %e GBKM clustering analysis algorithm is the
core performance analysis algorithm. %e students’ per-
sonality characteristics are obtained by clustering analysis of
students’ performance records. According to the analysis
results, the personalized intelligent learning system provides
a personalized learning guide for students and achieves a
satisfactory’ personalized intelligence’ teaching effect.
%rough theoretical analysis and experimental proof, the
superiority of the GBKM algorithm is demonstrated, and the
clustering process has achieved good results.

2. GBKM Clustering Analysis Algorithm

K-means is one of the most widely used clustering analysis
algorithms and is a classical algorithm to solve the clustering
problem [8, 9]. Because of the shortcomings of excessive
dependence on the initial clustering center point of k and
because of the large amount of computation, it is not effi-
cient in time. At present, there are many improvements to
the K-means algorithm. For example, the efficiency of grid
clustering algorithms such as the K-means based on genetic
algorithm, the K-means with penalty factor, and the PBKP
algorithm is very high, and clusters with arbitrary shapes can
be found. However, there are also various defects in grid
clustering. For example, it depends on the selection of the
density threshold. At present, there are many improved grid
clustering algorithms, such as bipartite grid clustering,
adaptive grid clustering, GCHL, etc [10, 11].

In view of the shortcomings of the above algorithms, this
article proposes an improved clustering analysis algorithm
based on their advantages. GBKM clustering analysis

algorithm has achieved satisfactory results through data
testing and its application to practical systems.

2.1. BasicConcepts ofAlgorithm. If A � (D1, D2, . . . , Dn) is n
bounded domains, then S � D1 × D2 × · · · × Dn is an n-di-
mensional space, and D1, D2, . . . , Dn is regarded as the
dimension of S. %e algorithm’s input is a set of points in
n-dimensional space, defined as V � v1, v2, . . . , vn , where
v1 � vi1, vi2, . . . , vin  represents the i-point. vij ∈ Dj rep-
resents the j-dimensional component of the i-point [12].

Definition 1. Network unit
Assuming that the value on the i dimension is in the

interval [li, hi], i � 1, 2, . . . , n each size is divided into p
disjoint left-closed and right-open equal-length intervals, so
the data space is divided into p″ grid cells. %e length of the
grid element on the i dimension is δi � ((hi − li)/p), and the
j interval on the i dimension can be obtained by the fol-
lowing formula:

Iij � li + (j − 1)δi, li + jδi , j � 1, 2, . . . p. (1)

Definition 2. Grid unit density
%e density Den（Ci）of the cell Ci is defined as the

number of data points in the cell.

Definition 3. Density threshold
Set the density threshold Minpts, the grid whose density

is greater than the density threshold Minpts is “dense unit,”
and the data in the unit whose density is less than the density
threshold is “free data.”

Definition 4. Cluster focus
Given the cluster Ki � (ti1, ti2, . . . , tin), the mean cluster

center is defined as

Zi �
1
ni

  
x,y ∈ Ki

(x, y)
2
, (2)

where ni is the number of objects in cluster Ki, and x and y
are pairwise different objects in cluster Ki.

Definition 5. Intermediate clustering
%e sample space is divided, the unit grid set is defined,

the density of the grid unit is calculated, and a grid clusters
the dense team. %is process, called intermediate clustering,
only contains densely distributed points and does not
contain all the books. %e cluster generated by intermediate
clustering is called a medium clustering cluster.

Definition 6. Postclustering
After the intermediate clustering, the center of each

medium cluster is calculated as the initial center point, and
then the remaining accessible data are K-means clustering.
%is process is called postclustering, and the clusters are
called postclustering clusters.
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2.2. %e Basic Idea of the Algorithm. Firstly, based on grid
clustering analysis, the sample space is divided, and the grid
cell set is defined.%e object is mapped to the corresponding
grid cell, and the density of the grid cell is calculated. %e
unit with thickness is more incredible than the density
threshold r, and the data with a density less than the density
threshold r are marked.%e adjacent dense units are merged
to form an “intermediate cluster,” which does not contain
discrete free data. It calculates the center of gravity of the
middle group as the initial cluster center [13], calculates the
distance between free data and each cluster center, and the
accessible data are assigned to the nearest intermediate
cluster to form the “postcluster.”%e initial clustering center
of each postclustering is recalculated. %e algorithm ter-
minates if there is no change; if there is a change, the
clustering is repeated until the clustering conditions are met
[14].

Grid definition itself is a complex problem. Grid size and
placement have a significant impact on the clustering results.
How to divide the grid is of great significance to the ad-
vantages and disadvantages of the algorithm. In the GBKM
algorithm, a new function is introduced for meshing: δ �

((
n
i�1

��
li


)/n) and li are the lengths of the i component,

i � 1, 2, . . . , n.
At the same time, grid-based clustering is very depen-

dent on the selection of density threshold τ. Too large or too
small τ will affect the algorithm’s performance. A new al-
gorithm is proposed for determining the density threshold in
the GBKM algorithm: Minpts � ([

N
i�1 Den(Ci)

2](1/2)/N),
where Den(Ci), i � 1, 2, . . . , N is the density value of N
dense units with the highest density [15]. %e value of N
depends on the specific data. In general, Den(Ci) is arranged
in descending order. If Den(Ci) display density has a sig-
nificant jump, then N � I.

2.3. Steps of the Algorithm. According to a description of the
basic idea, the basic steps are as follows:

Step 1: Divide the data space into m disjoint, equal-
length grid cells and define the grid cell set;
Step 2: Assign the object to the appropriate unit;
Step 3: Calculate the density of each unit;
Step 4: Mark the grid with a density more remarkable
than the density threshold Minpts as “dense unit,” and
mark the data in the division with thickness less than
the density threshold as “free data.”
Step 5: Repeat any dense unit that is not clustered,
merge its adjacent thick units into a cluster until all
wide units are clustered to form K “intermediate
clusters”;
Step 6: Calculate the center of gravity Z

(1)
i of the K

intermediate clustering as the initial clustering center;
Step 7: Repeat any accessible data object, calculate the
distance between dis(xi, Ci) and k initial clustering
centers, where x is the accessible data object, Ci is the
first class, if dis(x, Ci) is the smallest, then x ∈ Ci; until
no longer exists free data, forming “postclustering”;

Step 8: Recalculate the center of gravity of the clustering
Z

(1)
i , if |Z

(1)
i − Z

(0)
i |≤ ε, the clustering ends. Otherwise,

continue K-means clustering until |Z
(i+1)
i − Z

(i)
i |≤ ε

completes clustering.

2.4. Implementation of the Algorithm. %e GBKM algorithm
is written in Java language, and the editing environment is
Eclipse. Eclipse is an open-source extensible application
platform which provides a first-class Java integrated de-
velopment environment for programmers [16]. %e
implementation of the algorithm is mainly divided into six
parts. %e first part defines various variables, methods, and
classes, among which the most important is to define a
public class cluster class, which describes the cluster gen-
erated by the clustering process, including the variable of
cluster members, the variable of cluster centroid, and the
method of updating the cluster centroid. %e second part is
the definition of the GetData (int cid, int analysis) method,
the function of this method is to read data from the database
and store it in the array folder after initialization; the third
part is the definition of Grid () method. %e function of this
method is to divide the data space into grids and map the
data objects to the Grid one by one. %e fourth part is the
method of clustering process preCluster (). %e fifth part is
the method of storing and displaying the clustering results.
%e sixth part is the main program entry (), which mainly
generates the object of the above class and then calls the
method of the thing to realize the whole clustering process.

3. International News Communication
Intelligent Teaching Optimization

%e development of an embedded network intelligent
teaching system platform plays a good role in solving em-
bedded professional theory teaching and market demand-
oriented application teaching mode optimization. It can
quickly improve embedded talents’ training effect and ef-
ficiency and solve the bottleneck of market demand for skills.
At the same time, it is of great significance to the research
and development of international news communication
teaching platforms.

3.1. Development Tools and Models

3.1.1. Development Tools. %e system used JSP (Java Server
Pages) technology framework to generate dynamic, inter-
active web server applications. JSP technology is the tradi-
tional web HTML file (∗.htm, ∗.html) into the Java program
segment (scriptlet) and JSP tags, resulting in a JSP file (∗.jsp).
JSP uses tags and scriptlets to encapsulate the processing
logic that generates dynamic web pages, accesses the ap-
plication logic of resources existing in the server, and sep-
arates the web logic from the web design and display. It
supports the reusable component-based design and makes
developing web-based applications rapid and easy [17].

%e web server of this system uses Tomcat 5.0 as a Servlet
container, which passes page requests to Serverlets and
returns the results to users. When a user requests access to a
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Servlet, it encapsulates the user’s request information in the
ServletRequest object, then passes the Request object and
Response object to the Servlet requested by the user, and the
Servlet writes the results of the response to the Servle-
tResponse object. %en Tomcat transmits the response re-
sults to the user.

SQL Use server 2000 is d in the background database,
and JavaBean is used to connect the database and query
and update the data. Using advanced B/S (Browser/
Server) architecture, page design uses the current in-
ternational popular web production tool Dreamweaver
2004 and EditPlus for editing; the script language is
JavaScript; page image processing uses PhotoshopCS and
Flash 5.0.

3.1.2. Development Model. %is system is composed of
people and computers for information collection, storage,
knowledge transfer, and use. With the development of
science and technology, the expansion of information, and
the explosion of knowledge, how to effectively collect in-
formation and transfer knowledge has become the devel-
opment purpose of this system.%erefore, it is imperative to
develop a plan that considers the development and operation
efficiency and meets the asynchronous real-time processing
function. %e development of this system uses the MVC
model. MVC pattern is the abbreviation of “Model-View-
Controller,” translated into Chinese as “Pattern-View-
Controller.” %at is, an application’s input, processing, and
output processes are divided into three layers according to
model, view, and controller, namely a model layer, a view
layer, and a control layer.

View represents the user interaction interface. For web
applications, it can be summarized as an HTML interface.
An application may have many different views. %e
processing of the MVC design pattern for a view is limited
to collecting and processing data on the view and the
user’s request, but not the processing of business pro-
cesses on the view. Handling of business processes is
handed over to model processing. Model is the processing
of business processes/states and formulating of business
rules. %e model accepts the data requested by the view
and returns the final processing results. Model design is
the core of MVC. When receiving requests from the user,
the model is matched with the view and the user’s request
together without any data processing is completed. %e
separation of model, view, and controller enables a model
to have multiple display views. If the user changes the
model’s data through a view controller, all views that
depend on these data will change. When data changes, the
controller notifies all views of the change. Models, ideas,
and controllers are updated synchronously according to
their relationships and primary functions [9].

%e view is in the web tier or client tier in this system.
%at is, JSP is the page display part. A controller is also in the
web tier, implemented by Servlet, the logic part of page
display. %e model is in the middle tier, implemented with
JavaBean on the server side, and implementing logical re-
lationships, as shown in Figure 1.

3.2. Design and Implementation of a Resource Center. As a
learning website, providing students with as many learning
materials and software download as possible is the proper
service function of the website. %e resource center module
of this website includes nine submodules, as shown in
Figure 2: search module, e-book module, curriculum re-
source module, software download module, learning ma-
terial module, free resource area module, the latest resource
area module, the hottest resource area module, and other
resource areas.

Based on the above module system diagram:
Searchmodule: the user inputs keywords, and the system

will display the matching records in the database according
to fuzzy matching.

Electronic book module: provides users free downloads
of electronic books, such as PDF, superstar, and other
formats, covering all aspects of embedded learning.

Curriculum resource module: it lets users download free
courses or other courses produced by this website. With the
curriculum resource center, students can easily find free
learning courseware.

Software download module: Module more professional
in the embedded aspect can obtain the professional infor-
mation common download site that does not provide..

Updated resource area: the resources provided by this
area are the latest with the help of this website.

Learning material module: the module mainly provides
students with more whole, suitable learning materials, such
as related technology frontier articles, excellent students’
learning notes, etc.

Free resource area: this area provides free downloads to
students.

%e hottest resource zone: the zone aims to make the
most popular resources present in a unique position on the
website so that students can understand the current trend of
resources.

Other resource areas: it lets users download a window of
resources other than free, up-to-date, and hottest resources
to display the site’s resources more fully on the page.

According to the above description, the logical function
of the resource center is clear. First, users select the module
after entering the resource center, view the resource in-
formation, and then download it online, which can also view
the resource's relevant resources and the website's out-
standing recommendations.

4. Case Study

One of the main applications of improved clustering analysis
algorithms is the personalized intelligent learning system of
embedded online innovative teaching platforms. GBKM
clustering algorithm is used to cluster the students’ scores.
According to the clustering analysis results, different
learning plans and suggestions are given for international
students. At the same time, the results of the analysis are
transmitted to the intelligent test paper generation system.
%e system changes the structure of the following exami-
nation paper of the students, truly achieves “individualized
teaching”, improves the intelligence of the website, and truly
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realizes the “personalized” and “intelligence” of online
teaching.

%e page display of performance analysis is designed in
JSP and CSS style. GBKM algorithm uses Java to compile
JavaBean file from Eclipse environment and calls this bean
file by JSP page.

In the specific application of the performance analysis
system, the GBKM clustering algorithm not only completes
the primary function of clustering the relevant data but also
completes the analysis of the characteristics of the cluster
formed after clustering and how to display it on the page. At
the same time, it stores the analysis results in the corre-
sponding database table. %e related database table records
are updated, such as updating the proportion of each chapter
in the testStru table CHAPTERSCORE. For subsequent use,
after completing the clustering and analyzing the charac-
teristics of the cluster, the analysis of students’ personality
characteristics and the display of various learning sugges-
tions are realized on the JSP page.

Calling a bean file in Jsp is done by introducing the
package util where the bean file resides. %e specific pre-
sented method:

When calling, a GetData object is created in the analysis
package and the object is instantiated. %en call various
methods in GetData class are called to implement multiple
mechanisms. %e code segment is as follows:

analyse.GetData gbkm� new analyse.GetData
(cido,ido);
gbkm.GetDatal ();
gbkm.Grid(); System.out.println (“main”);
gbkm.preCluster(); gbkm.getPreCluster();
out.print (gbkm.ShowOut());

%e realization of viewing the previous performance
analysis results mainly depends on the analysis of the per-
formance analysis result record table. %e USERID,
COURSE ID, and TEST TIME fields in the table store the
student’s latest test time for a specific course. %ese three
fields are consistent with the three fields of USERID,
COURSE ID, and TEST TIME in the test history infor-
mation table. %e three fields uniquely identify the analysis
results of the previous test and obtain the values of these
three fields in the JSP page of analysis. %e last examination
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results can be viewed for study and reference by calling the
corresponding records in test history.

4.1. Database Table Design. %is section mainly introduces
the database table design involved in the personalized in-
telligent learning system, including the test paper structure
table, the score analysis result record table, and the test
history information table.

Table 1 is the test paper structure table, identified as
testStru, and the data source is the change and addition of
the background paper structure. %is table mainly controls
the composition structure of the test paper. CHAPTER-
SCORE is the proportion of each chapter in the intelligent
test paper generation. According to the value of this field, the
savvy test paper generation can adjust the structure of the
test paper obtained by each savvy test paper generation,
namely the proportion of each chapter.

Table 2 is a record of the performance analysis results,
which is identified as analysis. %e data source is updated
after the performance analysis. It records the course number
and examination time of the students’ last performance
analysis, mainly for calling the corresponding information
when the students want to view the results of the previous
research.

Table 3 is the test history information table identified as
test history. %e data source is generated automatically by
the system after online testing. CHAPTERPER is the pro-
portion of the following test section: CLUSTERED is the
student’s class number, CLUSTERMEMBER is the class
member the student belongs to, and CLUSTERCENTER is
the clustering center of the type that the student belongs.
SCORE records the examination results, and PNSCORE
records each chapter’s scores. %e table records the infor-
mation after each examination, including the information
obtained from the scoring and the analysis of the result.

4.2. Evaluation of Personalized Intelligent Learning System.
In the specific application of the GBKM clustering algo-
rithm in the personalized intelligent school system, as the
core algorithm of performance analysis, the corresponding
records in the database are successfully read, and the
GBKM clustering completes analysis effectively. %e
characteristics of clusters formed after clustering are an-
alyzed, and the results are displayed on the browser page.
At the same time, stored the analysis results in the cor-
responding database table test history and updated the
records of the corresponding database table, such as
updating the CHAPTERSCORE of each chapter in the
testStru table for subsequent use.

Multiple GBKM clustering analyses were conducted on
78 test records in the database, and the clustering results
were roughly the same, as shown in Table 4.

By comparing the characteristics of each class, the course
members are very similar to those of the class. In contrast,
the differences between the course and the style are sig-
nificant, and each type’s clustering center can represent each
class’s characteristics. Due to the fast and effective clustering
and analysis of the GBKM clustering algorithm, the system
can understand the factors of each student’s grace and give
personalized learning suggestions and guidance according to
this feature, increase the system’s intelligence, and improve
students’ learning efficiency and effect. Taking “Introduction
to Journalism” as an example, this article compares a series
of data. %e change of data can better and more intuitively
see the transformation of test paper parameters, concluding
that the evolution of test paper parameters impacts students’
learning.

Firstly, the proportion of original questions in this
course is given and then this information is stored in the
database table testStru (Table 5).

When students do not perform performance analysis,
the structure of the test paper, i.e., the number of points in
each chapter, is carried out in following Table 6. %e system
will set the number of questions according to the specified
percentage and will not increase or decrease the number of
questions considering students' factors.

Observe the scores of each chapter derived from the
database test history table, as shown in Table 6. In this table,
the scores of each chapter are expressed in the form of “1@ 9.5
# 2@ 9.0 # 3@ 16.5 # 4@ 11.0 # 5@ 11.5 # 6@ 9.0 # 7@ 7.0 # 8
@ 9.0 #,” where @ is the number of chapters and the equal
score of this chapter, for example, 1 @ 9.5 is the score of the
first chapter 9.5; # is separated from chapters, such as 1 @ 9.5 #
2 @ 9.0, # is the first chapter, # is the second chapter. In
Table 6, the test scores of different students and each student
at different times are not the same. %at is, different and the
same students have different degrees of mastery of knowledge
at different times. Suppose all the questions are with the
proportion of questions in Table 5. In that case, the exami-
nation will lead to different levels of students with different

Table 1: Structure of examination paper table.

Field name Field ID section Property Length Pkey Null
Serial number ID Int 4 Ο Ο
Course number SUBJECTID Int 4
Category name STRUTEXT Varchar 100
Total number of sections CHAPTERNUMBER Char 3
Chapter scores CHAPTERSCORE Varchar 50

Table 2: %e pre-analyze table.

Fieldname Field ID section Property Length Pkey Null
Serial number ID Int 4 Ο Ο
Student no. USERID Varchar 4 Ο
Course number COURSEID Varchar 100 Ο
Test time TESTTIM Datetime 3 Ο

6 Scientific Programming



foundations to test the same topic. %e same student always
repeats the examination of familiar knowledge points, and
unfamiliar knowledge points may not be tested. %erefore,
how to change the proportion of questions for different
students at different test times to achieve targeted testing has
become the focus of the personalized intelligence of this
system. %erefore, after the performance analysis, the intel-
ligent learning system will change the proportion of each
chapter of the students according to the analysis results. For
example, Table 7 shows the proportion of each class chapter
after cluster analysis. As Table 6, 1 @ 11% # 2@ 8%means that
the proportion of the first chapter is 11% and the second
chapter is 8%.

Table 8 shows the classes of different students and the
proportion of each chapter. From this table, we can see the

differences among students and their different balance of
questions. %e system can carry out individualized intelli-
gent education for international students.

Table 9 shows that students have achieved different
results at different test times, belonging to different cate-
gories and proportions of questions. Over time, the students’
knowledge of each chapter also changes. %e ratio of stu-
dents’ questions in each chapter also changes, which realizes
the function of individual questions.

From the above analysis, the GBKM algorithm is applied
to the personalized intelligent learning system and the
implementation of personalized philosophical teaching for
different students in different periods. It dramatically en-
hances the intelligence of embedded online innovative
teaching platforms.

Table 4: %e clustering of GBKM.

Class-mark Members of the class
0 35, 36, 42, 43, 45, 58, 61, 65, 67, 74
1 8, 26, 30, 31, 32, 33, 34, 37, 38, 44, 46, 47, 49, 50, 51, 52, 54, 55, 56, 59, 60, 62, 64, 66, 69, 70, 71, 72, 81
2 48, 75, 76, 77, 78, 79, 80, 82
3 16, 17, 18, 19, 53, 63, 73, 83, 93
4 7, 9, 10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 24, 25, 27, 28, 29, 39, 40, 41, 57, 68

Table 5: Original question’s proportion of every chapter.

%e section 1 2 3 4 5 6 7 8
Proportion of questions per chapter (%) 10 10 20 15 15 10 10 10

Table 6: Student’s score of every chapter.

Students ID Examination of time Scores per chapter
0001 2021-5-30 1@9.5#2@9.0#3@16.5#4@11.0#5@11.5#6@9.0#7@7.0#8@9.0#
0001 2021-6-11 1@6.0#2@7.5#3@15.0#4@12.5#5@11.5#6@8.5#7@7.5#8@9.5#
0001 2021-10-8 1@6.5#2@10.0#3@19.5#4@14.0#5@13.5#6@9.5#7@8.0#8@10.0#
0002 2021-6-12 1@6.3#2@7.6#3@15.4#4@12.0#5@12.0#6@10.0#7@9.0#8@6.0#
0003 2021-6-12 1@8.3#2@9.2#3@19.5#4@15.0#5@14.5#6@8.5#7@9.5#8@8.0#
0004 2021-6-12 1@8.5#2@9.0#3@17.0#4@13.0#5@12.5#6@6.5#7@6.5#8@8.0#

Table 3: Test history table.

Field name Field ID Property Length Pkey Null
Serial number ID Int 4 Ο Ο
Test no. TID Varchar 50
Examinee number USERID Varchar 20
Course number CID Int 4
Test time TEST TIME Datetime 8
Array of test numbers ANSWER Text 16
Test score SCORE Decimal 9
Chapter score PNSCORE Varchar 200
Class member CLUSTERMEMBER Varchan 200
Class-center CLUSTERCENTER Varchan 200
Class-mark CLUSTERID Varchar 200
Section question ratio CHAPTERPER Varchar 200
Degree of difficulty HARD Chan 1
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5. Conclusion

Because the teaching mode of international news commu-
nication is too single, the teaching mode and imple-
mentation method are improved. %e application of cluster
analysis algorithms in teaching is studied in depth. GBKM
clustering analysis algorithm is proposed to improve the
traditional clustering analysis algorithm. Standard tests
verify the convergence and effectiveness of the GBKM
clustering analysis algorithm, which is successfully applied
to the personalized intelligent learning system of an em-
bedded online smart teaching platform.%emain innovative
work of this article is as follows:

(1) By studying the implementation of the online
teaching platform and related technologies, the
concept of “personalized intelligent teaching is
proposed,” the embedded online intelligent teaching
platform is realized using various popular technol-
ogies, and the overall style and architecture of the
online teaching platform are designed as d.

(2) %e clustering analysis algorithm is studied, and an
improved clustering analysis algorithm—GBKM
clustering analysis algorithm—is proposed, which
overcomes the shortcomings of the traditional
clustering analysis algorithm and demonstrates the
effectiveness and superiority of the algorithm are d
through theoretical proof and experimental
verification.

(3) %e improved clustering analysis algorithm is ap-
plied to the embedded online intelligent teaching
platform to realize the personalized, innovative

learning system of the embedded online smart
teaching platform. It reflects the individualized and
brilliant teaching concept and dramatically enhances
the intelligence of the embedded online intelligent
teaching platform.%e application of the system also
proves the effectiveness and practicability of the
GBKM algorithm. It optimized the teaching mode of
international news communication.
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Table 8: Different student’s cluster.

Student ID Kind ID Proportion of each chapter
Admin 4 1@7.9%#2@7%#3@21.7%#4@16.3%#5@15%#6@11%#7@10.6%#8@10.5%#
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0019 0 1@11%#2@8%#3@18%#4@13%#5@18%6@12%7@12%8@10%#
0021 2 1@11%#2@11%#3@19%#4@14%#5@16%#6@7%#7@11%8#@11%#
0007 1 1@10%#2@9%#3@20%#4@16%#5@18%#6@12%#7@8%#8@7%#
0008 1 1@10%#2@9%#3@20%#4@16%#5@18%#6@12%#7@8%#8@7%#

Table 9: Question’s proportion of every chapter of 0009.

Examination of time Kind ID Question proportion
2021-6-12 4 1@10%#2@9%#3@20%#4@16%#5@18%#6@12%#7@8%#8@7%#
2021-6-12 0 1@7.9%#2@7%#3@21.7%#4@16.3%#5@15%#6@11%#7@10.6%#8@10.5%#
2021-6-12 1 1@11%#2@8%#3@18%#4@13%#5@18%6@12%7@12%8@10%#
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�e traditional ideological and moral education evaluation mechanism in colleges and universities faces many challenges. Among
them, the traditional ideological and political theory course evaluation mechanism is di�cult to solve the contradiction between
the teaching content of the ideological and political theory course and the ideological knowledge of the educated, and the test
scores of the ideological and political theory course are di�cult to measure the level of students’ ideological awareness that has
become a prominent problem.�e evaluation mechanism of ideological and political education in colleges and universities based
on deep learning technology can play a role in the formative evaluation and consequential evaluation of courses, thus forming a
new mechanism for evaluating ideological and political education in colleges and universities, and further improving the ef-
fectiveness of ideological and political education.

1. Introduction

In 2017, the Ministry of Education issued the “Ideological
and Political Work Quality Improvement Project Imple-
mentation Outline in Colleges and Universities” [1]. �e
“Outline” proposed: “Improve the quality evaluation
mechanism of ideological and political education in colleges
and universities, and study and formulate the evaluation
index system of ideological and political work in colleges and
universities.” �is marks the national optimization and
innovation of the quality evaluation mechanism of ideo-
logical and political education work in colleges and uni-
versities has been brought to a new height. �ere are three
main areas of quality assessment of ideological and political
education work in colleges and universities: supply side
assessment, demand-side assessment, and management
assessment [2]. In general, “supply-side” and “demand-side”
are economic concepts. In the quality evaluation system of
ideological and political education work, supply side eval-
uation and demand-side evaluation refer to the evaluation of
the educational content of educators and the evaluation of

educated people, respectively. Assessment of learning out-
comes. Under the new historical conditions, both educators
and educated people have undergone profound changes, and
the incompatibility of the traditional ideological and po-
litical education work quality evaluation system has become
increasingly obvious [3]. Only by establishing new ideas and
borrowing new technologies can we realize the optimization
and innovation of the quality evaluation system of ideo-
logical and political education. In view of this, this paper is
mainly based on deep learning technology, one of the core
technologies of arti�cial intelligence, to provide optimiza-
tion ideas for the evaluation system of ideological and po-
litical theory courses in colleges and universities.

�e e�ectiveness of ideological and political theory
courses has always been an important concern of ideological
educators in colleges and universities because the e�ec-
tiveness of courses is related to the quality of ideological and
political theory courses [4]. In order to maximize the ef-
fectiveness of ideological and political theory courses, it is
necessary to deal with the contradictions in the teaching of
ideological and political theory courses. First of all, the
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content to be taught by educators in ideological and political
theory courses and the ideological conditions of the edu-
cated are a pair of contradictions in the teaching work of
ideological and political theory courses [5]. (e content
taught by ideological and political theory educators is the
principles of Marxism and the theoretical achievements of
the Sinicization of Marxism, which are scientific theories
proved by practice; and the educated are college students,
who grew up in a society with diverse values, and they
themselves bring (ere is a diverse knowledge background,
and their ideas and concepts are not yet stable, and it is easy
to change [6, 7]. To adjust such a pair of contradictions, the
designers of ideological and political theory courses must
not only ensure the scientific and advanced nature of the
content taught by educators but also maintain continuous
evaluation of the learning effects of educated people’s
ideological and political theory courses to ensure Within a
certain period of time, the content of the curriculum edu-
cation will keep pace with the ideological level of the edu-
cated. Such “synchronization” requires advanced evaluation
mechanisms to assist.

Second, the examination results of the educated ideo-
logical and political theory course and the actual behavior of
the educated in real life are another pair of contradictions in
the teaching work of the ideological and political theory
course in colleges and universities. Nowadays, the assess-
ment of ideological and political theory courses is mainly
based on the final written examination. Educated students
can still obtain high scores by memorizing knowledge points
in such an assessment, but such high scores are not the main
purpose of ideological and political theory courses.(emain
educational purpose of the ideological and political theory
course is to enable the educated to make correct value
judgments in real social practice through the teaching of
Marxist theory. However, the fact that an educated person
has achieved excellent results in the examination of the
ideological and political theory course does not mean that he
will also practice the advanced ideas advocated by the
ideological and political theory course in social life. Students
who achieve excellent grades in the assessment will not
necessarily demonstrate the corresponding political and
moral qualities in their actual behaviors, nor will they
necessarily be able to convert the same excellent grades into
positive and positive behaviors in long-term social activities
[8, 9]. (e key to improving the effectiveness of ideological
and political theory courses is to ensure that the educated
have achieved a certain ideological change and bring this
ideological change into their daily life [10]. (is requires
educators to grasp the ideological transformation of the
educated in the course of teaching ideological and political
theory courses and to use the evaluation mechanism to
complete the measurement of the level of ideological de-
velopment. However, “the construction of the evaluation
system of ideological and political education in colleges and
universities is not perfect, and the evaluation methods and
methods are relatively lagging behind.” (e current tradi-
tional evaluation system of ideological and political edu-
cation in colleges and universities cannot effectively solve the
above contradictions [11].

Deep learning is a new technology in the field of artificial
intelligence. (is concept was proposed by British artificial
intelligence expert Professor Hinton and others. It mainly
refers to “using themulti-layer abstractionmechanism of the
human brain to stimulate the learning process of the human
brain through a neural network, so as to realize the abstract
expression of a large amount of data in the real world.”
What’s more, “practice has proved that deep learning can
capture the underlying essential features or rules within data
such as natural images, videos, speech, and music with
potentially complex structural rules” [12]. From this point of
view, deep learning technology has a technical support
function for ideological and political education theory
courses. In practice, we can explore the innovation of
ideological and political education evaluation according to
the evaluation needs of ideological and political courses and
the corresponding model of deep learning technology. (is
paper mainly selects the formative evaluation and the
consequential evaluation of the ideological and political
theory course as two evaluation methods for model
construction.

2. Related Works

Intelligence refers to the ability of people to understand the
objective world and use knowledge to solve practical
problems. It is concentrated on the depth, accuracy, and
completeness of reflecting objective things, as well as the
speed and quality of applying knowledge to solve problems.
Judgment, association, and creation are manifested. Turing,
the “father of artificial intelligence,” once conducted an
experiment called the Turing test to test whether a computer
could not be detected when it communicated with people.
Artificial intelligence expert Wisniewski believes that the
intelligence of artificial intelligence is reflected in “machines
have the ability to learn and understand things, deal with
problems and make decisions.” Artificial intelligence is a
computer program that imitates human intelligence. It relies
on massive data and precise algorithms to achieve intelligent
applications. For example, Microsoft’s machine Xiaoice,
Google’s AlphaGo, can express its intelligence through
image perception, semantic understanding, knowledge ex-
pression, and reasoning calculus.

Deep learning provides artificial intelligence with a
smarter algorithm, and machines can learn by themselves by
optimizing rules and models through data. (e earliest
research on artificial intelligence can be traced back to 1956,
during which it experienced several slumps. An important
reason is the lack of data and computing power. Deep
learning was proposed by Hinton et al. in 2006, and more
advanced algorithms that support artificial intelligence have
subsequently emerged. Unlike humans, the second gener-
ation of artificial intelligence relies on logical analysis of the
causal relationship between things to make decisions and
judgments, and discover the correlation between things
through deep learning supported by big data. (e method it
takes is not to analyze the sample survey data, but to analyze
the whole data, so as to find the correlation between two or
more groups of data [6]. For intelligent robots, the most
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important thing is big data and intelligent algorithms. (e
more and more complete the data, the more accurate and
less error-prone decision-making and judgment will be. (e
cognitive development of machines has made significant
progress. For example, machines can look at millions of
pictures a day and complete deep learning, while humans
have strong intuition and reasoning abilities, and only need
to browse and learn a few pictures to grasp the rules [10].(e
combination of the machine’s deep learning and human
reasoning ability is the symbiosis and integration of two
types of intelligence, which is the future communion
intelligence. (e advantages of robots are reflected in
speed, accuracy, load-bearing capacity, repetition con-
sistency and operation time, etc., while human capabilities
are reflected in thinking and logical reasoning, learning
and skill progression, experience and real-time decision-
making, interactive collaboration, safety, etc. (e com-
bination of the advantages of both humans and robots will
exceed the capabilities of a pure human or robot [11]. For
example, the expert system in distance education can use
its own knowledge reserves to answer students’ questions,
record, evaluate, and diagnose students’ daily learning
situations, find problems and errors in students’ learning
process, and realize individualized teaching. (e spiral
rise of the SOLO level reflects the development process of
individual learning resulting from quantitative change to
qualitative change and understanding level from shallow
to deep. Pursuit coincides with deep learning. (erefore,
from the perspective of the quality level and under-
standing level of learning, the SOLO taxonomy is related
to shallow learning and deep learning. Figure 1 shows an
illustration of machine learning and deep learning.

In the field of artificial intelligence, swarm intelligence
originally originated from the research on the behavior of
many social insect biological groups. Simple individuals,
throughmutual cooperation and cooperation, emerge such a
feature of higher intelligent behavior, which is called swarm
intelligence [12]. What is the intrinsic connection between
swarm intelligence and artificial intelligence? Classical ar-
tificial intelligence represented by symbolic logic and expert
systems is rule-driven deterministic intelligence, while ar-
tificial intelligence represented by neural networks and deep
learning is data-driven uncertainty intelligence [4]. Swarm
intelligence is an artificial intelligence composed of two
interactive bits of intelligence. (e intelligence of our social
groups is also driven by interaction to form a joint force to
achieve innovation and development. Swarm intelligence
can gather human knowledge and wisdom in a wider range
than any previous technology, and promote the develop-
ment of human history.

Deep learning technology obscures the effectiveness of
school moral education. On the one hand, technology has
brought new measurement standards, which makes it more
difficult to measure the effectiveness of moral education
content. For example, the emergence of smartphones has
changed the relationship between people and changed the
individual’s perception of the world and self-awareness.
McLuhan believes that “the impact of any medium (any
extension of man) on individuals and society is due to new

scales; any extension (or any new technology) of our to
introduce a new scale into things” [13]. (e new scale
brought by artificial intelligence technology has become a
new standard for measuring the effectiveness of moral ed-
ucation. (erefore, under the background of new technol-
ogies, student morality has new development characteristics
and laws. However, if schools only emphasize the traditional
moral education goals, they ignore the students in the actual
technical environment, students will not be able to perceive
the real situation of students moral growth, and will not be
able to understand the real effectiveness of moral education,
thus falling into a passive situation. On the other hand, the
complexity of moral education content increases the diffi-
culty of measuring the effectiveness of moral education. On
the platform provided by artificial intelligence, students can
obtain moral education resources that they care about, and
discuss and exchange values with others. Artificial intelli-
gence technology supplements the lack of time and space to
teach moral education content in schools and makes up for
the actual needs of students. However, in the context of
artificial intelligence technology, whether the huge content
of moral education is too broad, whether it is in line with the
characteristics of children, and how effective is it? It is not
easy to observe concretely.

3. Evaluation and Analysis of Moral Education
Achievements under Deep Learning

(is study defines the meaning of classroom teaching ef-
fectiveness as follows: (e judgment of classroom teaching
effectiveness is not only based on the actual development of
students but more importantly, whether students’ devel-
opment level meets the requirements of the curriculum
objectives, that is, the achievement of curriculum objectives.
Figure 2 shows the relationship between efficiency and
benefit in teaching effectiveness.

(is research mainly adopts the connotation definition
of deep learning defined by scholar Zhang Hao, deep
learning is “learners master unstructured deep knowledge
and carry out critical higher-order thinking, active knowl-
edge construction, effective transfer application and real
problem solving, and then realize the development of
higher-order abilities such as problem-solving ability, crit-
ical thinking, creative thinking, and meta-cognitive ability.”
(e definition of this meaning can be understood from the
following two aspects: First, deep learning is an integral part
of students’ learning process and a specific way of learning.
Deep learning requires students not only to memorize and
understand relevant knowledge but also to think critically
about the knowledge they have learned and to actively
construct and transform it, so as to finally transfer knowl-
edge to real life and solve complex problems question.
Second, focus on the development of higher-order abilities
and thinking. (rough deep learning, the development of
higher-order abilities such as problem-solving ability, crit-
ical thinking, creative thinking, and meta-cognitive ability
can be realized. (ese abilities can correspond to the four
“application, analysis, synthesis, and evaluation” in Bloom’s
educational goal taxonomy higher cognitive levels. It can be
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seen that deep learning is oriented toward the acquisition of
advanced cognitive skills and involves higher-order thinking
activities.

3.1. Deep Learning Features. According to the learners’
understanding and mastery of knowledge, we can divide
learning methods into deep learning and shallow learning.
However, deep learning and shallow learning are not sep-
arated but interpenetrated. From the perspective of students’
learning process, deep learning starts from simple learning
with low emotional and behavioral input and gradually turns
to advanced learning with high emotional and behavioral
input. �erefore, when many scholars in the domestic ac-
ademic circle express the characteristics of deep learning,
they often compare them with shallow learning in the
statement and then draw the characteristics of deep learning.
For example, Professor Li Jiahou compared the character-
istics of deep learning and shallow learning and concluded
that the characteristics of deep learning are manifested in
three aspects: “understanding and criticism, connection and
construction, migration and application.”�e author uses Li
Jiahou’s comparative framework for deep learning charac-
teristics. Based on the deep learning characteristics sup-
plemented by other researchers, we select the memory
methods, cognitive results, learning motivation, learning
behavior, learning e�ectiveness, re�ective state, thinking

ability, and cognition of learners in deep learning and
shallow learning. Di�erences in skills, etc., are compared in
more detail.

�rough the comparison in Table 1, deep learning
emphasizes comprehension memory in terms of memory
methods and focuses on the construction and transforma-
tion of knowledge in terms of cognitive results. In terms of
learning behavior, it is a mixed behavior with high emotion
and high behavioral investment. Conduct critical thinking
and self-re�ection in behavior, focus on transferring the
knowledge to memorization life in cognitive skills, show
learning as a strong endogenous motivation in learning
motivation, and emphasize high e�ect in learning e�ect,
high e�ciency, and high level, focusing on the advanced
thinking level in the thinking level, and highlighting the
student learning as the center in teaching.

3.2.  e Understanding and Transformation of Knowledge
Must Go throughDeep Learning. In the course of ideological
and political theory courses in colleges and universities,
college students should �rst memorize the concepts and
knowledge of the basic viewpoints of socialism with Chinese
characteristics [13–15]; the second is the consolidation and
transformation of knowledge. When college students
complete the memorization of this viewpoint of socialism
with Chinese characteristics, they will assimilate or adapt
this knowledge to clearly repeat the knowledge they have
learned; again, it is the transfer and application of knowl-
edge. When asked about the content of basic viewpoint of
socialism with Chinese characteristics, college students can
quickly retrieve the relevant knowledge to answer. To sum
up, through the above three stages, the students’ knowledge
learning process of the basic viewpoints of socialism with
Chinese characteristics is explained. �is learning process
focuses on understanding and transformation to help stu-
dents better learn relevant knowledge [16]. Understanding
and transformation are high-level cognitive processing and
one of themain features of deep learning.�erefore, it can be
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development

Course
objectives

Teaching
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Teaching
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Figure 2: �e relationship between e�ciency and bene�t in
teaching e�ectiveness.
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Figure 1: Illustration of machine learning and deep learning.
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said that the understanding and transformation of relevant
knowledge must go through deep learning. Figure 3 shows
generalized knowledge learning stage and classification
model.

3.3. &e Acquisition of Abilities and Skills Must Go through
Deep Learning. In the cognitive stage, first of all, by ob-
serving the actions of others using Marxist theory to analyze
and solve practical problems, to stimulate situational
awareness to form an internal action image as a reference for
actual analysis and problem-solving; second, when forming
After the image, students combine their own abilities and
experience to form operational level expectations, that is,
they have self-awareness of whether they can skillfully use
Marxist viewpoints to analyze and solve problems. In the
connection stage, when students face complex problems,
they will know how to use the worldview ofMarxist theory to
analyze the problem, and at the same time, they will use the
Marxist methodology to solve the problem. In turn, the
connections that students form in problem-solving become
a new round of stimulation.

To sum up, the above three stages explain the acquisition
process of students’ ability to analyze and solve problems by
using the Marxist world outlook and methodology, which is
essentially the process of internalizing knowledge into
ability. (is process focuses on the transfer and application
of knowledge, emphasizing the application of the learned
knowledge to real life. And this process is one of the main
characteristics of deep learning, so it can be said that the
acquisition of students’ abilities and skills must be carried
out by deep learning.

3.4. &e Formation of “&ree Views” Must Go through Deep
Learning

First, know “choices”—make the right choices when
faced with situations that conflict with existing values.
Various values and cultural ideologies in modern so-
ciety collide, exclude, andmerge with each other, which
leads to college students often entering a choice situ-
ation premised on moral conflict, and the choice sit-
uation is opposite and incompatible. How to make the
right choice is a difficult challenge for college students.

(erefore, it is required to teach students to make
choices, and to do so when making choices: first, know
how tomake free choices according to their own values;
second, when faced with multiple choices, know how to
weigh the pros and cons of these choices; Choose
consequences for analysis and thinking in order to
make correct and sensible choices [17].
Second, learn to “value”—value your choices and feel
content. Many college students have different perfor-
mances from their predecessors, on and off-campus.
From a psychological point of view, this is essential
because college students are unwilling to be responsible
for behaviors that are not of their own will and without
emotional intervention. According to Ruths, he believes
that “value comes from the choices we are willing to
make,” in other words, only on the basis of careful
thinking and cherish the results of their choices, college
students will be responsible for their choices with words
and deeds. (erefore, at this stage, students are required
to: first, learn to be satisfied with the choice they have
made, and affirm their choice with sufficient reasons;
second, be willing to publicly admit this choice.
Finally, put into action, act on that choice, and repeat it
as a way of life. College students make rational choices
and cherish them when faced with choices, but these
cannot make college students form correct values.
Laths believes that in order for students to establish a
true value system, “the cherished choice must be put
into action, so that the action reflects the chosen value
orientation.” Based on this, at this stage, students are
required to: first, put the cherished choices into actions,
so that the actions reflect the correct value orientation;
a way of life [18]. To sum up, Laths believes that
through choice, cherishing, and action, students’ value
issues have been evaluated and clarified, resulting in
correct values. Although the value clarification theory is
a Western value education theory, because values are
universal in human society, the education methods of
values also have certain commonalities, which are the
“three views” for middle school students in the ideo-
logical and political theory courses in our country’s
colleges and universities. (e formation provides re-
alistic operability.

Table 1: Comparison of deep learning and shallow learning features.

Deep learning Shallow learning
Memory Memorizing on the basis of understanding Rote memorization

Cognitive results Build exercises between knowledge and make conceptual
changes Learning scattered or isolated

Learning behavior Complex activities with high emotional and behavioral input Simple activities with low emotional and behavioral
input

Reflect on state Critical thinking, self-reflection Lack of critical thinking and self-reflection
Cognitive skills Transfer what you learn to your life Unable to use knowledge flexibly
(inking level Higher level of thinking Lower levels of thinking
Learning
motivation Internal understanding drives learning Learning driven by external pressure

Learning effect High effect, high efficiency and high-level Low effect, low efficiency, low level
Teaching methods Focus on student learning Take the teacher’s teaching as the center
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4. Survey Design and Implementation

4.1. InvestigationPlanDesign. Investigating the status quo of
the e�ectiveness of classroom teaching of ideological and
political theory courses in colleges and universities is con-
venient for analyzing the di�erence between the actual state
and the state of classroom teaching of ideological and po-
litical theory courses in colleges and universities from the
perspective of deep learning, which is the real basis for
follow-up countermeasures [19]. In other words, we need to
understand the subject and object of the ideological and
political theory of classroom teaching behavior in colleges
and universities, that is, the teaching and learning behavior
of teachers and students, and analyze whether their behavior
can contribute to the e�ectiveness of ideological and political
theory classroom teaching. From the perspective of deep
learning, we believe that the mark of teachers and students
achieving the e�ectiveness of classroom teaching in ideo-
logical and political theory courses is that students have the
characteristics of deep learning in the learning behavior of
ideological and political theory courses and that teachers can
inspire students’ deep learning behaviors [20].

�erefore, this study conducted a sample questionnaire
survey on teachers and college students of ideological and
political theory courses in colleges and universities. To in-
vestigate the current situation of classroom teaching in
ideological and political theory courses in colleges and
universities for teachers of ideological and political theory
courses, we mainly understand the occurrence of teaching
behaviors that stimulate students’ deep learning in the
teaching process. �e teachers of ideological and political
theory courses in colleges and universities are mainly
composed of full-time teachers and ideological and political

counselors, so the questionnaire survey objects for teachers
are also taken from these two groups [21]. In addition, a
survey of the current situation of ideological and political
theory courses in colleges and universities was conducted for
the students from freshman to senior year, in order to
understand the in-depth study of students’ ideological and
political theory courses. �e questionnaire is conducted at
the end of the school year, so even the �rst-year students
have already taken part in the ideological and political theory
course, which meets the needs of the sample.

Regarding the analysis of survey data, the descriptive
statistics function of SPSS software is used to analyze the
teaching behavior of college teachers in ideological and
political theory courses and the deep learning behavior of
students, and use independent sample T-test and one-way
analysis of variance to understand the group di�erences of
the above behaviors. Table 2 shows a list of the content
design of student questionnaires.

After statistics, a total of 135 questionnaires were
distributed for teachers, 135 were recovered, 134 were
valid, the recovery rate was 100%, and the e�ective rate was
99.3%; a total of 1,300 questionnaires were distributed for
students, 1,254 were recovered, 1,221 were valid, and the
recovery rate was 96.5%, the e�ective rate is 93.9%. �e
basic information of the samples of the teacher ques-
tionnaire and the student questionnaire are shown in
Tables 3 and 4, respectively.

�rough investigation and analysis, it is found that the
learning behavior of college students in ideological and
political theory courses basically does not have the char-
acteristics of deep learning behavior. It is mainly manifested
in the lack of interest in learning ideological and political
theory courses, the basic lack of high-level information

1. New knowledge
acquisition stage

2. Consolidation and
transformation of knowledge

3. Knowledge transfer
and application stage

Through retelling and
finishing, the propositional

network is reconstructed and
restructured

Propositions are transformed
into production systems
through variant exercises

Declarative knowledge is
extracted and answered to

what question

Apply learned conceptual laws
to external affairs

Apply the learned conceptual
laws to internal regulation

Attention and
pre

Activate
existing

knowledge

Selective
perception

New knowledge
enters the

propositional
web

Figure 3: Generalized knowledge learning stage and classi�cation model.
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processing in the course of ideological and political theory
courses, and the lack of comprehensive application of
knowledge [22]. See Figure 4 for a horizontal comparison of
the mean values of each survey content.

(ere are also some group differences in the above
situation. Whether it is the learning drive of ideological and
political theory courses or the level of information pro-
cessing, girls are worse than boys, and science and engi-
neering students are worse than liberal arts students. From
the analysis of the differences in different grades, the first-
year students’ ideological and political theory courses are
slightly better than those of other grades.

By analyzing the current situation of classroom teaching
of ideological and political theory courses in colleges and
universities, it is found that the classroom teaching be-
haviors of ideological and political theory teachers are not
ideal enough to stimulate students’ deep learning [23].When
designing curriculum objectives, teachers do not fully realize
the important role they should play in the realization of
advanced curriculum objectives; although teachers have

adopted some teaching methods to promote deep learning,
the effect is not good; the teacher-student relationship
cannot promote information teachers cannot fully and ac-
curately understand the difficulties encountered by students
in the learning process of ideological and political theory
courses, and it is difficult for students to understand the
purpose of teachers to encourage them to conduct classroom
discussions; lack of understanding, it is difficult for the
course examination to give feedback on the real situation of
students’ deep learning; the classroom teaching atmosphere
of ideological and political theory is not ideal. See Figure 5
for a horizontal comparison of the mean values of each
survey content.

Depth learning is the purpose of ideological and po-
litical classroom teaching in the new era that emphasizes
autonomy, inquiry, and cooperative learning. In order to
guide students to learn independently, teachers should
change their role as knowledge imparters, and at the same
time be a learning theme designers and learning process
guidance.

Table 2: List of content design of student questionnaires.

Research topic Survey content Observation point Question id

Overall learning Students’ judgment of their overall learning
status

Self-judgment of students’ overall learning
status and academic performance Q1, Q2

Learn drive
Students’ judgment of their own

motivation and strength in ideological and
political theory courses

Whether the students have the desire to learn
the ideological and political theory course and

study interest
Q3,Q4,Q5,Q6,Q7

High-level
information
processing

Students’ judgment of their own high-level
knowledge processing in the course of
ideological and political theory learning

Whether students have the learning
characteristics of high-level information
processing in the learning process of

ideological and political theory courses, and
whether teachers have the elements to urge

students’ deep learning behavior in the course
homework arrangement and course

examination implementation from the
perspective of students

Q8, Q9, Q10, Q11,
Q12, Q13, Q14,

Q15, Q16

Comprehensive
application of
knowledge

Students’ judgment on their
comprehensive use of ideological and

political theory courses

(e situation of college students’
comprehensive use of knowledge in ideological
and political theory class teaching and the
situation of teachers guiding students to use

comprehensive knowledge

Q17, Q18, Q19,
Q20, Q21, Q22

Table 3: (e basic situation of the questionnaire survey sample of the current situation of classroom teaching of ideological and political
theory courses in colleges and universities.

Teacher group Seniority Master course

Full-time
teachers Counselor

Less
than 1
year

1–3
years

4–6
years

7–25
years

26–33
years

(ink
repair Outline Netherlands Wool Policies

Frequency
(person) 70 64 23 42 33 30 6 70 24 17 19 4

Proportion
(%) 52.2 47.8 17.2 31.3 24.6 22.4 4.5 52.2 17.9 12.7 14.2 3.0
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5. Conclusion

On the basis of analyzing and summarizing the characteristics
of deep learning, combined with the current problems in the
teaching process of moral education in colleges and uni-
versities, this paper proposes a teaching strategy for high
school ideological and political classrooms from the per-
spective of deep learning [24]. In the teaching process of high
school ideological and political courses from the perspective
of deep learning, under the guidance of teachers, students not
only deepen their understanding, grasp, construct, create,

transfer and apply the knowledge they have learned
through re�ection on the process and results of their own
learning activities, but also achieve the knowledge goal of
deep learning; it also promotes the development and im-
provement of related skills, transfers application and
problem solving, and achieves the skill goal of deep
learning [25].

Data Availability

�e dataset can be accessed upon request.
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Figure 4: Mean values of each item in the student questionnaire.
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Figure 5: �e mean value of each item in the teacher questionnaire.

Table 4: �e basic situation of the questionnaire survey on the current situation of college students in the ideological and political theory
course in colleges and universities.

Gender Colleges and universities Professional class Grade

Man Woman Synthesis
class

Liberal
arts

classes
Engineering Liberal

arts
In science and
engineering Freshman Sophomore Junior Senior

Frequency
(person) 713 508 433 399 389 490 731 366 215 363 277

Proportion
(%) 58.4 41.6 35.5 32.7 31.9 40.1 59.9 30 17.6 29.7 22.7
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In the scheme design stage of mechanical products, several design solutions need to be evaluated so that the best design solution
can be selected from them. Because the evaluation of mechanical product scheme design is a multilevel, multiattribute and
contains many fuzzy models, fuzzy comprehensive evaluation becomes an advantageous model for the evaluation of mechanical
product scheme design. In this article, a fuzzy comprehensive evaluation method is constructed, and a combination of the
subjectivity of determining weights by hierarchical analysis method and the objectivity of determining weights by entropy value
method is used to calculate the weights of evaluation indexes, and a combined assignment method is established to improve the
reliability of the evaluation method. �en, the best solution is selected by calculating the comprehensive evaluation value of each
product design solution. Finally, the validity, reasonableness, and feasibility of the evaluation model are veri�ed through the
evaluation and selection of three design solutions for a gearbox reducer, which also provides a new method for the evaluation and
selection of other product design solutions.

1. Introduction

In the conceptual design phase of mechanical products,
schematic design is a key aspect of product design, and the
quality of the product design scheme directly a�ects the �nal
product. �e product solution design stage is a complex,
fully de�ned, and innovative design reasoning process [1–4].
According to the product demand information, theremay be
a variety of product solutions designed, and the evaluation of
the scheme often involves a variety of technical indicators.
How to consider the impact of various uncertainty factors on
the weight of the indicators, it is necessary to establish a
perfect product design program evaluation model, and
comprehensively evaluate many technical indicators.�us, it
can obtain the optimal mechanical product design scheme,
which is also the key to ensuring product performance and
further design [5–8]. A comprehensive evaluation of me-
chanical product design solutions can e�ectively ensure the
quality of the design and also enable the designer to

preferably select the best solution among many design so-
lutions that meet the target requirements in all aspects of
performance [9–11].

�ere are various evaluation methods commonly used in
product solution design, such as data envelopment analysis
(DEA) [12], robust design [13], analytical hierarchy process
(AHP) [14], grey correlation analysis [15], arti�cial neural
network [16], analytic network process [17], etc. Chen et al.
[18] developed a decision model that combines the design
criteria of IF World Design Guidelines and multiattribute
decision methods, which can help decision-makers to sys-
tematically evaluate and improve the performance of product
designs. Yuan et al. [19] proposed a new fuzzy integrated
evaluation method for con�guration solutions integrating
customer requirements based on fuzzy set theory. Li and
Zhang [20] proposed a method combining the Kano model
(KM), hierarchical analysis method (AHP), and quality
function unfolding (QFD) method with intuitionistic fuzzy
sets (IFS) to solve the design decision problem of new
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product development, and finally the reliability and scien-
tificity of the method were verified by examples. Xu et al. [21]
described the evaluation problem of the overall mechanical
product design solution as an incomplete multiparameter
decision problem and established a decision method for the
evaluation of mechanical product solution design by infor-
mation entropy and ordered weighted average operator.
Yumoto [22] established an AHP-based product selection
based on the decision rules of a rough set of qualitative
evaluation decision support system. Du et al. [23] proposed
an improved approach to the traditional quantitative Kano
model that facilitates the personalization of products for
heterogeneous customer classification groups and can realize
accurate marketing. At present, most of the research on the
evaluation methods of mechanical product design solutions
is done by applying fuzzy theory, fuzzy processing of
qualitative indicators, and using methods such as expert
scoring to rank the overall evaluation value of design so-
lutions. In the evaluation process, the setting of indicator
weights mostly uses empirical methods, which has a strong
subjectivity. In this article, the characteristics of technical
indicators of mechanical product design solutions are ana-
lyzed, hierarchical analysis and information entropy are
introduced to describe the uncertainty of indicator weights,
the comprehensive evaluation value of design solutions is
applied, a preferential model and solution method are
constructed for the evaluation of product design solutions,
and finally the effectiveness of the method is verified through
the evaluation of a gearbox reducer design solution as an
example. )is evaluation method can not only improve the
efficiency by fully scientific design evaluation but also reduce
the design cost.

2. Construction of Fuzzy Comprehensive
Evaluation Analysis Method

2.1. Fuzzy Comprehensive Evaluation System. Fuzzy hier-
archical analysis is an evaluation method formed by
integrating fuzzy mathematics and hierarchical analysis.
)e complexity of the objective world and the ever-
changing nature of eternal motion give the world a
random uncertainty and a more general uncertainty, that
is fuzziness. )erefore, based on the affiliation theory of
fuzzy mathematics, qualitative evaluation is transformed
into quantitative evaluation, that is, fuzzy mathematics is
used to make an overall evaluation of things or objects
that are subject to multiple factors [24]. )is method can
effectively improve the objectivity and scientific nature of
the design evaluation, and the specific evaluation process
is:

(1) Determining the set of evaluation indicators U

In order to facilitate weight allocation and evalua-
tion, the evaluation indicators can be divided into m
subsets according to the attributes of the evaluation
indicators, and each category is regarded as a single
evaluation indicator and called the first-level eval-
uation indicator. )e first-level evaluation index can
set the subordinate second-level evaluation index,

and the second-level evaluation index can set the
subordinate third-level evaluation index, and so on.
Denoted as U1, U2, . . . , Us, it should satisfy:

U � U1 ∪U2 ∪ . . . ∪Us

Ui ∩Uj � ∅(i≠ j, i, j � 1, 2, . . . , s).
(1)

(2) Determining the rubric set V of evaluation indicators
)e set of rubrics V � v1, v2, . . . , vn  is the
evaluation grade standard and the set of rubric
grades is composed of the total evaluation results
that the evaluator may make to the evaluated object.
In this article, the rubric set V is divided into five
levels: good, better, average, qualified, and unqual-
ified, and its level score corresponds to 90, 70, 50, 30,
and 10.

(3) Determining the weight vector of evaluation
indicators
)e weight is a quantitative value that compares and
weighs the relative importance of the factors in the
evaluated thing as a whole. In the fuzzy compre-
hensive evaluation, the weights will have a great in-
fluence on the final evaluation results, and different
weights will sometimes get completely different
conclusions.

(4) Establishing the fuzzy comprehensive evaluation
matrix R
)e fuzzy comprehensive evaluation matrix com-
posed of the affiliation degree of each evaluation
index relative to the evaluation set is:

R �

r11 r12 · · · r1n

r21 r22 · · · r2n

⋮ ⋮ ⋱ ⋮

rm1 rm2 · · · rmn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
0≤ rij ≤ 1  . (2)

(5) Calculating the evaluation vector B of the product
design solution
After determining the weights of each evaluation
index, the evaluation vector B of the product design
solution is obtained by synthesizing the resulting
weight vector W of each evaluation index with the
evaluation matrix R of the corresponding evaluation
indicators.

B � W•R � ω1,ω2, · · · ,ωn( 

r11 r12 · · · r1n

r21 r22 · · · r2n

⋮ ⋮ ⋱ ⋮

rm1 rm2 · · · rmn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� b1, b2, · · · , bn( .

(3)

(6) Calculating the comprehensive evaluation value K of
product design solutions
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)e fuzzy comprehensive evaluation matrix B is trans-
formed into a comprehensive evaluation value K, and dif-
ferent solutions are selected according to their K values.

K � B · V
T

. (4)

After getting the evaluation value, a comparison of
multiple solutions will give an intuitive and quantitative
understanding.

2.2. Calculation of Integrated Weights. )e methods for
calculating the weights of product design evaluation indi-
cators are mainly divided into subjective and objective
methods. )e final results obtained when applying the
subjective method are highly subjective, while the objective
method is a method that uses attribute indicators to de-
termine the weights. In order to get more objective and
reliable weights of product design evaluation indexes, this
article combines subjective and objective methods and
proposes a combined weighting method. )e subjective
method applies the hierarchical analysis method and the
objective method applies the entropy value method, then the
weights obtained from both are combined, and then the
comprehensive weights are derived to provide reliable cal-
culated weights for the subsequent evaluation of product
design solutions.

2.2.1. Analytical Hierarchy Analysis to Determine the
Weights. In the early 1970s, American operations researcher
Professor Saaty proposed the analytical hierarchy process
(AHP) [25]. After years of development, this method is now
a more mature combination of qualitative and quantitative
analysis of multi-criteria decision-making methods. AHP is
easy to use, reliable, and practical. It has been widely used at
home and abroad after years of development. )e principle
of AHP is similar to the process of thinking and judging
when deciding; when analyzing a problem, the decision-
maker has to establish a hierarchical recursive system
structure for the influencing factors of the constraint object,
so that the decision-maker can rationalize the complex
problem.

(1) Construct Decision-Making Indicator System. )e es-
tablishment of decision indicators is generally determined
according to the professional knowledge or engineering
practice experience of the evaluator, but the indicators se-
lected in this way are somewhat arbitrary, and the number of
decision indicators usually selected is too large, with a se-
rious overlap of information between them and poor rep-
resentativeness. )erefore, it is necessary to select decision
indicators in accordance with the principles of completeness
and coordination, scientificity and mutual exclusivity, fea-
sibility and sensitivity, the combination of dynamic and
static, the combination of qualitative and quantitative
principles, and the decision indicator system of the final
constructed product design scheme.

(2) Constructing Judgment Matrix. After the recursive hi-
erarchy has been established, the affiliation between the
upper and lower elements is determined. )e next step is to
determine the weights of the elements at each level. )e
relative importance of the different indicators is determined
by a two-by-two comparison of the indicators at the next
level that affects the indicators at the upper level. In this
article, the 1 to 9 scale method of hierarchical analysis [26]
(Table 1) is used to construct a judgment matrix by com-
paring each evaluation index in the evaluation system be-
tween two so as to calculate the weights corresponding to the
evaluation indexes at the criterion level and each sub-
criterion level.

(3) Consistency Test of Judgment Matrix. )e judgment
matrix constructed by a two-by-two comparison does not
necessarily have consistency, and a consistency test is re-
quired to control the deviation generated by the judgment
matrix within a certain range before proceeding to calculate
the weights. At present, the maximum characteristic root
λmax of the judgment matrix is generally applied to test the
consistency of the judgment. )e consistency index is cal-
culated according to the following expression:

CI �
λmax − m

m − 1
, (5)

where CI is the consistency index of the judgment matrix,
λmax is the maximum eigenvalue of the judgment matrix A,
and m is the order of the judgment matrix A.

)e average random consistency index RI is introduced
to measure the allowable range of inconsistency of judgment
matrices of different orders. )e RI values of judgment
matrices of order 1 to 9 are shown in Table 2.

Determining the allowable range of inconsistency and
calculating the inconsistency ratio CR test formula for the
judgment matrix A is performed according to the following
expression:

CR �
CI

RI
, (6)

where CR is the consistency ratio and RI is the random
consistency index.

When the calculated CR≤ 0.1, the judgment matrix can
be considered consistent, indicating a reasonable weight
assignment.

(4) Calculation of Weights. )ere are many methods to
calculate the final weight vector for hierarchical analysis,
among which the easiest and most commonly used method
is the eigenvector method; so in this article, we choose the
eigenvector as the method to calculate the weight vector and
has Perron’s theorem [27] as its theoretical basis.

Perron’s theorem: If A � (aij)n×n is a positive matrix and
ρ(A) is its spectral radius, then the following conditions are
satisfied.

(1) )e largest eigenvalue λmax of A exists, is unique, and
λmax � ρ(A);
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(2) )e normalized eigenvector λmax corresponding to
ω � (W1, W2, . . . , Wn)T is a positive vector, that is
every element of ω is greater than zero.

)e relative importance weight vector ω is first obtained
by solving the eigenequation of matrix A in terms of the
largest eigenvalue λmax and its corresponding eigenvector
and normalizing it.

)e eigenvectors are obtained by solving the eigenvalues
of matrix A and their corresponding eigenvectors λmax and
then normalizing them to obtain the relative importance
weight vector ω.

A − λmaxI( ω � 0. (7)

)e eigenvector corresponding to λ is

ω � ω1,ω2, . . . ,ωn( 
T
. (8)

)e feature vector ω corresponding to the maximum
eigenvalue λmax is the weight vector of the scheme set.

(5) Multilevel Indicator Weights. )e calculation method of
the weight vector in the comprehensive evaluation can
obtain the weight of each decision indicator to the upper
decision factor layer, the weight of each indicator to the total
decision target is needed in the decision, and the weight of
the decision factor to the total decision target can be cal-
culated by AHP. Let there be a total of s decision indicators
in the decision factor layer and the weightD of the indicators
in the factor layer obtained by AHP, then the weight of the
final decision indicator on the total decision objective is
equal to the product of the weight of the corresponding
decision indicator and the weight of the upper decision
factor, which is denoted as:

ωj � ωe
j•ω

z
j , (j � 1, 2, . . . , s), (9)

whereωe
j is the weight of the decision factorC corresponding

to the indicator Cj, ωz
j is the weight of decision factorC to the

overall objective of the decision, ωj is the weight of indicator
Cj on the total objective of the decision.

2.2.2. Entropy Evaluation Method for Determining Weights.
In information theory, entropy is a measure of uncertainty.
)e greater the amount of information, the smaller the
uncertainty and the smaller the entropy; conversely, the
greater the entropy [28]. According to the properties of
entropy, the randomness and the degree of disorder of a
scheme can be judged by calculating the entropy value. )e
entropy evaluation method (EEM) is an objective assign-
ment method, which determines the index weights
according to the size of the information provided by the
observations of each index and can reduce the influence of
the subjectivity that exists in the hierarchical analysis
method on the analysis results [29].

(1) Constructing the indicator matrix
Assuming that there are n evaluation levels and m
evaluation indicators, the evaluation indicators are
scored according to the expert opinions, which
constitute an n×m indicator matrix A.

A �

a11 a12 · · · a1m

a21 a22 · · · · · ·

· · · · · · · · · · · ·

an1 an2 · · · anm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (10)

where aij is the value of the jth indicator of the ith
program.

(2) Normalizing the indicator matrix
Since the units of measurement of each indicator are
not uniform, it is necessary to standardize them
before using them to calculate the composite indi-
cators so as to solve the problem of homogenization
of the different qualitative indicator values. )e
indicator matrix A is normalized to obtain the
normalization matrix P.

P �

p11 p12 · · · p1m

p21 p22 · · · p2m

⋮ ⋮ ⋱ ⋮

pn1 pn2 · · · pnm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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pij �
qij


n
i�1 qij

positive indicators qij �
aij − amin

amax − amin

positive indicators qij �
amax − aij

amax − amin

i � 1, . . . , n, j � 1, . . . m

(11)

Table 1: Scale value table.

Scale
value )e value of aji

1 Evaluation indicator A is the same importance as B
2 Evaluation indicator A is slightly important than B
3 Evaluation indicator A is slightly important than B
4 Evaluation indicator A is more important than B
5 Evaluation indicator A is obviously important than B
6 Evaluation indicator A is very important than B
7 Evaluation indicator A is fiercely important than B

8 Evaluation indicator A is more fiercely important
than B

9 Evaluation indicator A is fiercely important than B

Table 2: RI values of high-order average random consistency index.

m 1 2 3 4 5 6 7 8 9 10
RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.48
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(3) Calculating the information entropy value Ej of the
jth indicator

Ej � −
1

ln(n)


n

i�1
pij ln pij  (i � 1, . . . , n, j � 1, . . . , m),

(12)

where: 0≤Ej≤ 1.
(4) Calculating the information entropy redundancy Dj

Dj � 1 − Ej. (13)

(5) Calculating the entropy weight of each indicator

ωj �
Dj


m
j�1 Dj

. (14)

2.2.3. Determining the Comprehensive Weights of Indicators.
)e hierarchical analysis method and entropy value method
have obtained subjective weights and objective weights,
respectively, and it is necessary to recombine the subjective
and objective weights to get more accurate comprehensive
weights. )en the comprehensive weight of each evaluation
index is calculated by the following formula [30].

Wj �
ω(a)

j · ω(e)
j


m
j�1 ω

(a)
j · ω(e)

j

AHP: ωa � ω(a)
1 ,ω(a)

1 , . . . ,ω(a)
m 

EEM: ωe � ω(e)
1 ,ω(e)

1 , . . . ,ω(e)
m .

(15)

3. Fuzzy Comprehensive Evaluation Based on
Mechanical Product Design
Scheme Optimization

3.1. Establishment of Fuzzy Comprehensive Evaluation
System. )e article takes the evaluation of a gearbox reducer
design scheme as an example, and three preliminary design
options are available [31].

(1) A two-stage reduction: this scheme can make full use
of space to reduce the center distance, but it is bound
to increase the supporting devices such as shafts,
gears, and bearings for the first-stage drive.

(2) Single-stage transmission, with the clutch arranged
in the middle end and the box components divided
into two large parts, namely the box and the front
cover; the pinion is hollow-set on the long shaft, and
the input power is transmitted to the pinion through
the long shaft and the clutch closure on it.

(3) Single-stage transmission, the structure of scheme
(2) is partially adjusted: the input shaft adopts tor-
sion shaft transmission, the pinion gear is empty set
on the torsion shaft, which makes the reducer have
the characteristics of small size; the clutch is arranged

at the rear end, the box combination surface is
changed from longitudinal section to transverse
section, which improves the assembly and disas-
sembly performance of the clutch parts and output
shaft parts; however, the process is more difficult.

By reviewing the information, a total of 2 principles of
technical indicators T and economic indicators E were
identified as the first-level indicators of the evaluation index
system. Performance indicator T1, processability indicator
T2, and service-oriented indicator T3 constitute the sec-
ondary indicators of technical indicator T, and labor cost E1
and time cost E2 constitute the secondary indicators of
economic indicator E. And center distance T11 and weight
T12 constitute the tertiary indicators of performance indi-
cator T1, ease of installation T21 and ease of processing T22
constitute the tertiary indicators of processability indicator
T2, and ease of maintenance T31 constitutes the tertiary
indicators of serviceability indicator T3. )e processing cost
E11 and material cost E12 are the tertiary indicators of labor
cost, and the time of trial production and production start-
up E21 and design progress E11 are the tertiary indicators of
time cost [31] (Figure 1).

3.2. Method of Calculating the Comprehensive Weights of the
Evaluation Indexes of the Design Scheme

(1) AHP method to determine the evaluation index
weights of gearbox reducer design scheme
For gearbox product development, according to
historical data and the experience of relevant engi-
neering designers, two comparisons are made using
the 1–9 scale method to construct the judgment
matrix of evaluation indicators at all levels, calculate
the weights under a single criterion based on the
work formulas (5)–(8), and conduct consistency tests
on the judgment matrix of order n> 2 (Table 3).

(2) EEM to determine the weight of gearbox reducer
design evaluation index
By inviting experts to make a two-by-two compar-
ison of the evaluation indexes at each level of the
gearbox reducer design evaluation system shown in
Figure 1 using the 1 to 9 scale method, the judgment
matrix A of the evaluation indexes at each level is
constructed.

A �

1 1/7 2 1/2 1 1 1/2 3 3

7 1 8 4 7 7 4 9 9

1/2 1/8 1 1/3 1/2 1/2 1/5 1 1

2 1/4 3 1 2 2 1 5 5

1 1/7 2 1/2 1 1 1/2 3 3

1 1/7 2 1/2 1 1 1/2 3 3

2 1/4 5 1 2 2 1 7 7

1/3 1/9 1 1/5 1/3 1/3 1/7 1 1

1/3 1/9 1 1/5 1/3 1/3 1/7 1 1
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. (16)
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)e entropy and entropy weights of each three-level
index under the gearbox reducer design scheme can
be obtained by equations (10)–(13) (Table 4).

(3) Comprehensive weight determination of evaluation
indicators
)e comprehensive weight vector of security principle
evaluation indexes can be derived from equation (14) as

W1 � (0.090, 0.320, 0.069, 0.115, 0.086, 0.082,

0.136, 0.051, 0.051). (17)

3.3.Determining theAffiliationMatrixRof theProductDesign
Solution. In this article, the affiliation matrix of the litera-
ture [32] on the three design options of the gearbox reducer
is directly chosen as shown in Table 5.

3.4. Determining the Evaluation Matrix B of the Product
Design Solution. )e evaluation matrix B for each gearbox
reducer design option can be calculated according to (3).

Scheme 1:

B1 � W•R1 � (0.1870, 0.0996, 0.0342, 0.3142, 0.3650).

(18)

Scheme 2:

B2 � W•R2 � (0.1620, 0.2172, 0.3190, 0.2206, 0.0812).

(19)

Scheme 3:

B3 � W•R3 � (0.0966, 0.2934, 0.3606, 0.2494, 0). (20)

3.5. Determining the Comprehensive Evaluation Value of the
Product Design Solution K. According to (5), the evaluation
score K can be calculated for each gearbox reducer design
solution.

Scheme 1:

K1 � B1•V
T

� (0.1870, 0.0996, 0.0342, 0.3142, 0.3650)

(90, 70, 50, 30, 10)
T

� 38.588. (21)

Scheme 2:

Comprehensive evaluation of gearbox reducer
design solutions

Technical indicators T Economic Indicators E

Labour cost
E1

Time cost
E2

Properties
Perfor-
mance

Indicators
T1

Centre-to-
centre

distance
T11

weight
T12

Ease of 
installation

T21

Ease of 
processing

T22

Ease of 
maintenance

T31

process-
ing
cost
E11

Material
cost
E12

Time of
trial

production
E21

Design
Progress

E22

Technolo-
gical

Indicators
T2

Service-
oriented
Indicator

T3

Figure 1: Gearbox reducer design scheme evaluation index system.

Table 3: Indicator weights and consistency test.

Tertiary level indicator weight and consistency test
Evaluation
indicators Weight vector CR Consistency check

T1 (0.125, 0.875) — —
T2 (0.25, 0.75) — —
T3 — — —
E1 (0.25, 0.75) — —
E2 (0.5, 0.5) — —

Secondary level indicator weight and consistency test
Evaluation
indicators Weight vector CR Consistency check

T (0.73, 0.19,
0.08) 0.058 Pass

E (0.83, 0.17) — —
Primary level indicator weight and consistency test

Evaluation
indicators Weight vector CR Consistency check

Overall solution (0.75, 0.25) — —
Final weight vector

W � (0.068, 0.480, 0.036, 0.107, 0.060, 0.052, 0.155, 0.021, 0.021)
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K2 � B2•V
T

� (0.1620, 0.2172, 0.3190, 0.2206, 0.0812)

(90, 70, 50, 30, 10)
T

� 53.146. (22)

Scheme 3:

K3 � B3•V
T

� (0.0966, 0.2934, 0.3606, 0.2494, 0)

(90, 70, 50, 30, 10)
T

� 54.744. (23)

)e final rating results of the gearbox reducer design
scheme calculated by the above method are K3>K2>K1,
with scheme 3 being the best, scheme 2 the second best, and
scheme 1 the worst. )is is consistent with the evaluation
results of literature [32, 33], and from the actual analysis,
scheme 1 uses two-stage reduction, which requires an ad-
ditional level of transmission system supporting device,
while scheme 2 uses a single-stage transmission and scheme
3 is an improved design based on scheme 2, so the evaluation
results are also consistent with the actual situation.

4. Conclusions

Evaluation decision plays a crucial role in the design process,
and its effectiveness directly affects the direction and results
of the design progress. In the decision-making process, when
determining the weights of each evaluation index, com-
bining the subjectivity of the hierarchical analysis method to
determine the weights and the objectivity of the entropy
weight method to determine the weights, the decision-
makers can evaluate the design solutions more scientifically
and accurately and improve the reliability of the design
solution evaluation. )e final design scheme, Scheme 3, was
preferentially selected after evaluating three designs for a
gearbox reducer, which is not only consistent with the lit-
erature evaluation results [28, 29] but is also in line with the
actual analysis results. )is method confirms its scientificity,
validity, and reliability, thereby reducing the product de-
velopment cycle and improving its quality.
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Because the English language has always been inaccurate and seemed difficult to correct errors, this development has created a
reputation based on improvements to the DWJ algorithm andHMM speech scores and correction mistake. In this paper, different
signal characteristics are used using the DWJ algorithm: the Mel frequency cepstrum coefficient compares the standard speech
library and the distance between the speech sample and the sample message received. 'e conversation deciphered the Viterbi
code according to the HMMmodel, which was recognized and evaluated by posteriori probabilities. Finally, the professional data
were used to fix the wrong phone to determine, score, and make repair mistakes.'e results of the experiments show that the tests
used in this article are reliable. 'e results of the experiment show that the standard English language proficiency in this article is
reliable, which can provide students with timely, accurate, and objective assessment and teaching feedback, improving English
language proficiency.

1. Introduction

As the most widely used language in the world, it is im-
portant to learn and master English. However, learning
English has always affected Chinese. Learning, reading,
listening, and speaking English on a daily basis is the hardest
part. With the advancement of computer science and
technology, training, and education, the use of computer-
assisted speech technology allows for solving this problem.
Technology can transform existing instructional patterns
and learning environments and transform information into
text by doing, analyzing, recognizing, and understanding
them. In combination with other language skills such as
fluency, speech technology, and machine translation. En-
glish language proficiency systems have been developed to
help students correct non-verbal cues on time and without
repetition. 'is will greatly benefit students’ English lan-
guage learning experience and result in significant com-
munity and business benefits.

2. Literature Review

'e basis of telephone calls is knowledge of speech and speech
measurement. Speech recognition technology, or Automatic
Speech Recognition (ASR), is the technology of translating
information into commands or texts by using automatic rec-
ognition and comprehension technology (many are computers)
to use interactive communication between man and machine.
'us, speech skills have become a hot topic in recent years [1, 2].
'e demands of high-end software, hardware, and procedures
for speech signal processing work are due to changes in speech,
data signal frequency, volume of speech, in particular, multiple
acknowledgments and measures. From the classical dynamic
time distortion (DTW) algorithm to the hidden Markov
simplified model (HMM) and then to the latent inertia device
(ANN), speech recognition has become the norm. Unprece-
dented Difficulties. As a result, it is difficult to improve its
accuracy and speed, making it difficult to make a significant
impact on knowledge of speech, material, and industry [3].
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For the classic speech recognition algorithm, DTW
solves the problem of different call length patterns based on
dynamic programming ideas. DTW is the easiest and most
effective way to identify personal information, as it is vir-
tually no longer included in training. However, it has many
shortcomings, especially the ability to recognize an inde-
pendent speaker, speak fluently, and speak with large words.
'e main reason is that there is no efficiency for training
using statistical procedures, and it is not easy to use simple
and advanced instructions for algorithms.

HMM creates a set number of models of speech signal
time. 'e HMM model describes the acoustic model of
speech in an appropriate way and uses training techniques in
organically blended low-pitched and upper-level speech
patterns in cognitive exploration algorithm so a better effect
can be obtained. However, HMM also has some limitations
[4]. First, the HMM-based approach does not consider the
impact of perception. Secondly, large-scale speech corpora
need to be collected to train HMM templates of standard
speech to obtain robust HMM. Moreover, since call is an aid
to second language learning, it involves more nonnative
speech recognition. When recognizing nonnative speech,
the recognition performance of HMM trained by native
speech will be greatly reduced, so it is necessary to carry out
self-adaptive nonnative speech recognition. Even so, it is still
difficult for the adaptive HMM to achieve good results in
nonnative speech recognition. In addition, HMM also has
the following problems: the prior statistical knowledge of
speech signals is required, the classification decision-making
ability is weak, and the Viterbi recognition algorithm has a
large amount of computation and Gaussian mixture prob-
ability calculation. 'ese shortcomings make it difficult to
further improve the performance of HMM model. For
English speech recognition with large amount of data and
complex pronunciation changes, HMM has more obvious
shortcomings, which makes the speech recognition time
longer. 'erefore, the HMM-based speech recognition
method has encountered a major development bottleneck
[5].

3. Improved DWT Algorithm

3.1. Speech Recognition Principle. 'e main idea of knowl-
edge of technology is to bring speech into a product of
learning, translating practical information into text that is
conveyed through the processes of machine knowledge and
understand, and allow the machine to control speech.
Speech recognition can illustrate the principle of acceptance
as shown in Figure 1. 'e most important module of speech
recognition is to eliminate speech and modify speech
patterns.

3.2. Voice Signal Preprocessing. 'e first step in speaking
skills is before the speaking process. 'e advancement of
speech characters is not only the basis of speaking skills, but
also an important factor in the development of the char-
acteristics of speech. Only at the prespeaking stage of the
speech signal is it possible to subtract the features that

indicate the speech and then carry out the comparison with
the sample to get the result related similarities. 'e audible
signal preprocessing module typically has five steps: digi-
tizing the audible signal, endpoint detection, enclosing,
windowing, and preemphasis[6].

3.2.1. Speech Signal Digitization. A loudspeaker signal is a
type of clock-changing wave and is an analog signal.
However, since computers only receive digital signals, if a
computer wants to make a speech sound, it must digitize
the speech signal. 'e process of digitizing spoken
characters involves comparisons and quantification.
After sampling and quantization, the speech signal be-
comes a digital signal.

3.2.2. Preemphasis. 'e first task is to improve the signal
frequency, eliminate the frequency signal in the speech
signal, and smooth the signal spectrum. In the spectrum of
speech signals, the higher the frequency, the lower the
amplitude. When the frequency of a speech signal is dou-
bled, its amplitude of the energy spectrum decreases by 6 dB.
In order to balance the signal spectrum and facilitate the
analysis of the spectrum and other characteristics, it is first
necessary to see that the signal is speech signal. High-fre-
quency speech signals and low-frequency speech signals are
difficult to obtain. Special attention is paid to solving this
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Figure 1: Principle of speech recognition.
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problem. One indicator is the use of digital audio signals
through filters with enhanced 6Db/8 frequency character-
istics. 'is is a first-class digital filter, as shown in the fol-
lowing equation:

H(z) � 1 − μ∗ z
− 1

. (1)

If expressed in time domain, the preaccentuated signal
S2(n) is

S2(n) � S(n)−
∗
S(n − 1), (2)

where μ is 0.9375.

3.2.3. Framing andWindowing. Generally, speech symbols
are considered infinite and change over time. However, in
the short term, such as l0 ms–25ms, there is a slight
change in the characteristics of the speech signal. We can
define this short-term problem as a stable signal, and the
characteristics of the speech at this time can be consid-
ered as constant [7]. 'erefore, it can describe the speech
signal using a short time; that is, the speech signal is
segmented parallel to the time axis. To achieve the
purpose of speech comparison, we subtract the speech
signal characteristics for each speech segment and
compare them with the segmented speech characteristics.
At the same time, the overlap of the frames should be
facilitated by the transition of the line adjacent to the
speech signal and the continuity of the signal. 'is
overlap is often called the transformation, and the data
contained in a ton of speech is called a long line [8].

3.2.4. Endpoint Detection. 'ere is no way to determine the
end. Different search processes can be used in different
systems. In this form, the system uses a combination of
short-term zero interference velocity and short-term mo-
mentum to capture the final points. Both methods are time-
consuming and the results are reliable and accurate.

'e short-term energy is a reflection of the law of change
in terms of volume over time. Assume that the long-range
magnitude of the X range of the nth energy of the speech
signal is indicated by E. then its calculation formula is shown
as follows (where N is the frame length):

En � 
N−1

m�0
x
2
n(m), 0≤m≤N − 1. (3)

We can tell the difference between speech and voice by
analyzing the signal strength. 'e distance between the
speaker signal and the pickup will indicate more. Short
power consumption, speech signal, and noise can be easily
seen in the example of signal-to-noise ratio. However, in a
low- to high-pitched environment, the short-wave energy
does not exactly distinguish the melody [9].

'e short-time zero intersection signal is the number of
short-time signals transmitted across the x-axis in the range.
'e signal recording time for a continuous speech signal is
the number of times it crosses over the time axis of the zero
intersection reported. If the two values of an example of a

discrete signal are different, it means that they pass through
the time axis at once.'erefore, a zero-intersection value can
be calculated. We define the short-time zero-crossing rate of
speech signal as follows:

Zn �
1
2



N−1

m�0
sgn xn(m)  − sgn xn(m − 1) 


, (4)

where sgn[x] is a symbolic function, as follows:

sgn[x] �
1 (x≥ 0)

−1 (x≤ 0).
 (5)

Low-energy sound tones have a low cross-sectional area,
while high-energy sound tones have a high cross-sectional
area. In general, by identifying the zero-crossing speed, it can
be seen that the speech segment has a stable zero-crossing
speed, but the volume is not the case. 'erefore, we can filter
the end of the conversation by short-term zero intersection
[10].

3.3. Feature Extraction of Speech Signal. Decomposing
speech signal features for improved speech reduces system
storage capacity, shortens run time, and effectively improves
comparison efficiency [11].

Now, after the speech signal has been completed, several
measures have been selected for the following characteris-
tics: linear estimated coefficient (LPC), linear hypothesis
cepstrum coefficient (LPCC), and Mel cepstrum coefficient
(MFCC). 'ese measurements can determine the charac-
teristics of the speech signal. 'e Mel cepstrum coefficient
(MFCC) is stronger for noise operation andmore stable than
the linear frequency (LPC). Using three negative traits
(MFCC, tone, and size) to measure English proficiency, the
final experiment showed that MFCC had the highest ac-
curacy [12].

'e relationship betweenMel scale and frequency can be
illustrated by the following equation (where f is the truth rate
of the signal):

fmel � 2595 long10 1 +
f

700
 , (6)

where f is the unit of actual frequency in Hz. MFCC pa-
rameter extraction principle’s block diagram is shown in
Figure 2.

3.4. Dynamic Time Warping (DTW) Recognition Algorithm.
Dynamic time distortion is best associated with the principle
of dynamic programming by performing time differences
between the design and the experimental model. 'is bends
two sentences connected to different clocks on the time axis
so that the two points speak better.'ere are two time series,
m and N, and their lengths are h and K. M sequence is the
design, n is a sequence model, and the values of each point in
the system are the same indicating the value of each column
of temporary speech. For example, the sentence ofm speech
contains the wholeH number.'e characteristic value of the
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i-th frame is mi. 'e Figure 3 shows data formula (7) of the
two sequences:

M � m1, m2, . . . , mi, . . . , mh;

N � n1, n2, . . . , nj, . . . , nk;
. (7)

In order to better compare the two speech periods, we
need to compare the two periods and create a network of
h∗ k matrices as shown in the figure below. We draw each
model audible signal frame on the horizontal axis of the
rectangle joint and then draw each sample audible signal
frame on the vertical axis of the rectangle joint.'e diagrams
below are drawn with data from two categories. 'e in-
tersection of each grid in the figure shows that the distance
betweenmi and nj can be marked wi; that is, the similarity of
each point in m is temporary and each point in n is tem-
porary. 'e smaller the distance, the higher the similarity.
Euclidean sites are usually used. Each term of the matrix (i, j)
represents a comparison of the terms mi and nj. 'e DTW
algorithm can be scaled down to see the way through
multiple points in this network. Content across the network
is a parallel content that counts in two sections. 'e two
sequences can be represented in Figure 3 by the two
combinations.

From the above analysis, we can define the passage
through the lines in the figure according to the method of
exploration with the time difference of W. 'e k-th defi-
nition of W indicates drawings of m and n.

From the above analysis, we can determine the way in
which the lines in the figure become the means of explo-
ration with time change, shown asW. Conclusion k-th ofW
is defined as the formula, indicating the sequencesM and N.
So we have the following formula:

W � w1, w2, . . . , wk−i, . . . , wk; max(m, n)≤ k≤m + n − 1. (8)

3.5. Improved DTW Algorithm. In the previous section, the
DTW algorithm always uses all words as the basis of training
and recognition and does not consider the distribution of
words. Due to the low slope limit during modification, many
points in the network cannot be reached. As shown in
Figure 4, it is not necessary to calculate the appropriate
frame spacing for the diamond layer mesh content [13]. In
addition, it is not necessary to keep the matrix parallelism of
all the frames and the matrix components, because only
three networks of the previous line are used in the calcu-
lation counts for each network point in each row. 'e
combined use of these two functions can reduce computing
and storage space [14].

Adjusting multiple lines of the research matrix can affect
the required speed. We can control the search area by
adjusting the two slopes. If the search is too small, the search
speed will be better, more useable methods will be lost, and
the comparison will be inaccurate. Changing the search
facilities too much may quickly affect competition [15].
Finally, the development of DTW exploration after the
experiment did not explore the whole of the matrix data in
the figure, but reduced the area of the surrounding paral-
lelogram by two lines with 2/3 and 3/2 slopes. It is the last
point that works. A field is a parallelogram called an ex-
ploration figure. A field is a parallelogram called an ex-
ploration figure. In the origin and endpoint of the
parallelogram (top right) and the parallelogram formed by
the two edges 2/3 and 3/2, the following two points Send and
Xb finally counted. In such areas, rapid and similar searches
are the best options [16]. Improvements to traditional DTW
algorithms are aimed at improving the performance of
comparison speech. Figure 4 shows the research method for
improving the DTW algorithm.

In Figure 4, the actual dynamic bending is divided into
three sections: (1, xa), (xa+1 xb)(xb+1N)(1, xa), (xa+1 xb)

(xb+1N), as shown in

DTW algorithm constrained search path graph
W1 W2 W3

Wk

Figure 3: DTW algorithm constraint search path diagram.

Voice

Preprocessing

Find the
logarithmic

DCT

FFT

Spectral line
energy

Mel filter energy

Figure 2: Schematic block diagram of MFCC feature parameter
extraction.
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xa �
1
3

(2M − N)

xb �
2
3

(2N − M)

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

, (9)

where xa and xb both take the nearest integer; thus, the
limiting condition formula (10) for the length ofM and N is
also obtained:

2M − N≥ 3

2N − M≥ 2.
 (10)

If the above conditions are not met, the difference be-
tween the two is considered to be very good for dynamic
bending modification.

It is not necessary to compare each pole on the x-axis
with every pole on the y-axis, except the pole on the y-axis.
'e calculations for ymin and ymax are as follows:

ymin

1
2

 x, 0≤x≤ xb

2x +(M − 2N), xb ≤x≤N

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

, (11)

ymin

2x, 0≤ x≤xa

1
2

 x + M −
1
2

 (1/2)N , xa ≤x≤N.

⎧⎪⎪⎨

⎪⎪⎩
(12)

'e connecting parts of our three bends are >case. For
each front frame of the x-axis, the y-axis ratio is different, but
the bending properties are the same, and the distance change
is made by the following model:

D(x, y) � d(x, y) + min[D(x − 1, y),

D(x − 1, y − 1), D(x − 1, y − 2)].
(13)

For each front column of the x-axis, only the storage
space of the previous column is required. 'erefore, instead
of storing the entire distance matrix as a whole, only vectors
D andD of the two lines should store the storage space of the
previous line and count the storage space of the line now,
which has been modified for all forward and post. According
to the above model, the storage area D of the previous line
and the relative D(X, v) of all the frames of the current line
are stored in vector D by calculating the storage location of
the current pole and then assigning the new D position to D
as the new location stored in the next row. In this way, it goes
to the end line of the x-axis, and M meaning of vector D is
the parallel to the dynamic curve of the two models.

4. Voice Scoring and Error Correction

4.1. Similarity Comparison Method DTW. At present, there
are many methods to measure the pronunciation quality. Our
requirements for the scoring algorithm are as follows: high
reliability and consistency with experts’ scoring only reflect
the learners’ ability to pronounce Chinese and do not pursue
the best similarity with standard pronunciation individuals.
Following this study, the HMM-based phoneme probability
algorithm was stable and not easily altered due to changes in
the learner’s behavior or voice channel, indicating similarities
between learners’ speech and speech patterns.

In speech processing, we cannot simply compare input
features with templates directly, because speech signals have
considerable randomness. Even if the same person reads the
same sentence aloud, it is impossible to have exactly the
same length of time. For example, with the faster phonation
speed, the length of the vowel stable part will be shortened,
while the length of the consonant or transitional part will
remain basically the same. 'erefore, time regulation is
essential. Dynamic time warping is a nonlinear warping
technique that combines time warping with distance mea-
sure computation. Suppose that the feature vector sequence
of the reference template is a1, a2, a3, . . . , am, . . . aM, the
feature vector sequence of the input speech is
b1, b2, b3, . . . , bn, . . . bN, and M≠N. 'en, the dynamic
regularization is to find a time regularization function m �

w(n) and map the time axis n nonlinearly to the time axism
of the reference template, so that

D(n, w)min
w(n)



N

n−1
d[n, w(n)], (14)

where d[n, w(n)] represents the distance between the nth and
input eigenvectors and the w(n) reference template vector.
Obviously, w(n) should be a nondecreasing function. Dy-
namic time warping aligns the input features with the ref-
erence template features in time to eliminate the nonessential
differences between them. Figures 5 to 9 show the schematic
diagram of the distortion between the two modes in the case
of direct matching, linear matching, and nonlinear matching.
It can be seen from the figures that when the nonlinear
matching method is adopted, it is possible to minimize the
nonessential difference between the two modes.

A
B

Xa Xb

Search area

Schematic diagram of matching path constraints

Figure 4: Schematic diagram of matching path constraint.
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Dynamic time warping is an optimization problem.
Dynamic programming technology is often used to solve this
problem. 'e concept that local optimization can lead to
global optimization is used. 'e purpose of the solution is to
find the optimal time warping function w(n) and the cor-
responding D(n, w). Recursive formulas (15) and (16) can be
derived as follows:

D(n + 1, m) � d[n + 1, m] + min[D(n, m)g(n, m)

D(n, m − 1), D(n, m − 2)],
(15)

g(n, m) �
1, w(n)≠w(n − 1)

∞, w(n) � w(n − 1).
 (16)

Since the calculation of each pointD(n+1,m) requires the
calculation of all three points D values on the n column, it is
very time-consuming to calculate the time regularity using the
dynamic programming technique. In pattern recognition, it is
often necessary to calculate the distance between features. In
speech recognition, the similarity between the reference mode
and the input mode is determined by the distortion measure
between the two frames [17]. It is a measure that reflects the
difference between signal features and is represented by D (x,
y). In the calculation of DTW distance, the absolute value
average distance equation is used as follows:

t

Figure 5: Direct matching.

t

Figure 6: Linear matching.

Mode A to be tested

Direct match D1 (A, B)
t

Figure 7: Direct matching D1.

Linear match D2 (A, B)
t

Figure 8: Linear matching diagram (D2).

Nonlinear matching D2 (A, B)

Test mode B

t

Figure 9: Nonlinear matching (D2).
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D(x, y) �


N
i�1 xi − yi




N
. (17)

DTW distance cannot be directly used as pronunciation
score. We need to find a suitable guide to score from a
distance. It is considered a relationship of distance and
interest:

score �
100

1 + a(dist)b
. (18)

Obviously, this formula can map the distance to the
score range of 0100. To solve the unknown parameters a and
B in the formula, we need to know some pairs of fractions
and distances. 'e above parameters can be solved from the
scores and DTW distances of some experts in the experi-
ment. Using the formula in this paper, even if the distance is
larger or smaller than that in the test, the score can be
reasonably converted to the interval of 100 to 0 [18]. As two
characteristic parameters are actually used, the actual score
estimation formula is slightly more complex than the above
formula, and the final score is shown in the following
weighted sum formula of the two:

score � w1 ∗
100

1 + a1 dist1( 
b1 + w2 ∗

100
1 + a2 dist2( 

b2. (19)

'e unknown parameters in the formula meet certain
restrictions: a1, a2, b1, b2 > 0, w1 + w2 � 1. a1, a2, b1, b2 are
the parameters of converting distance into fraction, and
w1, w2 are the weights of three features.

4.2.HMM-BasedScoringMethod. 'e competition using the
HMM speech model is another alternative to speech com-
petition, starting with voice, and hoping to see the difference
between the experimental speech and the acoustic structure
and the music and score words accordingly [19].

'e flow of the scoring system is shown in Figure 10.
Preprepared acoustic modeling and music modeling are used
as the answermodel using speech recognition technology, and
the differences in speech test and models are identified and
scored, working with the scoring mechanism [20–28].

'e most common method based on the HMM model
is to provide telephony. Procedures include logistics
scores and postevent scores. Compared to comparison
scores, the type of approach for some shows the learner’s
ability to speak rather than the data that influences the
differences between learners and speakers. Its definition is
as follows:

Si � 

τi+1−1

t�τi

lg P qt|qt−1( P ot|qt(  , (20)

whereOt and qt are the analysis vectors of phase t and state of
HMM. 'e definition of a model is, then, the result of a
change state; that is, A in the HMM model is the resultant
distribution of the probe vector, which is B in HMM.

Scoring method for sentences is as follows:

s �
 WiSi

 Wi

, (21)

where S is the sentence score, Si is the sound score, andWi is
the weight song. 'e advantages of registration do not apply
to data. After combining the advantages and disadvantages
of the various dialing algorithms, the system uses an HMM-
based phoneme-based probability algorithm as a call mea-
surement method.

HMM Back Probability-Based Score: since speaking of
sentences for elementary English students is also slow,
speech speed should be increased as a significant impact on
speech scores. Finally, the score of phoneme duration can be
defined as follows:

D �
1
N



N

i�1
lg p f di|qi( (  , (22)

where di is the duration of segment i corresponding to
phoneme qi and f(di) is the normalization function.
Considering the independence of text and speaker, the
speech duration is normalized by themeasurement of speech
rate (ROS). ROS is the number of phonemes per unit time in
a sentence or in all utterances of a speaker. Generally,
f(di) � ROS∗di is taken.

4.3. Error Detection. After the recognition and scoring
process of forced association of phonemes, MFCC eigen-
values get the corresponding associated phoneme string,
phoneme start time and end time, and score. On the basis of
these results, we began to detect phoneme errors. According
to the results of the most phoneme like judgment, we can
roughly divide phoneme reading errors into three categories:
misreading, missing reading, and adding phonemes. Define
the most phoneme like phoneme as the phoneme formula
with maximum HMM likelihood:

qi
′ � argMax Li(q) . (23)

Li(q) is the likelihood formula of any factor q in time
period i:

Li(q) � P q|Qi(  � 

σi+1−1

t�σi

P st|st−1( P ot|st(  . (24)

Missed phoneme: qi is not pronounced, as in the fol-
lowing formula:

qi �

qi−1

qi+1

SIL

⎧⎪⎪⎨

⎪⎪⎩
. (25)

Mispronunciation element: the pronunciation of qi is so
wrong that it sounds more like another pronunciation. It is
expressed as qi+ 1, and it is not a missed phoneme error. At
the same time, it is believed that qi is misread as qi.

Adding phoneme: there are redundant phonemes in the
phoneme recognition result.
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'e results obtained by the correlator cannot distinguish
the three errors. 'e error detection module can only locate
the wrong phoneme according to the phoneme score. If it
wants to go further, it needs to get the phoneme recognition
results through the recognition process to determine which
error it belongs to. Two error detection methods can be
designed to meet the above different requirements.

If it is not required to detect the error type, the correlator
can first evaluate the phoneme level correlation score of the
speech and set the threshold value. When the corresponding
phoneme score is lower than the threshold value, the
phoneme will be classified as the wrong phoneme. If you
need to detect specific types of errors, you need to add a
phoneme recognition process.

4.4. Experimental Simulation and Result Analysis

4.4.1. Data Source. 'ese lines use Arabic-language digital
data installed in the UCI machine training library developed
by the Automatic Alarm Laboratory of Baji-Mokhtar Uni-
versity. 'is data is called an Arabic number after the MFCC
has resolved 13 conflicts in a total of 8800 dialog boxes (88
callers, 10 Arabic numerals, each number repeated 10 times).
'e call was made by 44 men and 44 women ages 16–40.

'e content of this article is about 24 undergraduate
students of our college, including 15 boys and 9 girls. 'e
content is recorded using a 16 kHz, 16-bit encoding sam-
pling program, CoolEdit. 'ere are 10 written sentences,
which are usually in English.

4.4.2. Recognition Rate Test. Acknowledgment level is the
fact that the platform can accept user feedback. 'is is es-
pecially important because it is one of the most important
measures in the performance of cognitive skills. On the
platform, only the speech test module uses the speech ex-
perience. 'erefore, only a test run of these models was
conducted here to ensure that the training platform was able
to recognize the English characters that had been developed
in the past. In addition, the ambient noise makes it difficult
to get the sound at the time. To perform the test, a sample
library of recorded sounds was used in the experiment,
namely, 3 true and 3 unrecorded sounds. To reduce the
impact of ambient noise, a quiet room is the best place for
this experiment. Table 1 provides information on platform
level testing.

In the text above, 1 is true and 0 is incorrect. 'e above
tips check if you know the phonetic symbols in English. In
terms of acknowledgment, verbal analysis is a great way to
measure the accuracy of speech and then learn the English
depth of symbols combined with other functions of the
platform. 'erefore, based on the benefits of the accredi-
tation level of speech screening, we can achieve the training
benefits mentioned in this paper.

4.5. Speech Evaluation Experiment. In this paper, the cor-
relation coefficient and the Pearson correlation coefficient
are used to illustrate the relationship between the mea-
surement technology and the measurement book.

Depending on the speech characteristics of college
students who have different levels of English proficiency, we
have different measures (movement, speed, tone, and music)
and measured widely, as recommended by English experts.
Levels of detailed information and related assessment
models are shown in Table 2.

'is book was reviewed by two college English teachers.
'ey assessed 10 sentences of English speaking written by 24
high school students one by one, including 4marks in music,
fast, melodic, vocal music, and general measurement.
Pearson correlation coefficient is used in this paper to
evaluate the reliability of the book review results, because the
content of the teachers during the book review will affect
evaluation results.

To make it easier to calculate, the levels A, B, C, and D of
the scale were changed to 4, 3, 2, and 1, respectively.
Pearson’s relationship analysis (two experiments) found that
the scores of four measures, namely, noise, velocity, noise,
and tone, were correlated (r> 0,P< 0.05) for each group,
regardless of total scores. 'is suggests that both instructors
can follow the same measurement standards during the test
and measure the reliability of the test data.

In addition, the results of the two teacher evaluations
were averaged (e.g., the average of students’ scores on dif-
ferent sentences). 'e score is the end of the measurement
book.

4.6. Inspection of Evaluation Indicators. 'e procedure de-
scribed in this paper can measure volume, speed, and in-
tonation of 240 samples in 10 sentences of 24 students. Test
results are found in Tables 3 and 4.

Speech signal Characteristic parameters 
Speech signal cutting

A single syllable

Score

Feature
extraction

Speech recognition
Syllable number

Voice recognition 
Tone ranking 

Figure 10: Flowchart of scoring system.
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For intonation testing, there were only 207 models with
the same level of measurement technology, manual mea-
surement, one-level difference, two-level difference, and no
three-level difference. 'is shows that the machine and
manual ratios have a correlation of 87.25%, the adjacent
coefficient is up to 99.58%, and the Pearson correlation
coefficient is 0.7, indicating that the method in this article is
reliable.

For speech speedmeasurement, there were 197models at
the same level of measurement technology and manual test,
43 models with one-level difference, and two or three with
different levels. 'is shows that the machine and manual
speed correlation coefficient are 82.08%, the correlation

coefficient is up to 100%, and the Pearson correlation co-
efficient is 0.493, indicating the reliability of the velocity
measurement.

In terms of test results, there were 204 models of the
same stage of machine testing and test manual, 33 models
with one-stage difference, and only 3 models with two stages
difference, without three-stage difference. 'is means that
the accuracy levels of the machine and manual assembly are
as high as 85%, the relative safety rating is as high as 98.75%,
and the Pearson correlation coefficient is 0.543, indicating
that the measure of consistency is reliable.

For sound analysis, there were 192 models of the same
level of measurement machine and manual test, 44 models

Table 4: Evaluation index experimental results: statistical index.

Index difference level Consistency rate (%) Adjacent consistency rate (%) Pearson
Intonation 87.25 99.58 0.7
Speed of speech 82.08 100 0.493
Rhythm 85.00 98.75 0.543
Intonation 81.00 98.34 0.627

Table 1: Speech recognition test results.

Test result Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 AccuracyCorrect Correct Correct Error Error Error
i 1 1 1 1 1 0 0.98
u 1 1 1 1 1 1 1
a 1 0 0 1 1 1 0.56
e 0 0 1 0 1 1 0.73

Table 2: Artificial evaluation grade and evaluation standard.

Grade Intonation Speed of
speech Rhythm Intonation Population

A
Complete and correct content, clear and

fluent pronunciation, no obvious
pronunciation error

Moderate
speaking
speed

Accurate accent
pronunciation, strong sense

of rhythm

Accurate and natural
intonation

Excellent
pronunciation

B

Relatively complete and accurate
content, relatively clear and fluent

pronunciation, no serious pronunciation
error

Speak a little
fast (slow)

More accurate accent
pronunciation, with a good

sense of rhythm

Accurate and natural
intonation

Good
pronunciation

C

Basically complete and correct content,
basically clear and fluent pronunciation,

pronunciation errors that affect
understanding

Speaking fast
(slow)

Ordinary accent
pronunciation, with a certain

sense of rhythm

Basically accurate
intonation, but not
natural enough

General grasp of
pronunciation

D

Incomplete and accurate content,
pronunciation not clear and fluent, and
serious pronunciation errors that affect

understanding

Speaking too
fast (slow)

Accent pronunciation error,
too many (less) accents, poor

sense of rhythm

Inaccurate and
unnatural tone of

voice

Poor overall
pronunciation

Table 3: Evaluation index test results: number of samples.

Index number of samples Consistent One-level difference Two-level difference 'ree-level difference
Intonation 206 32 2 0
Speed of speech 197 43 0 0
Rhythm 204 33 3 0
Intonation 193 45 4 1
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with one-level difference, and only 4 models with two-level
difference, no three-level difference. 'is shows that the
machine and the manual correlation coefficient are 81%, the
cohesive position is 98.34%, and the Pearson correlation
coefficient is 0.627, indicating that the correction of this is
reliable. In conclusion, the language, speed, atherosclerosis,
and intonation assessment methods used in this article are
reliable and can be used to improve the English language
standard.

5. Conclusion

According to the English pronunciation habits of Chinese
people, this paper studies and establishes a targeted corpus.
Combined with the needs of Chinese speaking learners, it
explains and compares the relevant technologies at each
stage in the processing of users’ voice. In the speech endpoint
detection phase, this paper uses a combination of short-time
zero-crossing rate and short-time energy to detect the
endpoint of speech. In the speech comparison phase, this
paper uses the improved DTW algorithm to recognize the
speech similarity. Compared with the traditional DTW al-
gorithm, it speeds up the recognition time and speed, and
the recognition effect is better.

'e HMM-based phoneme probability algorithm is
ideal. It is not easy to change due to changes in students’
personal characteristics or sounds and better to show
similarities between students’ words and speech patterns.
HMM-style speech recognition technology is used to de-
termine Viterbi’s language, and acknowledgment scores are
made with subsequent results. Speech scores based on
comparisons and patterns will appear to be studied using
techniques such as decomposition of feature parameters,
forced coupling, and dynamic distortion time, and some
scores mechanisms were studied and their numbers were
included in the experiment.

'is paper examines the English-speaking skills of
college students in China as educational materials, im-
proves the process of measuring the computer English
proficiency, and measures various elements such as music,
pace, and melody. We performed speed measurement
according to the time of speech of the different charac-
teristics of the frequency, noise measurement as a measure
of the energy of the short time and the combination, and
sound measurement according to the basic frequency. 'e
results of the experiment show that the melody, tempo,
rhythms, and musical measurements used in this article are
reliable. In addition, taking into account the weight of the
above measurements, the retrospective measurement has
developed a model for the appropriate measurement and
objective of the quality of the quotation. 'e results of the
experiment show that the standard English proficiency test
in this article is reliable. It provides students with timely,
accurate, and objective analysis and instructional strategies
and assists students in identifying differences in their
speech and speech patterns, correcting their mispronun-
ciation, and improving the effectiveness of teaching
English.
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With the development of mobile communication technology and the popularization of mobile devices, the connection between
people has become increasingly close, the data circulating between them have increased rapidly, and the multidimensional space-
time characteristics have gradually entered the stage of the times. �e proposal of the basic smart city system is a revolution in the
concept of urban construction. A smart city is both an opportunity and a challenge for the urbanization process. By analyzing the
multidimensional spatiotemporal feature engineering, this paper studies the development trend of smart cities and discusses how
multidimensional spatiotemporal features play a fundamental role in the smart city system.

1. Introduction

�e rapid development of today’s science and technology,
the popularization of the Internet, and the introduction of
the Internet of �ings have greatly increased people’s de-
mand for data transmission. At the same time, the con-
struction of the mobile Internet has increased the number
and scale of data transmission. With the development of
information technology, the pace of urban informatization
has been accelerated, and the level of urbanization has been
further improved. Subsequently, urban problems such as
environmental pollution, low urban management e�ciency,
unreasonable industrial structure, and tra�c congestion
have emerged. In order to solve the increasingly serious
urban problems, the construction of smart cities has long
been put on the agenda, and it is the application of mul-
tidimensional spatiotemporal features that provide the basic
conditions [1]. �is paper brie�y introduces the smart city
system and describes the application of multidimensional
spatiotemporal features in smart cities with the help of
examples. �e purpose of multidimensional space-time
feature engineering is to develop new or comprehensively
utilize existing technologies to process multidimensional
space-time features, so as to carry out planning, construc-
tion, and operationmanagement of multidimensional space-

time features. �e research on multidimensional spatio-
temporal characteristics is divided into processing analysis
and secondary development. By analyzing this huge amount
of data, a lot of hidden information can be discovered, and
deep-level information can be mined, so as to propose a
processing plan that adapts to the actual situation; dimen-
sional spatiotemporal features carry out operations similar
to businesses accepting consumer feedback, adjusting
products, and engaging in operation management, so as to
achieve their goals. �e basis of smart city systems is
multidimensional spatiotemporal feature engineering. �e
development of multidimensional spatiotemporal features
a�ects the construction, development, and operation of
smart city systems [2].

�ere is no doubt that man is wise. Let the city, an
inanimate body, be as intelligent as a human being and be
able to solve urban problems by itself. �is is the con-
struction of a smart city. �e construction of a smart city
includes many aspects such as government a�airs, trans-
portation, medical care, and security. It requires the support
of various information technologies such as multidimen-
sional space-time features, cloud computing, and arti�cial
intelligence. It also requires the construction and im-
provement of infrastructure [3]. A smart city is a new form
of urban development in contemporary society, which is of
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great significance for improving the government’s service
and management capabilities, promoting the upgrading of
industrial structure and the gathering of knowledge-based
talents. &e new smart city is characterized by openness, co-
construction, and sharing and is committed to achieving
equalization of services, eliminating the information gap,
and promoting the construction of urban characteristics.
&e construction and development of smart cities revolves
around multidimensional spatiotemporal characteristics. A
“smart” city is like a smart person. On the premise of having
a complete infrastructure, it should extensively collect in-
formation and resources from all aspects of society and
analyze and process them, so as to form various complete
databases. On the basis of perfect data resources, through the
use of advanced information technologies such as the In-
ternet of &ings, cloud computing, and multidimensional
space-time features, various application platform systems
are built to achieve effective prediction and monitoring of
economic and social affairs and to assist leaders in making
scientific decision-making and improve the management
level of the city, so as to provide the public with more in-
telligent services [4]. During the whole operation process of
the city, new data resources will be generated and perceived
by the city, which will further promote the improvement of
the database and the improvement of processing capacity,
thus forming a closed virtuous circle. It can be seen that
multidimensional spatiotemporal features play a funda-
mental role in the construction of smart cities. &e building
equipment monitoring system is an important part of the
intelligent system of the smart community. As the name
suggests, the building equipment monitoring system is built
for the unified management and monitoring of different
equipment in the building, including electrical equipment,
HVAC equipment, water supply, drainage equipment, and
special equipment [5].

&e working principle of the system is as follows: data
information is received from various sensors, so that the
property can comprehensively and intuitively understand
and grasp the operation status of different equipment in the
building. For example, according to the pictures taken and
transmitted by the camera, we can know whether anyone
needs to use the public entertainment area and judge
whether the lighting equipment in the area needs to be
turned off or whether the temperature of the central air
conditioner needs to be adjusted; with the information,
judge the actual operation of the power transformation and
distribution system and make adjustments in time; and
according to the repair and maintenance dates of the
equipment in the building, the property management can
make appointments for professionals in time. After the
system is completed, the information collection, centralized
management, and control of all equipment in the building
can be realized through the system. Such equipment
management and control mode are conducive to the rational
allocation of human, material, and other resources and can
also save community public resources, thereby improving
the energy conservation and environmental protection of
smart communities. At the same time, the building equip-
ment monitoring system can be used to realize the timely

and accurate understanding and mastery of the energy
consumption of different equipment in the building and
provide effective reference information for the reasonable
formulation of property energy use indicators and employee
KPI indicators [6]. In the smart community, the video in-
tercom system can provide voice and video transmission
services for properties and residents, residents and visitors,
and visitors and properties. At present, the video intercom
system has been used more and more in the construction of
smart communities. Many video intercom systems can not
only transmit signals to the property owner but also connect
with gas alarms, smoke alarms, etc., so that even when the
resident is not at home, the property owner can timely
discover the hidden safety hazards in the house and realize
correctly. Effective control of the risk of household property
loss is also conducive to simplifying the property manage-
ment process and improving the quality of property services.
When planning and designing the video intercom system,
the property terminal should be installed at the property, the
household terminal should be connected to each household,
and the visitor terminal should be installed at the public
entrance of each residential building [7].

2. Research Method Design

&e design of this research method is divided into four parts:
data analysis and acquisition, data cleaning and screening,
multidimensional big data information fusion, and smart
city flow spatiotemporal distribution design. &e research
technology roadmap is shown in Figure 1.

2.1. DataAcquisition. Frequently used software applications
were found through offline questionnaire surveys, such as
Weibo check-in, Douyin location sharing, and Mafengwo
travel notes, and then the data were divided according to the
software characteristics, such as the Weibo check-in data
structure contains a user ID, check-in time, check-in lo-
cation, and other information. Finally, use web crawlers to
collect the information generated by tourists using popular
software functions near POIID according to keywords, and
form an initial data set according to the divided data
structure standards for several months [8].

2.2. Data Cleaning. Since the initial data set consists of
comprehensive and noncustomized data, which contains a
lot of useless data, in order to ensure the scientificity and
accuracy of the results, the initial data set needs to be fully
cleaned before it can be applied to subsequent analysis [9]. In
the data cleaning and screening stage, the deletion method,
regression method, mean smoothing method, etc. can be
used to preprocess the data first. On the one hand, it can
solve the problem of missing data, and on the other hand, it
can remove the noise in the initial data. First, data cleaning
and screening standards were formulated, then many pa-
rameters were obtained through small-scale on-the-spot
investigation, and a statistical model was established to
perform data mining on the spatiotemporal information in
the data and identify tourist groups. &en, according to the
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user attribute characteristics, unclear geographical source,
incomplete information, and the months with incomplete
data or fewer data are excluded, and the final remaining data
are used as the data basis of this study [10].

2.3. Multidimensional Big Data Information Fusion.
Multidimensional big data information fusion has very
important value and significance in the era of big data. In the
study of smart city flow, there are often more than one factor
that affects the spatiotemporal distribution characteristics of
smart city flow, so using different data sources can provide
important information from different sides and improve the
accuracy of data and the reliability of results [11]. D–S or
evidence theory, neural network, and other algorithms can
be used to integrate and analyze the characteristic infor-
mation extracted from the data of Weibo, Douyin, and other
network platforms and further evaluate or infer the local
decision information obtained by further mining the value
of the data in order to enhance the role of information and,
finally, conduct interactive verification of data on different
platforms to exclude abnormal points, improve the confi-
dence of data results, and prevent decision-making mistakes
[12].

2.4. Space-Time Distribution Design. &is method first in-
tegrates the information based onmultidimensional big data
and uses the time stratification method and software

frequency index to analyze the seasonal, intra-month, intra-
week, and intra-day time distribution characteristics of
urban smart cities in the flow; then using GIS spatial analysis
and kernel density methods, the spatial distribution char-
acteristics of urban smart city flow, such as the “seasonal
change” map of urban smart city flow core density and the
smart city flow core density map of different attributes, were
visualized. A statistical model was established for the
analysis of spatial and temporal distribution characteristics
of urban smart city flow and a general smart city flow re-
search model to help researchers, city governments, or smart
city enterprises re-understand the source market, develop
smart city resources in a targeted manner, and design smart
city products and smart city lines [13].

3. System Model Construction of Smart City

Models are the most important and most basic tools for
studying systems. In order to express the characteristics,
properties, or laws of motion of a certain aspect of the entity,
the model abstracts the characteristics of the entity at a
certain level and expresses them in a certain structural form,
so as to help people better understand the characteristics of
the object, predict changes, and control the operation or
structural design. A system model is a description of the
essential properties of a certain aspect of a system, which
provides knowledge about the system in a certain form (such
as words, symbols, diagrams, andmathematical formulas). A
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systemmodel is a description, imitation, and abstraction of a
real system. It consists of main factors that reflect the nature
or characteristics of the system, and it embodies the rela-
tionship between these main factors [14]. &is part will build
a systemmodel of a smart city based on the relevant theories
of complex systems, combined with the previous analysis of
the elements and structures of the smart city system.

3.1. Smart City System Based on Communication and Control
Laws of Complex Open Systems. It can be seen from the
above analysis that the smart city system is composed of five
subsystems—strategic system, social system, economic
system, support system, and space system—as well as three
layers—strategic layer, activity layer, and physical layer.
From the perspective of the hierarchy of the system, the five
subsystems have different degrees of complexity, and the
corresponding relationship between the five subsystems and
the three levels is shown in Figure 2. As can be seen from the
figure, from the structural level, the smart city system is
composed of three complex levels: the physical layer, activity
layer, and strategic layer; and from the element level, the
support system and spatial system of the smart city system
are located in the physical layer, the social system and the
economic system are located in the activity layer, and the
strategy system is located in the strategic layer.

&is is how, in the smart city system, the three layers and
the five subsystems are organized and connected.

&e communication and control rules of the system are
important mechanisms for maintaining complex open
systems to withstand environmental shocks. In complex
systems theory, another group of concepts equally important
as the classification and hierarchy of the system is the
communication and control of the system, i.e. the main-
tenance of the system level requires a series of information
exchange processes for regulation or control. In other words,
a hierarchy of open systems must require communication

and control processes if the system is to survive the shocks
dictated by the environment. In a complex system, control is
an active action of the controlling subject on the controlled
object. &e controlling subject obtains, processes, or uses the
information to make the controlled object act according to
the predetermined purpose of the controlling subject and
guide the object to the predetermined purpose [15]. In the
control theory of complex systems, according to Ashby’s
Law of Necessary Diversity, the diversity of controllers must
be equal to or greater than the diversity of controlled per-
sons, that is, the diversity and complexity of the “organi-
zational management” performed by the controlling subject
must be equal to or greater than the “operational activities”
carried out by the controlling subject to achieve the purpose,
and the diversity and complexity of “operations” must be
equal to or greater than the “objective environment” rep-
resented by the controlled object [16].

Corresponding to the smart city system, in order to
achieve the purpose of building a smart city by smart city
builders, the development strategy and the implementation
measures formulated by the builders (control subjects) must
be more complex and advanced than the activities of people
in the smart city system.&ematerial environment, likewise,
the complexity, and the advanced level of human activities
must be greater than the material environment faced by the
smart city system, so as to effectively realize the transfor-
mation of the material environment. At the same time, in
order to cope with the diverse changes in the environment,
human activities at the active layer also need to play the
greatest active role in a certain autonomous way. If the
strategic layer restricts the diversity of people’s activities in
the active layer too much, it will make it difficult for the
smart city system to adapt. If the changes in the environment
are not well controlled, the development of the system will
go with the flow, and the goal of smart city construction will
not be achieved [17]. Based on the above analysis, the
corresponding relationship between the three levels of the

Strategy system

Social system Economic system
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system space system

Element level Structural level Holistic level

Strategic layer
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Figure 2: Schematic diagram of the elements and structures of the smart city system.
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smart city system and the control and communication of the
complex system is shown in Figure 3.

3.2. Smart City System Based on Viable System Model.
&e communication and control relationship between the
three levels and five subsystems of the smart city system can
be further analyzed using the viable system model (VSM).

In order to further understand the survival principle
governing complex organizational behavior, Bill established
a living system model formed by five subsystems connected
according to certain communication and control laws, as
shown in Figure 4. &e model connects the five subsystems
through a composite of information and control loops. &e
survival system model composed of the five subsystems
through interconnection and interaction shows various
control laws and conditions that are necessary to support the
healthy operation of a complex system [18].

In the smart city system, the vital system model reveals
the communication and control laws of different subsystems
and different system levels of the smart city system.

&ere is a specific connection between the five subsys-
tems and the three levels of the smart city system and the five
subsystems of the living system model and the environment
in which the five subsystems act:

(1) &e external environment that is “System 1” in the
living system model acts on correspondence to the
physical layer of the smart city system. &e “overall
environment” in the physical layer is the space
system of the smart city, which is the accommo-
dation place for people to carry out various activities,
has certain physical characteristics, and is reflected in
the smart city as an intelligent flow space [19]. &e
“local environment” in the physical layer is the
support system of the smart city. It builds corre-
sponding to smart application systems in different
functional areas of the city with emerging infor-
mation and communication technologies and in-
formation infrastructure within a certain spatial

range. In a smart city, these intelligent application
systems have become the material and technical
carriers that people rely on to carry out various smart
forms of economic and social activities. At the same
time, in the physical layer, it is precisely because of
the extensive application of a large number of in-
telligent application systems established in the
support system that the “overall environment” of the
original material from in the space system begins to
become intelligent and fluid.&e flow space of urban
space has brought the decentralized and network
development of the physical form of urban space
[20].

(2) “System 1” in the living system model, as well as the
adjustment activities of “System 2” and the man-
agement and audit activities of “System 3,” which are
related to the implementation and operation activ-
ities of “System 1” themselves, all correspond to the
smart city system’s active layer. In a smart city,
according to the different types of people’s activities,
the implementation and operation activities of
“System 1” can be mainly divided into seven major
activities: social and cultural activities, public ad-
ministration activities, social interaction activities,
production activities, circulation activities, con-
sumption activities, and innovation activities. &ese
different types of activities are guided, constrained,
and controlled by the corresponding aspects of
strategy execution and implementation from the
strategy layer. &e implementation of the strategy at
the strategic level, on the one hand, in accordance
with the planning and content of the strategic plan,
combined with relevant resources such as funds and
talents, organizes and manages the development of
the above activities in seven aspects, provides nec-
essary services, and conducts regular assessments to
ensure verification of the degree of the intellectual
development of different types of activities; on the
other hand, it regulates and constrains people’s
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activities

Organizational 
managementobjective 

environment

Space system Supporting system

Physical layer

Economic system Social system

Active layer

Strategic system

Strategic layer

Smart city system

Figure 3: Relationship between the elements and structures of the smart city system and the communication and control of the complex
system.

Scientific Programming 5



various economic and social activities through the
supporting policies and regulations, technical stan-
dards and specifications, information security re-
quirements and institutional innovation rules in the
implementation of strategic planning, so as to ensure
that each coordination of class activities. &e above
seven types of social and cultural activities are in-
tegrated with the guidance, restraint, and control
from the implementation of the strategy to form a
social and cultural system, public administration
system, social relationship system, production sys-
tem, circulation system, consumption system, in-
novation system. &e corresponding economic and
social subsystems such as the system, and the cor-
responding subsystems are further combined to
form a social system and an economic system [21].

(3) “System 2,” “System 3,” “System 4,” and “System 5”
in the VSM together correspond to the strategic layer
of the smart city system. Among them, “System 2”
and “System 3” correspond to the “strategic imple-
mentation” of the smart city system strategic layer,
“System 4” corresponds to the “strategic research” of
the smart city system strategic layer, and “System 5”
corresponds to the smart city system “strategic
planning” at the strategic level. &e strategy

implementation that exerts the control function of
“System 3” is connected with the strategic plan
corresponding to “System 5.” On the one hand, it is
accepting and interpreting the basic plan for smart
city development in the strategic plan, and on the
other hand, it is related to the economic and social
situation of the people in the activities. Activities are
connected to guide, control, and constrain people’s
economic and social activities in accordance with the
requirements of strategic planning. “System 2” is also
an integral part of strategic implementation. As
mentioned above, it regulates people’s economic and
social activities in accordance with policies and
regulations, technical standards and specifications,
information security requirements, and institutional
innovation rules that support and guarantee the
implementation of strategic planning. “System 3”
jointly ensures the implementation of the strategic
plan. &e strategic research that exerts the devel-
opment function of “System 4” fully analyzes the
internal and external environment faced by the
development of the smart city system through rel-
evant basic research, special research, and case
studies and provides necessary information support
for the strategic planning and implementation of the
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smart city. &e strategic planning that exerts the
policy function of “System 5” indicates the direction
and path for the development of the smart city
system by describing the strategic vision of smart city
development, formulating strategic goals and stra-
tegic tasks for smart city construction, and clarifying
the strategic focus of smart city construction, so as to
ensure that the smart city system can develop into a
city system with “smart” characteristics [22]. It can
be seen that the strategic layer and the strategic
system are the core of the smart city system, which
establish the communication and control mecha-
nism of the entire smart city system and promote the
city system to continuously move towards a “smart”
city system.

It can be seen that the living system model realizes that
different parts of the organization and the entire organi-
zation operate according to their own goals through ap-
propriate information flow and communication chain. &e
operation and development of smart city systems also follow
these communication and control laws.

3.3. System Model Description of Smart City

3.3.1. Corresponding Relationship between the Elements and
Structures of the Smart City System and the Conceptual
Connotation of the Smart City System. &e smart city system
is an urban system with the characteristics of “smart” formed
by the coupling and effect of the intelligence of information
technology and the intelligence of people and the urban
system. From the analysis of the conceptual connotation of
the smart city system above, it can be seen that in the
formation and operation of the smart city system, the first is
the combination of emerging information technology and
the city subsystem to build an intelligent city subsystem, and
then the human wisdom and intelligence. &e intelligent
urban subsystem is combined to form a smart urban sub-
system. Finally, human wisdom is combined with various
intelligent urban subsystems and smart urban subsystems to
build a smart urban system. At the same time, it can be seen
from the previous analysis that the smart city system is
composed of five subsystems: strategic system, social system,
economic system, support system, and space system and also
how they reflect the wisdom of people in the smart city
system and the intelligent city subsystem and the connection
and combination of smart city subsystems.

From the relevant analysis of the elements and structures
of the smart city system, it can be seen that the smart city
system is composed of three layers: the strategic layer, the
activity layer, and the physical layer, and five subsystems:
strategic system, social system, economic system, support
system, and space system, which are interconnected, in-
teract, and jointly build a smart city system with “smart”
characteristics. In the smart city system, the support system
and the space system are located at the physical layer, which
is the result of the intelligent transformation of the original
urban material elements and material forms by emerging
information and communication technologies. &ey are all

intelligent cities with intelligent application systems as the
core subsystem.&erefore, the support system and the space
system correspond to the intelligent urban subsystems in the
smart city system. &e social system and the economic
system are located in the activity layer, which mainly reflects
the intelligent form of people’s economic and social activ-
ities. &ey are constructed by people with the ability to
“cognition, judgment, analysis, and action” using informa-
tion technology under the support of the support system and
the space system. Various forms of activities carried out by
the intelligent application system and related activities are
integrated into the intelligent city subsystem. &erefore, the
social system and the economic system correspond to the
smart city subsystems in the smart city system. &e strategic
system is located at the strategic layer. It formulates smart
strategic planning with human “insight, foresight, and wise
response,” and plans, organizes, guides, and coordinates the
construction of smart city subsystems and the development
of smart city subsystems. In turn, a more scientific and
reasonable development model emerges in the entire smart
city system to realize the “smart” development of the entire
city [23]. &erefore, the strategic system corresponds to a
good combination of human intelligence, intelligent city
subsystem, and smart city subsystem in the smart city system.

3.3.2. SystemModel Design of Smart City. &e system model
of the smart city is the description, imitation, and abstraction
of the smart city system, and it describes the relationship
between the elements of the smart city system in a certain
structural form. According to the three levels of the smart
city system structure and the relationship between the five
subsystems, this paper constructs the smart city system
model shown in Figure 5. It can be seen from the figure that
the system model of a smart city is composed of three layers:
strategic layer, activity layer, and physical layer, and five
subsystems: strategic system, social system, economic sys-
tem, support system, and space system. &e strategic system
is located at the strategic layer, which is at the highest level of
the smart city system; the social system and economic system
are at the activity layer that is at the middle of the smart city
system, and the support system and space system are at the
physical layer that is at the bottom of the smart city system.
At the same time, the strategic system, social system, eco-
nomic system, support system, and space system are all
interrelated, interactive, and interdependent [24].

&e formation, operation, and development of the
smart city system are revealed through the intercon-
nection and interaction between the five subsystems in
the three layers. Specifically, the formation, operation,
and development of the smart city system are realized by
the relationship and function of the five subsystems from
high to low complexity [25]. Among them, the strategic
system is the soul and core of promoting the entire smart
city system to present “wisdom”: the construction of
information network infrastructure, intelligent appli-
cation system, and public information platform in the
system; the formation of highly intelligent flow space and
scientific and rational spatial development pattern in the
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space system; and the social environment in the social
system that is more in line with the needs of modern
people’s survival and development. On the other hand, the
strategic system realizes the social system, economic sys-
tem, support system, and spatial system through its re-
straint, control, and adjustment functions; coordinates and
balances development; and then promotes the continuous
optimization of the entire urban system. &e social system
and the economic system are closely related to human
activities, and they are the most dynamic and creative
system components in the smart city system. Under the
guidance and regulation of the strategic system, as well as
the support of the support system and the space system, the
social system creates a good social environment and
conditions to promote the all-round development of hu-
man beings. &e economic system lays a solid material
foundation for the all-round development of human be-
ings by creating more diverse and rich material living
conditions and environments, thus creating a social and
economic environment in the city that is more in line with
the development needs of modern people. &e support
system and the space system are closely related to the
material elements in the city. &ey are formed in the
deployment and implementation of the strategic system
and provide the material basis and support place for
people’s economic and social activities in the smart city.
Social activities provide technical and material support,
and the space system provides resources, environment, and
support sites for people’s economic and social activities. It
can be seen that the support system and the space
system jointly build the basic conditions that are more in
line with the needs of modern urban operation and
development.

4. Conclusion

In this rapidly developing information age, opportunities
and challenges coexist. &e combination of informatization
and urbanization is inevitable, and so is the construction of a
smart city system. Firmly grasp the technical foundation of
“multidimensional space-time characteristics” and reason-
ably solve the problems of security and privacy are of great
importance to the construction of smart city systems. In
terms of building a smart city, my country has lagged behind
for a period of time, with insufficient infrastructure con-
struction, and is competing with many developed countries.
It must vigorously develop multidimensional space-time
characteristics to solve difficulties and come first. My
country’s smart city construction should be designed and
planned according to local conditions, combined with its
own original characteristics, based on multidimensional
space-time characteristics, comprehensive use of various
science and technology, and strong strategic support to bring
urban construction to a new height.
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[12] J. Mario, M. Tea, and Ć. Maja, “End-user approach to eval-
uating costs and benefits of smart city applications[J],” In-
ternational Journal of E-Services and Mobile Applications,
vol. 14, no. 1, 2022.

[13] D. Orejon Sanchez Rami, C. Garcia David, and R. Andres Diaz
Jose, G. Calderon Alfonso, Smart cities’ development in spain:
a comparison of technical and social indicators with reference
to european cities,” Sustainable Cities and Society, vol. 86,
2022 (prepublish).

[14] M. Qonita and S. R. Giyarsih, “Smart city assessment using the
boyd cohen smart city wheel in salatiga, indonesia[J],” Geo-
Journal, vol. 351, 2022 (prepublish).

[15] E. M. Leclercq and E. A. Rijshouwer, “Enabling citizens’ Right
to the Smart City through the co-creation of digital plat-
forms,” Urban Transformations, vol. 4, no. 1, p. 2, 2022.

[16] K. Koundinya, D. Anushka, S. Gupta, D. Amit, C. Pooja, and
R. Shailendra, “ConvXSS: a deep learning-based smart ICT
framework against code injection attacks for HTML5 web
applications in sustainable smart city infrastructure[J],”
Sustainable Cities and Society, vol. 80, 2022.

[17] H. Zhu, L. Shen, and Y. Ren, “How can smart city shape a
happier life? &e mechanism for developing a Happiness
Driven Smart City[J],” Sustainable Cities and Society, vol. 80,
2022.

[18] S. Blasi, A. Ganzaroli, and I. De Noni, “Smartening sustainable
development in cities: strengthening the theoretical linkage
between smart cities and SDGs[J],” Sustainable Cities and
Society, vol. 80, 2022.

[19] X. Chen, “Machine learning approach for a circular economy
with waste recycling in smart cities,” Energy Reports, vol. 8,
pp. 3127–3140, 2022.

[20] Y. Chen, P. Liang, L. Fu et al., “Using 5G in smart cities: a
systematic mapping study[J],” Intelligent Systems with Ap-
plications, vol. 14, 2022.

[21] R. Armin, G. Amirhossein, M. Maral et al., “An investigation
of the policies and crucial sectors of smart cities based on IoT
application[J],” Applied Sciences, vol. 12, no. 5, 2022.

[22] K. Sachin, S. Kumar Tarun, and S. Singh, “Fate of ai for smart
city services in India: a qualitative study[J],” International
Journal of Electronic Government Research, vol. 18, no. 2, 2022.

[23] S. Ioannis, P. Ilyas, Ntalampiras Stavros, I. Konstantaras
Antonios, and N. Antonidakis Emmanuel, “Edge computing
for vision-based, urban-insects traps in the context of smart
cities[J],” Sensors, vol. 22, no. 5, 2022.

[24] J. H. Kim and J. Y. Kim, “How should the structure of smart
cities change to predict and overcome a pandemic?” Sus-
tainability, vol. 14, no. 5, p. 2981, 2022.

[25] A. Muna, “Internet of medical&ings and edge computing for
improving healthcare in smart cities[J],” Mathematical
Problems in Engineering, vol. 2022, Article ID 5776954,
10 pages, 2022.

Scientific Programming 9



Research Article
Automatic Cutting System Design of Robot Hand Based on
Stereo Vision

Hongbiao Mei ,1 Zhongping Li,2 and Chunhong Zou1

1Department of Mechanical and Electrical Engineering, Gannan University of Science and Technology, Ganzhou 341000, China
2National Furniture Product Quality Inspection and Testing Center (Jiangxi), Ganzhou 341000, China

Correspondence should be addressed to Hongbiao Mei; meihongbiao@gnust.edu.cn

Received 19 June 2022; Revised 21 July 2022; Accepted 25 July 2022; Published 27 August 2022

Academic Editor: Jie Liu

Copyright © 2022HongbiaoMei et al.�is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

At present, the pouring riser of valve castings is mainly removed by manual cutting, polluting the environment and causing harm
to the human body with a low eciency. �erefore, an automatic cutting pouring riser method using the stereo vision system and
manipulator is proposed.�e relative position of the valve casting and the end of the manipulator is obtained through the position
transformation of the valve casting coordinate system, the manipulator end of the coordinate system, and the camera coordinate
system. �e spatial motion trajectory of the manipulator is planned, implementing automatic pouring riser cutting of the same
valve casting with the same pose. �e experimental results show that the position deviation and the angle deviation of the
repetitive positioning accuracy and the random positioning accuracy of the visual system are within ±1mm and ±1°; in the
pouring riser cutting test, the maximum deviation between the actual cutting trajectory and the theoretical cutting trajectory is
3mm. In summary, the method shows a good reliability and could meet the requirements of cutting accuracy.

1. Introduction

As a control unit to control medium �ow in the pipeline
conveying system, the valve which is widely used in pe-
troleum industry, chemical industry, metallurgy, electric
power industry, etc., can change the channel section and
medium direction to realize the diversion, globe, throttle,
check, or the over�ow pressure relief, and other functions.
Because of the complexity of its internal structure, the major
part of valve blank is manufactured by casting [1–4]. �e
pouring riser which is inevitable in the cast process should be
cut out as “excess” for subsequent machining. At present, the
pouring riser is cut with a hand-held abrasive cutting ma-
chine basically which has high labor intensity and low ef-
�ciency [5–7]. Large amounts of metal dust and smoke from
cutting process �oat in the air and cause environmental
pollution. In addition, the cutting sta� who breathe these
kinds of dust is likely to su�er from occupational diseases,
such as pneumoconiosis, and this has a negative in�uence on
the social image of enterprises [8–12]. �erefore, it has

become an urgent problem for the valve manufacturers to
develop an automatic cutting method and equipment for
cutting pouring riser.

With the development and advancement of the industrial
robot technology, the robot is gradually used to cut the
pouring riser of the valve and other castings. At present, the
common way is to clamp the casting onto the mechanism.
Cutting tools, such as cutting disc and �ame cutter, are
installed at the end of the robot. �e cutting trajectory is
determined by teaching; then, the robot is controlled to move
to �nish the cutting according to the teaching trajectory. �e
advantage of this method is that one teaching track could be
called for cutting the same casting theoretically. However, in
practice, due to the complex shape of blank parts, it is dicult
to determine a coarse datum to improve positional accuracy,
resulting in overcutting or undercutting. In addition, en-
terprises would bear a huge manufacturing cost of posi-
tioning and clamping devices for di�erent castings. �us,
large time cost for track teaching causes a lower eciency and
cannot meet the production requirements of enterprises.
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In summary, developing a universal positioning method
and fixture for valve casting is of great significance. Fur-
thermore, the positioning device of valve casting should
meet the following two requirements: (1) for different types
of valve castings, the same positioning method and device
can be fixed on the same positioning clamping device, and
(2) for the same valve castings fixed on the clamping device
in the same position and attitude, the pouring riser cutting
will be completed using the same teaching program after
track teaching.

&is paper discusses the positioning method and system
for automatic cutting pouring riser of valve castings by an
integration of machine vision, robot, network communi-
cations, artificial intelligence, and information processing
technology [13–16], to achieve the same body in the same
position, and the posture is clamped on the automatic
cutting equipment, with the same program to complete the
same valve pouring riser cutting, which laid a foundation for
automatic cutting of the pouring riser and solved the urgent
problems faced by enterprises. &e research and develop-
ment work has broad application prospects, which can
significantly improve the economic benefits of foundry
enterprises and achieve good social benefits.

2. Positioning System Composition

&e positioning system mainly includes the following: 6-
dOF industrial robot, 4 high-precision industrial infrared
cameras, computer, positioning disc, and flange. Robots,
industrial cameras, and computers are connected to switches
to form industrial Ethernet, which uses the TCP/IP protocol
for communication.

&e positioning disc is positioned and mounted to the
end of the robot with the flange. &e end of the robot is a
flange structure, the end face has a pin hole and a stopper,
users can achieve their own process equipment or precise
positioning between the actuator and the robot by the pin
hole and fixing structure; in addition, there are 8 bolt holes
on the end face to facilitate the user to install and fasten the
positioning fixture to the robot. &e corresponding pin hole
and convex platform are designed on the flange plate, the
convex platform is loaded into the stopper, and then the pin
is installed into the pin hole of the flange and at the end face
of the robot to position the flange precisely on the robot.
Another pin hole is processed in the center of the flange, and
then there are two pin holes on the flange. &e positioning
plate is processed with two pin holes which are corre-
sponding to the flange plate, and four bolt holes are pro-
cessed in the circumferential direction and installed on the
flange plate after positioning.

When the system is working, we place the body casting
into the work space at first and then place three marker balls
on the circular convex platform; an infrared camera would
measure the coordinates of the marker ball in the camera
coordinate system, and a computer would calculate the
motion parameters of the robot according to the coordi-
nates of the three marked balls; the robot takes the posi-
tioning plate and moves to the top of the body casting
according to the parameters (for the same valve castings,

the position and attitude relationship between the posi-
tioning plate and valve body should be fixed. In this way,
the positioning clamping device on automatic cutting
equipment can be ensured with the same position and
attitude). After positioning, the operator connects the body
casting to the positioning plate by the welding steel for its
subsequent installation and positioning on the cutting
equipment.

&e crucial problem is to solve the motion parameters of
the robot according to the position and attitude of the valve
casting, to ensure that the position and attitude between the
positioning plate and the valve are within the specified
deviation range after the same valve robot moves. In this
paper, coordinate transformation is used to solve this
problem. More detail about the principle of positioning and
the method of solving robot motion parameters will be
presented in subsequent paragraphs.

3. Positioning Principle and Algorithm

Four coordinate systems ((C), (R), (V), and (P)) are, re-
spectively, fixated on the camera, robot, valve casting, and
positioning plate.&emain function of the system is to drive
the positioning plate from the initial position to move to the
upper part of the body and keep it in a fixed attitude re-
lationship with the valve. For the coordinate system, we
make the xoy plane of the positioning plate coordinate (P)
parallel to the xoy plane of the valve coordinate system (V),
the z-axis must coincide, and the origins differ by an ad-
justable height H. In order to calculate the robot motion
parameters to achieve the position and attitude relationship,
the transformation relationship between the body coordi-
nate system and the robot coordinate system needs to be
established. &e following describes how to achieve this
principle and model by establishing the transformation
relationship between coordinate systems to calculate the
motion parameters of the robot.

3.1. Establishment of the Camera Coordinate System (C).
&e camera system is a multicamera stereo vision system
[17–29] composed of 4 infrared cameras, which can measure
the object’s coordinates in 3D space. Calibration software
and calibration devices are provided by the manufacturer.
After the camera is installed and the working space is de-
termined, the establishment of camera coordinate system
(C) can be quickly completed according to the manufac-
turer’s instructions and software. &e establishment process
will not be described in detail in this paper. &e camera
coordinate system (C) is the bridge to link other coordinate
systems, the establishment and the transformation rela-
tionship of the other coordinate systems are realized by
establishing the transformation relationship between the
body casting coordinate systems (V) and (C), the trans-
formation relationship between the robot coordinates (R)
and (C), and the transformation relationship between the
location plate coordinates (P) and (C). &e motion pa-
rameters of the robot are calculated according to these
transformation relations.
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3.2. Transformation Relationship between the Body Casting
Coordinate System (V) and the Camera Coordinate System
(C). &ree circular convex platforms are casted according to
design reference, on which are placed the reflective marking
balls A, B, and C; the midpoint of the connection between A
and B is OV, and we make sure that COv⊥AB when casting.
&e coordinates of the three reflective marker balls in camera
coordinates were obtained by camera shooting, which were,
respectively, denoted as
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When the valve casting coordinate system (V) is
established, OV is the origin of coordinates, vector AB

⇀
is the

x-axis, the normal vector of the plane formed by A, B, and C
is z-axis, and the y-axis is determined according to the right-
hand rule.

&e body casting coordinate system (V) can be regarded
as the coordinate system which coincides with the camera
coordinate system (C) after rotation and translation. Ro-
tation is the change of attitude, which can be represented by
a 3× 3 rotation matrix, denoted by C

VR; translation is the
change of the origin, which is represented by a vector of
3×1, and the origin of the valve casting coordinate system
(V) is OV, which is denoted as OCV in the camera coordinate
system (C); then,
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x
C
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C
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C
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2
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. (2)

&e unit vector on the x-axis of the body casting co-
ordinate system (V) is denoted by eC

Vx in (C); then,

e
C
Vx �

AB
⇀

AB
⇀ . (3)

We connect CA and CB in the camera coordinate system
(C) to construct vectors CA

⇀
and CB

⇀
; then, the vector

corresponding to z-axis of the body casting coordinate
system (V) in the camera coordinate system (C) is the cross-
product of these two vectors, and the unit vector of the z-axis
of the body casting coordinate system (V)is denoted by eC

Vz

in the camera coordinate system (C); then,

e
C
Vz �

CA
⇀

× CB
⇀

CA
⇀

× CB
⇀ . (4)

&e unit vector of the y-axis of the body casting coor-
dinate system (V) is denoted by eC

Vy in the camera coordinate
system (C); then, eC

Vy is the cross product between the two

unit vectors, which are the x-axis and the z-axis of the body
casting coordinate system (V) in the camera coordinate
system (C) vector; then,

e
C
Vy � e

C
Vz × e

C
Vx. (5)

In the camera coordinate system, the unit vector of x, y,
and z-axis can be expressed as

eCx �
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0
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&en, the elements in the rotation matrix C
VR can be

represented by the dot product between unit vectors eC
Vx,

eC
Vy, and eC

Vz and unit vectors eCx, eCy, and eCz, when eC
Vx,

eC
Vy, and eC

Vz are the unit vectors of x, y, and z-axis of the body
casting coordinate system (V) in the camera coordinate
system (C) and eCx, eCy, and eCz are unit vectors of the x, y,
and z-axis of the camera coordinate system; then,

C
VR �

eCx · e
C
Vx eCx · e

C
Vy eCx · e

C
Vz

eCy · e
C
Vx eCy · e

C
Vy eCy · e

C
Vz

eCz · e
C
Vx eCz · e

C
Vy eCz · e

C
Vz
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3.3. Transformation Relationship between Robot Tool Coor-
dinate System (R) and Camera Coordinate System (C).
&e tool coordinate system (R) is at the end of the robot
which is formulated by the robot manufacturer. A posi-
tioning pin hole and a positioning stopper are at the end of
robot, origin of coordinates is the center of the stopper, x-
axis is the line between the center of the pin hole and the
center of the stopper whose direction is from the center of
the pin hole to the center of the stopper, z-axis is the axis
direction, and y-axis is determined by the right-hand rule as
aforementioned. &e robot can be accurately positioned
through the convex platform and the positioning pin hole of
the flange.

In the stereo vision system, the traditional method to
determine the coordinate transformation relationship be-
tween the robot and the camera is complicated and difficult
to implement; therefore, this paper will adopt the following
methods to establish this relationship. A T-type calibration
rod is processed and manufactured, the corresponding
T-groove, the positioning pin hole, and the thread hole are
processed along the x and y-axis of the tool coordinates on
the positioning flange. Two marking ballsD and E are placed
on the T-type calibration rod along the x-axis direction, to
ensure that D and E are symmetrically arranged on both
sides of the origin of the robot coordinates, and twomarking
balls are placed along the y-axis. &e coordinates of marking
balls D, E, F, and G in the camera coordinate system can be
obtained with the camera; the transformation relationship
between the tool coordinate system (R) and the camera
coordinate system (C) is established according to the similar
method in Section 3.2.
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&e robot coordinate system (R) is obtained from the
camera coordinate system (C) after rotation and translation.
It represents the change of attitude, which can be repre-
sented by a 3× 3 rotation matrix, denoted by C

RR. Translation
is the change of origin, denoted by a 3×1 vector, and the
coordinates of the origin OR of the robot tool coordinate
system (R) are COR in the camera coordinate system (C).

&e midpoints of D and E are taken as the coordinate
origin OR of the robot tool coordinate system (R), and the
coordinate of OR in the camera coordinate system (C) is
OCR; then,
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. (8)

&e unit vector on the x-axis of the robot coordinate
system (R) is indicated in the camera coordinate system (C)
as

e
C
Rx �

DE
⇀

DE
⇀ . (9)

&e unit vector on the y-axis of the robot coordinate
system (R) is indicated in the camera coordinate system (C)
as

e
C
Ry �

FG
⇀

FG
⇀ . (10)

&e unit vector on the z-axis of the robot coordinate
system (R) is eC

Rz in the camera coordinate system (C); it can
be obtained from the cross product of eC

Rx and eC
Ry; then,

e
C
Rz � e

C
Ry × e

C
Rx. (11)

Elements in the rotation matrix C
VR is the dot product

between two unit vectors, in which one is the unit vector of
each coordinate axis of the robot tool coordinate system (R)
in the camera coordinate system (C) denoted by eC

Rx, eC
Ry, and

eC
Rz and another is the unit vector of the x, y, and z axes of the
camera coordinate denoted by eCx, eCy, and eCz; then,
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3.4. Transformation Relationship between the Positioning
Plate Coordinate System (P) and Robot Tool Coordinate
System (R). &e positioning plate is positioned on the flange

through two pin holes; in this way, the position and attitude
between the positioning plate and the robot are fixed. We
establish the coordinate system (P) of the positioning disk
and take the line between the center of the two pin holes of
the positioning disk as the x-axis, the vertical orientation of
the positioning plate is the z-axis, the y-axis is determined
according to the right-hand rule, and the center of the
positioning plate is taken as the origin of the coordinates OP.
When the coordinate system of the positioning plate is
established in this way, its x and y axes are parallel to the x
and y axes of the robot tool coordinate system and their z-
axis overlaps. &ere is only translation between the posi-
tioning plate coordinate system (P) and the robot tool co-
ordinate system (R), and there is no rotation of the
coordinate axis. &e rotation transformation matrix is an
identity matrix, denoted by

R
PR �

1 0 0

0 1 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (13)

When the thickness of the position plate is hp and the
thickness of the flange plate is hf, the coordinates of the
origin of the positioning plate coordinate system (P) in the
robot tool coordinate system (R) can be denoted by

O
R
P �

0

0

− hp + hf 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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. (14)

3.5. Transformation Relationship between the Robot Tool
Coordinate System (R) and the Valve Coordinate System (V).
&e function of the positioning system is to make the robot
drive the positioning plate to move from the initial position
to the upper side of the valve. At this time, the xoy plane of
the positioning plate coordinate (P) is parallel to the xoy
plane of the valve coordinate (V), and the Z axis coincides.
&e distance of the origins of the coordinates is H, in which
H� h+ f. &en, the translational motion of the robot can be
regarded as moving from its initial position to H + hp + hf

on the z-axis of the body frame (V). &en, only the trans-
formation relationship between the camera coordinate
system (C), valve coordinate system (V), and the robot
coordinate system (R) needs to be considered.

&e robot coordinate (R) overlaps with the camera
coordinate system after rotation and translation and then
moves again to the origin of the robot coordinate (R) to the
point P; its Z axis coincides with the z-axis of the body
coordinate system; its x-axis and y-axis are, respectively,
parallel to the x-axis and y-axis of the body coordinate
system (V), and the x-axis and y-axis are parallel to the x-axis
and y-axis of the valve coordinate system (V).&en, the
transformation relation between the robot coordinate sys-
tem (R) and the valve coordinate system (V) can be
established.
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&e rotation transformation matrix between the valve
coordinate system (V) and the robot coordinate system (R)
is denoted by R

VR; then,
R
VR �

R
CR ×

C
VR �

C
RR

T
×

C
VR. (15)

&e coordinate of P in the valve coordinate system V{ } is
VP; then,

VP �

0
0

H + hp + hf

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (16)

&e coordinate of P in the camera coordinate system C{ }

is RP; then,
CP �

C
VR

VP +
COV. (17)

&e coordinate of P in the robot coordinate system R{ } is
RP; then,
RP �

C
RR

T CP −
COR . (18)

By substituting equation (17) into equation (18), we get
RP �

C
RR

T C
VR

VP +
COV −

COR . (19)

4. Calculation of the Robot Motion Parameters

According to the transformation relationship between the
robot tool coordinate system (R) and the valve coordinate
system (V), the motion parameters of the robot from the
initial position and attitude adjusting to the same position
and attitude with the valve can be calculated.

&e adjustment of robot attitude is achieved by rotation
angles c, β, and α around xR, yR, and zR of the robot tool
coordinate system; then, positioning between the posi-
tioning disc and the valve can be calculated as

c � A tan 2[
R
VR(3, 2),

R
VR (3, 3)],

β � A tan 2 −R
VR(3, 1),

����������

[
R
VR(1, 1)]

2


+[
R
VR(2, 1)]

2
 ,

α � A tan 2[R
VR(2, 1), R

VR(1, 1)].

(20)

&e robot’s translation of xR, yR, and zR along the tool
coordinate system (R) is , Δx,Δy,Δz.

Δx �
RP (1), Δy �

RP(2), Δz �
RP(3). (21)

After calculation, the motion parameters of the robot are
sent to the robot controller through industrial Ethernet and
the positioning between the positioning disc and the valve
can be realized according to the motion parameters.

5. Practical Application of the
Positioning System

&e positioning system is established, including 4 infrared
cameras, Kawasaki robot, and computer. As a lot of matrix
calculations are involved in the positioning algorithm,
MATLAB 2017 software is installed on the computer to
realize the positioning algorithm and provide a human-
computer interaction environment.

&e operation process is as follows: Click “static cali-
bration” button to realize automatic calculation of the ro-
tation matrix C

RR and the translation vector PRC between the
robot tool coordinate system (R) and the camera coordinate
system (C). During the positioning operation, enter the valve
code and the height difference H between the locating disc
and the corresponding valve; thickness hp and flange
thickness hf are automatically retrieved from the Excel table
by the system. &e “Start” button is used to start the po-
sitioning system to read coordinates from the camera,
calculate the movement parameters of the robot, and control
the robot move to the upper side of the valve to achieve
positioning. &e “Reset” button is used to reset the robot to
its initial position and attitude. Parameters of the new valve
or modified parameters of the old valve can be saved into the
Excel sheet by clicking “Save” button, and click the “Save”
button.

In order to verify the accuracy of the positioning
method, a cross laser is installed on the positioning disk and
the experiments are as follows: (1) the repeat positioning
accuracy test: fix the valve in a certain position, repeat the
positioning process for 10 times, and observe the center
position of the cross cursor and the deflection angle of the
cross line; (2) the random positioning accuracy test: move
the valve randomly, change its position and attitude, change
the position and attitude of the valve, and observe the center
position of the cross cursor and the deflection of the cross
line in every motion.

6. The Error Evaluation Method

In order to evaluate the precision of repeat, after the first
position, mark the center and the projection line of cross
laser on the valve castings (solid lines x and y and point O).
&e deviation of the projection line and the center (dotted
linesx
∧′ and y

∧′ and point O′) from the first projection line
and center was compared in the subsequent positioning.

In the deviation between the cross laser, the translation
error is evaluated by the distance OO′ and the angle posi-
tioning error is evaluated by θ. According to the geometric
relationship, it can be calculated as

Table 1: &e repeat positioning accuracy test.

Times 1 2 3 4 5 6 7 8 9 10
OO′ (mm) 0.5 −0.6 1.9 0.4 1.3 1.6 −1.1 −1.2 −0.9 0.2
θ (℃) 0.1 −0.12 0.4 0.08 0.26 0.32 −0.23 −0.25 −0.18 0.04
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θ � tan− 1 OO′
OOR

 , (22)

where OOR � H + hp + hf.
In the test, the thickness of the positioning plate is

hp � 40mm, the thickness of the flange is hf � 40mm, and
the positioning height is H � 200mm, and then OOR �

H + hp + hf � 280mm.
&e data of the repeat positioning accuracy test are

shown in Table 1, and the experimental data of the random
positioning accuracy test are shown in Table 2.

&e test results show the following: (1) in the repeat
positioning accuracy test, the position error is within ±2mm
and the angle positioning error is within ±0.5°C; (2) in the
random positioning accuracy test, the position error is also
controlled within ±3mm and the angle positioning error is
controlled within ±1°C.&e results show that the positioning
method is effective.

7. Conclusion

To solve the problem of locating the valve on cutting
equipment in automatic cutting of pouring riser after valve
casting, a positioning system integrating stereo vision, robot,
and information processing technology for automatic
pouring riser cutting of valve casting was designed, using the
principle and method of coordinate transformation. We
establish a coordinate relationship between the rotation and
translation by fixing the coordinate system of the valve
castings, positioning plate, robot, and camera. We calculated
the motion parameters of robot in the working space and
realized that the positioning plate can be positioned to the
upper side of the same type valve casting with the same
position and attitude. &e experimental results and the
actual cutting show that the proposed positioning method
has high positioning accuracy, satisfies the cutting accuracy
requirements of valve castings, and has a wide application
prospect.
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Aiming at the nonlinear, nonstationary, and time series characteristics of power load, this study proposes a load forecasting
method based on empirical mode decomposition and particle swarm optimization of the gated recurrent unit neural network.
First, the original power load data are decomposed into a limited number of modal components and a residual component by
using empirical modal decomposition to reduce the nonstationarity and complexity of the load sequence and decrease the
association between di�erent IMFs. �e subsequences build prediction models based on the gated recurrent unit neural network,
respectively, and use the particle swarm algorithm to optimize the network-related hyperparameters to increase the parameter
accuracy of the model; �nally, superimpose the prediction results of each subsequence to obtain the �nal load prediction value.
�e results of the case study show that compared with the traditional forecasting algorithm, the proposed EMD-PSO-GRU
forecasting model method can better dig the trend information of forecasting, �t the load curve better, and have higher
forecasting accuracy.

1. Introduction

Accurate load forecasting is an important guarantee for
stable operation of power grids, scheduling optimization,
and reducing operating costs [1]. Smart grid provides a high-
quality and massive database for load forecasting. With the
rapid evolution of the energy Internet [2], it is more urgent
and important to study algorithms with the ability to process
big data and high forecasting accuracy. �e accuracy of the
model has important signi�cance and high engineering
application value [3, 4].

In terms of load forecasting, traditional forecasting
models such as autoregression (AR), although fast in op-
eration, have high data requirements and lack the ability to
adapt and predict.�e robustness is poor, and it is di�cult to
meet the requirements of load forecasting [5]. In recent
years, the development of arti�cial intelligence technology
has provided ideas for solving these problems, but some new

problems are still derived. Xiangyu et al. [6] used a deep
belief network to quickly analyze complex in¡uencing fac-
tors, which improves the prediction accuracy, but it only
targets regional loads and lacks adaptability. Wu et al. [7]
used a parallelized multicore support vector machine (SVM)
for load prediction, and the prediction error is reduced to a
certain extent compared with a single-core SVM, but it lacks
the consideration of the correlation between time series data.
Shi and Zhang [8] considered the training di�erences of
di�erent algorithms and proposed a stacking load fore-
casting model embedded with various machine learning
algorithms. �is model ensures good accuracy in forecast-
ing, but the cost of model integration is too high and the time
is long. With the growing development of deep learning, the
gated recurrent unit network as a kind of the special RNN
model [9, 10] is widely used to predict events in time series
due to the introduction of modules with “memory function”
in its structure [11], but it has two de�ciencies, namely, the
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model learning rate and the number of neurons in the
hidden layer, which are difficult to determine. Among them,
the learning rate determines the training effect of the model,
and the number of neurons in the hidden layer affects the
fitting effect of the model. Usually, these parameters are
determined by experience and are uncertain, which leads to
a decrease in the accuracy of the model.

Similar to other neural networks, GRU’s model pa-
rameters often need to be selected by human experience, and
the fitting ability, training speed, and prediction effect of
different model parameters are quite different. In order to
more reasonably determine the model parameters of GRU
and improve the stability of power load forecasting, a
method is proposed based on EMD-PSO to optimize GRU
network hyperparameters. )rough example analysis, the
prediction results verify the effectiveness of the proposed
model.

2. Model Theory

2.1. Empirical Mode Decomposition. EMD is a decomposi-
tion method, which can decompose the signal according to
the specific time scale features of the data and adaptively
decompose the local feature signals on different time scales
to obtain IMF and residual signals with different charac-
teristics. Each IMF component obtained by decomposition
has a certain physical meaning. It represents the variable
components of various time scales contained in the raw load
data, and the residual term represents the basic trend of the
load sequence. )e specific EMD steps for a given original
time series x(t) are as follows [12, 13]:

(1) Identify maximum and minimum points in the
original sequence x(t), use the cubic spline inter-
polation method to respectively fit xup(t) and
xlow(t), and calculate the mean m(t) of the upper
and lower envelopes.

m(t) �
xup(t) + xlow(t) 

2
. (1)

(2) Calculate the difference between the original se-
quence x(t) and the envelope mean m(t), denoted as
h(t).

h(t) � x(t) − m(t). (2)

(3) Determine whether h(t) satisfies the IMF con-
straints; if not, use it as a new input sequence, and
repeat steps (1) to (2) until the constraints are met; if
so, h(t) is the first IMF component, denoted as
c1(t) � h(t), and separates c1(t) from the original
sequence x(t) to obtain r1(t).

r1(t) � x(t) − c1(t). (3)

(4) r1(t) is regarded as a new original sequence, and the
abovementioned smoothing steps are repeated to
obtain the remaining IMF components and one
remaining component. )e final result of EMD can
be expressed as

x(t) � 
n

i�1
ci(t) + rn(t). (4)

In the formula: ci(t) is the i-th intrinsic mode function
component; rn(t) is the residual component, representing
the trend term of the original series.

By using the empirical mode decomposition method,
different components can be decomposed from the load time
series to form a series of subsequence components [14].
Compared with the original series, the subsequence has
stronger stationarity to improve accuracy.

2.2. Gated Recurrent Unit Neural Network. )e GRU net-
work optimizes LSTM’s three gate functions, integrates
oblivion gates and input gates into one update gate [15–17],
and mixes neuronal and hidden states simultaneously. )is
can effectively mitigate the following problems: GRU ad-
dresses the “vanishing gradient” of RNN networks and
reduces the training time of the model. GRU network basic
structure is shown in Figure 1.

)e calculation formula of the internal structure is

rt � σ Wr · ht−1, xt ( ,

zt � σ Wz · ht−1, xt ( ,

ht � ϕ Wh
· rt × ht−1, xt  ,

ht � I − zt(  × ht−1 + zt × ht,

yt � σ Wo · ht( .

(5)

xt, ht−1, rt, zt, ht, and yt, respectively, represent the input
vector, the state memory variable at the previous moment, the
state of the reset gate, the state of the update gate, e-th state of
the current candidate set, and the output vector; Wr, Wz, Wh

,
andWo are the weight parameters; I represents identitymatrix;
[ ] represents vector connection; · represents matrix dot
product; × represents matrix product; σ represents sigmoid
activation function; and ϕ represents tanh activation function.
)e mathematical description of σ and ϕ is as follows:

σ(x) �
1

1 + e− x,

ϕ(x) �
ex

− e− x

ex
+ e−x .

(6)

GRU networks use update gates and reset gates as core
modules. xt and ht−1 at the previous moment is input into
the update gate after the sigmoid nonlinear transformation
to determine the state of the previousmoment.)e reset gate
controls the amount of information written to the candidate
set, stores the information at the previous moment through
ht−1 times I − zt, and records the information at the current
moment through ht times zt.

2.3. Particle Swarm Optimization Algorithm. In PSO, each
particle has an initial velocity and position, and the fitness
value of the particle is determined by the fitness function
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[18]. In the iteration, each particle can store the searched
optimal position, and its velocity determines the direction
and distance of flight [19]. )e particles update their speed
and position by comparing the fitness values, the optimal
value detected by the particle itself is the individual extre-
mum, and the optimal solution detected by the entire
population is the global extremum [20]:

vi(t + 1) � ωvi(t) + c1R1 R
b
i (t) − xi(t) 

+ c2R2 R
b
g(t) − xi(t) ,

xi(t + 1) � xi(t) + vi(t + 1).

(7)

In the formula, t is the number of iterations; vi(t) is the
speed of the i-th particle in t iterations; ω is the inertia
weight; c1, c2 are the cognitive coefficients; R1, R2 are
uniformly distributed random numbers; Rb/i(t) is the in-
dividual historical optimal position of a particle i; Rb/g(t) is
the historical optimal position of the group; xi(t) is the
position of the particle in t iterations.

)e inertia weight ω is an important parameter of PSO.
)e larger the weight, the stronger the global search ability of
the algorithm; the smaller the weight, the stronger the local
search ability of the algorithm [21, 22]. )e dynamic ad-
justment of the inertial weight is adopted.

ω(n) � ωmax − ωmax − ωmin( 
n

nmax
 , (8)

where ωmax represents the maximum weight, ωmin repre-
sents the minimum weight, and nmax is the maximum
number of iterations.

3. EMD-PSOOptimizes the PredictionModel of
GRU Hyperparameters

3.1. PSO Optimizes the GRU Hyperparameter Model. )e
PSO algorithm is a random search and parallel optimization
algorithm, which has the characteristics of simplicity, good
robustness, and fast convergence speed, and has a high
probability of finding the global optimal solution to the

problem [23]. )e algorithm optimizes the hyperparameters
of the GRU and establishes a load forecasting model with
higher accuracy. In the GRU model, two hyperparameters
have a positive effect on the prediction performance of the
model, namely, the number of GRU neurons and the
learning rate. Taking these two key parameters as the
characteristics of particle optimization, the PSO algorithm is
used to adjust and optimize the GRU model. )e flowchart
of the PSO-GRU load forecasting model is shown in
Figure 2.

3.2. EMD-PSO-GRU (EPG) Load Forecasting Model. )e
load sequence is complex and nonstationary. )e decom-
posed components are input to the GRUmodel and the PSO
algorithm is used to optimize the GRU model hyper-
parameters. Finally, superimpose the prediction results of
each component to get the final prediction value. To improve
prediction accuracy, this study proposes the EMD-PSO-
GRU hybrid prediction model architecture shown in
Figure 3.

)e specific steps for building a model are as follows.

(1) )e original load time series is divided into several
subsequences by EMD

(2) Divide each subsequence into a training set and a
validation set and normalize the dataset. Since the
GRU model is highly sensitive to the data scale, the
original data have a large difference in the order of
magnitude; in order to avoid that the change of larger
value will cover the change in smaller value, it is
necessary to constrain the input data to a similar
order of magnitude to avoid affecting the effect of
power load forecasting due to the large individual
input value. )e dataset is between [0, 1] to reinforce
the convergence speed of GRU.

(3) Learn the complex relationship between input and
output variables in each subsequence by building a
GRU network and through the PSO algorithm to
determine the optimal GRU network
hyperparameters

(4) Use the trained GRU network to predict the sub-
sequence and deformalize the prediction result to
obtain the real prediction value

(5) Add the prediction results of each subsequence to
obtain the final result of the load

3.3.ModelEvaluationMetrics. To evaluate the performance
of the prediction model, MAPE and RMSE are used as
evaluation indicators [24–33], which are defined as
follows:

yMAPE �
1
n



n

i�1

yi − yi




yi

× 100%,

yRMSE �

������������


n
i�1 yi − yi( 

2

n



,

(9)
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Figure 1: GRU network structure.
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where yi is the actual load value on the i-th day; yi is the load
forecast value on the i-th day; n is the number of samples in
the test set.

4. EMD-PSOOptimizes the PredictionModel of
GRU Hyperparameters

To verify the scientificity and reliability of the load fore-
casting model based on EMD-PSO-GRU proposed in this
study, the power load data of a specific area from January 1,
2016, toMay 8, 2020, are used. Figure 4 shows the raw data of
the average daily load, with a total of 1588 data samples
divided into a training set and test set with a ratio of 9 :1, in
which the training set data has 1430 data and the test set has
158 data.

4.1. EMDDecomposition. )e load data are decomposed by
EMD, and it is decomposed step by step from high frequency
to low frequency into 9 IMF components and a residual
component. )e decomposition result is shown in Figure 5.
Compared with the original power load sequence, the
decomposed components become more stable in turn. )e
nine IMF components, respectively, reflect the influence of
different influencing factors on the load data at different
scales, and the residual component represents the long-term
change trend of the load sequence.

4.2. Model Parameter Settings. )e number of PSO pop-
ulation sizes is set to 8, the dimension of population opti-
mization is set to 2, the maximum number of iterations is set
to 10, the learning factors c1 � 2, c2 � 2, and the inertia
weights are set to wmax � 1.2, wmin � 0.8. )e range of the
number of neurons is set to [1, 60], and the range of the
learning rate is set to [0.001, 0.01].

4.3. Hyperparameter Optimization Results. )e predictive
performance of a GRU network depends on the choice of
parameters for building the network, such as the learning
rate and the number of hidden layer nodes.)e learning rate
and the number of hidden layer nodes in the GRU network
are determined by the PSO optimization. Table 1 shows the
optimal learning rate and optimal number of hidden layer
nodes for the GRU network for each IMF.

In order to verify the superiority of the EMD-PSO-GRU
hybrid prediction model, PSO-GRU, GRU, SVM, and RNN
models were established under the same prediction process
for comparative analysis.

4.4. Load Forecasting Result Analysis. Each model is trained
with the data of the training set, the prediction results are
compared and verified with the data of the test set, and the
MAPE and RMSE evaluation indicators are selected to
evaluate the accuracy of the prediction model. )e

Load time series data

data preprocessing

test set Training set

Set the parameters of the 
population

GRU network 
prediction model

Calculate the fitness value 
of the particle

Update individual extrema and 
group extremum

Has the maximum number of
iterations been reached?

Obtain the optimal set of hyperparameters

GRU-LSTM network 
prediction model

Iterative prediction is performed, and the output 
prediction results are evaluated in combination with 

the evaluation indicators.

Finish

Initialize the position and 
velocity of the particle swarm

Yes

No

Figure 2: Flowchart of the PSO-LSTM load prediction model.
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comparison results of the test set are shown in Figure 6. In
order to more clearly see the prediction performance of each
model, the error rates of the last two months on the test set
are selected for comparison, and the comparison chart is
shown in Figure 7. It can be seen from Figures 6 and 7 that
among the five models of EMD-PSO-GRU, PSO-GRU,

GRU, SVM, and RNN, the overall fitting effect of the EMD-
PSO-GRU model and the fitting effect at the peaks and
troughs of the waves, )e combined effect is better, and the
error rate is obviously smaller. It can be seen that the
empirical mode decomposition can stabilize the data with
strong volatility and then predict it, which can effectively
improve the prediction accuracy of the model.

)e prediction accuracy evaluation results of each model
are shown in Figure 8, and the quantitative indicators of each
evaluation result are shown in Table 2. )e accuracy eval-
uation results of the evaluation indicators of the EMD-PSO-
GRU model are the best, and the prediction effect of the
SVMmodel is the worst.)eMAPE index of the EMD-PSO-
GRU model is 1.678%, and the RMSE index is 259.32.
Compared with the PSO-GRU prediction model, the MAPE
is reduced by 24.92%, and the RMSE is reduced by 28.85%.
Strong data stabilization before prediction can effectively
improve the prediction accuracy of the model. )eMAPE of
PSO-GRU is 2.235%, and the RMSE is 364.48. Compared
with the GRU model, its MAPE is reduced by 19.78%, and
the RMSE is reduced by 25.60%. Due to the influence of
experience, adaptively finding the optimal solution of
hyperparameters is very important to improve the predic-
tion performance of GRU, which can better improve the
prediction accuracy.

original load data

Empirical Mode Decomposition

IMF1 IMF2 IMFn Residualę ę

GRU1 GRU2 GRUn GRUn+1ę ę

PSO
optimization ę ę

PSO
optimization

PSO
optimization

PSO
optimization

prediction1 prediction2 predictionn Predictionn+1

Accumulate and reconstruct to 
get the final predicted value

Forecast Error Analysis

Figure 3: EMD-PSO-GRU combined prediction flowchart.
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Table 1: Hyperparameter optimization results for each IMF.

Sequence components )e number of neurons in the hidden layer Learning rate
IMF1 36 0.0092
IMF2 52 0.0082
IMF3 42 0.0063
IMF4 38 0.0086
IMF5 40 0.0055
IMF6 55 0.0037
IMF7 56 0.0036
IMF8 38 0.0035
IMF9 53 0.0086
RES 38 0.0065
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Figure 6: Comparison of prediction results of each model.
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5. Conclusions

A load forecasting method based on the EMD-PSO-GRU is
proposed. First, the data are subjected to variational modal
decomposition, preprocessing, and division of the sample
dataset, and then, a GRU neural network forecasting model
is established for each subsequence. )e PSO algorithm is
used to optimize the hyperparameters of the GRU neural
network, and finally, the respective sequence prediction
results are accumulated to obtain the final load prediction
value. )e method proposed has the following merits:

(1) )e EMD decomposition method can well mine the
essential features such as cycles and trends in the
sequence

(2) Show good advantages of the GRU network in the
field of data mining. )e GRU network has a unique
network structure and strong learning ability for
time series data.

(3) )e PSO algorithm has stronger global optimization
ability and convergence speed by adding nonlinearly
changing inertia weights, avoiding the drawbacks of
traditional manual selection of hyperparameters, and

can independently optimize the hyperparameters of
the network model

(4) )e prediction accuracy of the “decomposition-
prediction-reconstruction” method is higher. )e
proposed method demonstrates better prediction
accuracy compared with the existing artificial in-
telligence prediction methods.
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With the development of economic globalization, the trend of internationalization and alliance of large enterprises is becoming
more and more obvious, and the competition and cooperation among enterprises are still continuing. In this new historical stage,
it is very necessary to ensure the smooth implementation of �nancial management and coordination with other systems, in line
with the times, to establish, improve, and ensure a scienti�c and reasonable enterprise �nancial management model and prove its
e�ectiveness. However, the existing research on the speci�c implementation of the integrated �nancial management model based
on the theory and case studies is not speci�c enough, the process tracking is not detailed enough, the implementation e�ect
evaluation theory lacks scienti�city and integrity in the establishment of the index system, and the evaluation methods are
relatively simple. In view of the above problems, this paper proposes the speci�c implementation steps and problems that need to
be paid attention based on the �nancial management model for large listed companies, establishes the evaluation index system of
enterprise implementation by using the method, and quanti�es the listed companies before and after the implementation of
integrated �nancial management. �e comparisons give credible results. �is paper is of great signi�cance for improving the
existing performance evaluation system, responding to national policies, promoting the development of enterprise informati-
zation, and improving the success rate and competitiveness of enterprise integrated �nancial management implementation.

1. Introduction

With the advent of the digital information age, digital
transformation of enterprises is an inevitable choice to adapt
to the development of the times, and information technology
is an important means to help enterprises achieve digital
transformation. Digital management can not only realize the
integration of enterprise management information, but also
help enterprises to achieve a qualitative leap in their man-
agement level. As a tool set beyond the scope of manage-
ment, the ERP system plays a role in driving the e�cient
operation of the internal processes of the enterprise and
revitalizing the enterprise resources, thereby helping the
enterprise to successfully realize the digital transformation
[1]. In order to adapt to the development of the digital age,
many enterprises have begun to improve their daily oper-
ation and management levels by building their own ERP
systems and fully implementing ERP systems. When most

enterprises go online with ERP systems, due to the limited
management foundation and human resources, they choose
to launch ERP subsystems one by one to smoothly realize the
transformation of information management. As the most
important economic management activity of an enterprise,
corporate �nancial management is essentially a work of
organizing corporate �nancial activities and dealing with
corporate �nancial relations, covering all aspects of the
company’s economic business. Because the management
e�ciency and operation e�ect of the company’s daily
business are closely related to the overall level of the
company’s �nancial management system, therefore, enter-
prises will choose to launch the ERP �nancial management
system �rst [2].

During the implementation of the ERP �nancial man-
agement system, the advantages of the ERP �nancial
management system cannot be brought into full play be-
cause the internal business processes of the enterprise cannot
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be fully integrated with the ERP financial management
system, which eventually leads to the failure of the ERP
financial management system. According to an Accenture
research report, nearly 80% of ERP systems have not
achieved the expected results after going online. It shows
that the implementation of ERP financial management
system cannot be accomplished overnight and the system
should be upgraded through continuous evaluation and
optimization, so that it is possible to enjoy the benefits
brought by information integration [3]. However, most
enterprises tend to ignore this point when they build their
own ERP systems and fully implement ERP systems.*ere is
often a situation of “emphasizing the system, neglecting
evaluation and weak optimization,” which goes against the
original intention of enterprises to use the ERP system to
improve the efficiency of operation and management.
*erefore, it is necessary to discuss whether ERP can be
better applied to the financial management model, so that
the logistics, information flow, and capital flow can be ef-
fectively integrated, and it is necessary to study whether the
integrated financial management based on ERP can be
successfully implemented, what is the effect of the imple-
mentation, and whether it can improve the financial man-
agement level of enterprises and meet the requirements of
rapid development of enterprises. On the basis of discussing
the relevant theories, this paper deeply studies the financial
management mode and effect of enterprises based on ERP
and establishes the financial management evaluation index
system. Quantitative evaluation was carried out, and a
practical research was carried out on the refined evaluation
method of financial management quality of listed companies
based on ERP model.

2. Research Status of ERP Financial
Management Evaluation Methods at Home
and Abroad

Enterprise Resource Planning, referred to as ERP system,
refers to the digitalization of enterprise management
through the combination of modern information technology
and advanced enterprise management concepts. ERP is
essentially a thinking mode of enterprise management,
which uses the internal and external resources of the en-
terprise to provide the optimal solution for the daily op-
eration activities of the enterprise, thereby helping the
enterprise to achieve the operation and management goals
and improve the actual management level of the enterprise
[4, 5]. To evaluate the implementation effect of ERP financial
management system, it is necessary to identify the relevant
factors that affect the implementation effect of ERP financial
management system.

Domestic scholars started late to study the factors af-
fecting the ERP financial management system. Zhang et al.
summarized the influencing factors that affect the imple-
mentation of ERP systems in enterprises as changes in fi-
nancial organizations, integration of financial systems,
optimization of core financial processes, and a perfect eval-
uation system [6]. Chen Hu collects relevant information by

means of a questionnaire survey and summarizes the factors
that affect the implementation of the financial management
system into four factors: business process management,
system quality, business standardization, and personnel
management. Martin assumed the influencing factors of the
ERPfinancialmanagement system, designed a questionnaire,
and used a regressionmodel to verify the correlation between
the hypothesized influencing factors [7, 8]. He et al. based on
the perspective of process reengineering, take the enterprises
that implement financial management systems in China as
samples and establish an analysis model of influencing fac-
tors.*rough empiricalmethods, it is verified that the factors
affecting the financial management system of Chinese en-
terprises include strategic planning, business process man-
agement, andorganizational structuredesign [9–11]. In terms
of performance, Miao built the performance evaluation
system of the enterprise ERP financial management system,
hoping to improve the management level of the enterprise
through the construction of the performance evaluation
system, so that the enterprise can occupy a favorable position
in the fiercemarket competition [12]. In order to evaluate the
performance of the ERP system, Liu optimizes the internal
process of theERP, improves the existing information system,
and at the same time improves the efficiency of enterprise
management and enhances the competitiveness of the en-
terprise. By introducing the financial management theory of
the balanced scorecard, we can obtain which aspects of the
enterprise need to be optimized [13]. Zhang et al. also con-
structed an ERP system evaluation system based on the
balanced scorecard to evaluate and analyze the imple-
mentation performance of China Unicom’s ERP system and
put forward optimization suggestions after calculating the
membership of each evaluation index [14]. Pan used the grey
fuzzy correlation method based on the balanced scorecard to
analyze the difference in the effect of enterprises before and
after the implementation of the ERP system [15]. In terms of
influencing factors, after analyzing the main influencing
factors of the enterpriseERPfinancialmanagement system,Li
evaluated the situation of the ERP financial management
system during the use period and weighted the obtained
evaluation results, so as to obtain the time to get the weighted
evaluation results. *en, the contribution is evaluated by
introducing weights, and finally the financial management
system is evaluated based on the dynamic weighted evalua-
tion sequence [16]. Huang et al. built an index system
composed of three dimensions: ERP basic operation, com-
prehensive benefits, and personnel training and growth and
used the evaluation system to evaluate the application effect of
the ERP system of supply chain enterprises, so as to improve
the evaluation ability of supply chain enterprises to the ERP
system [17].

In the 1980s, foreign scholars’ research on ERP financial
management system gradually deepened. *ree scholars
including Mudimigh et al. discussed ERP system, financial
management, and system integration, respectively, and
proposed the fact that ERP financial management system
should be based on ERP software in the construction pro-
cess. Based on the financial data as the core, the integration
advantages of the ERP system can be realized [18]. On the
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basis of decision support theory, Elisabeth emphasized that
the ERP financial management system should meet the
process-oriented characteristics and further put forward the
view that the system process should be optimized when
improving the function of the financial management system
[19]. Based on three theories: the urgency of the foundation,
the state capability of the national implementation plan, and
the technical cooperation between tasks, Trkman proposed
the fact that enterprises should continuously improve and
optimize the cooperation between business process tasks and
management cycles, so as to make the business management
reach the best state [20]. In order to make ERP effectively
implemented after the introduction, Rajan CA uses TAM
(Technical Acceptance Model) to analyze the factors af-
fecting ERP implementation and also tries to analyze the
impact of ERP system on performance and work efficiency
[21]. *rough investigation and research on the types and
characteristics of enterprise financial management systems,
Zhi proposes how to build an enterprise ERP financial
management system based on the ERP environment and the
importance attached by senior managers to the construction
of ERP financial management systems to promote the de-
velopment of enterprise financial management. Basic re-
quirements and other viewpoints are found in [22]. Lin
analyzes the ERP financial management system in the
shipping industry, proposes how to build the ERP-based
financial management information management system for
shipping companies, and designs its business process in
detail. Finally, the designed system is tested [23]. *e
evaluation of ERP abroad has formed a relatively mature
theoretical system, mainly including the ABCD evaluation
system and the evaluation of the three parts of the ERP
system use purpose, ERP operation problem handling, and
factors affecting the success of ERP implementation for-
mulated by the American standardization organization
system. ABCD evaluation system mainly includes five re-
search areas: strategic planning, continuous optimization of
system quality, development of new products, plan execu-
tion, and control. By elaborating the content of each part in
detail, explaining the problems involved in this part and the
differences in its characteristic attributes between different
levels of A, B, C, and D, a more comprehensive problem is
drawn, and the questions raised will be discussed and broken
down into several components. For example, taking the
strategic planning section, first, grade each subquestion of
the strategic planning; then divide the strategic planning into
four different levels, A, B, C, and D. Level A: strategic
planning development and implementation is an ongoing
process that drives people’s decisions and actions, reflecting
a “customer first” perspective. Whether all employees of the
company can clearly express the company’s purpose, long-
term planning and strategic goals is as question. Level B: the
formulation and implementation of the strategic plan are a
formal matter that should be developed by the company’s
senior decision makers and middle managers and should be
carried out at least once a year. When making decisions
based on a strategic plan, the company should enable em-
ployees to understand the company’s basic purpose and
long-term planning. Level C: even though the company

seldom formulates and uses strategic planning to make
decisions, it can still smoothly make decisions related to the
direction of the company’s operations. Level D: the company
has never developed a strategic plan. And put forward
comprehensive questions to judge whether the enterprise
has achieved the expected effect after implementing the ERP
financial management system; finally, evaluate each com-
prehensive problem. *e evaluation result here is not the
average score for each small problem, but it is to provide the
basis for the comprehensive score [24].

From the above research results, it is found that domestic
and foreign scholars have carried out certain research on the
ERP financial management system and the evaluation and
optimization of the ERP financial management system. And
it can be found that domestic and foreign scholars’ research
on ERP financial management system is mostly based on the
analysis of its internal structure and how to achieve coor-
dination between systems. Conduct research and develop a
relatively complete evaluation system to meet the evaluation
needs. However, in the selection of research objects, most of
them are large enterprises in developed countries, which
generally have the characteristics of large scale, clear process,
and standardized management. However, domestic scholars
started late, and so far they have not formed an authoritative,
systematic ERP financial management evaluation system
that can meet the needs of enterprises. Most of the re-
searchers’ research on the evaluation system is only in the
initial stage. By summarizing the research results of ERP
financial management optimization at home and abroad, it
is found that foreign researchers pay more attention to
explore the reasons for the low success rate of system ap-
plication and try to formulate scientific and effective solu-
tions from a macroperspective to realize the optimization of
ERP system. However, domestic scholars mostly explore
the optimization of ERP financial management system from
the microperspective of the enterprise level. By analyzing the
application status of the system and proposing solutions for
the existing problems to achieve system optimization, the
solution is more practical.

3. Implementation Analysis of ERP Integrated
Financial Management System

ERP financial management system: as far as listed companies
are concerned, the accounting module used to integrate
financial data is the basis for the normal operation of the
financial management system, the fund management
module is an important part of the operation of financial
management, and budget management is the basis for en-
terprises to carry out financial management and also is an
important means of financial management. In a word, the
accounting module, fund management module, and budget
management module not only connect the beginning and
end of the enterprise financial management work, but also
run through the most important components in the ERP
financial management system of listed companies: ac-
counting module, capital management module, and the
application status of the comprehensive budget management
module which is described [25]. Generally, the accounting
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module of listed companies uses the Oracle suite, which
realizes the integration between the module components
and the functional upgrade of some blocks. *e accounting
module includes general ledger, accounts receivable, ac-
counts payable, assets, purchases, and projects. *e rela-
tionship between these components and the general ledger
blocks is shown in Figure 1.

(1) General ledger section: the general ledger section is
the core of the accounting module. Basic elements
such as accounting subjects, accounting periods,
currency, and book sets in the system are set in the
general ledger section. Each submodule will transfer
the generated accounting entries to the general
ledger block during business processing, generate
journals, and update account balances to generate
subsidiary ledgers, general ledgers, and various fi-
nancial statements. Since the financial information
of the enterprise will be automatically posted to the
general ledger section through the system, and other
submodules will also share data with the general
ledger section, the general ledger section should be
the best platform for querying company information.

(2) Accounts receivable segment: the accounts receivable
section is mainly used to manage the customer’s
current business, business collection, and settlement
business, including the management and preserva-
tion of customer data and information, the issuance
of sales invoices integrated with the BOSS system,
and the management of customer accounts receivable
and payment collection information, recording re-
ceipt vouchers and controlling the aging of customer

arrears. At the same time, the accounts receivable
section can automatically import the data of the
business daily report interface provided by the BOSS
system into the business accounts receivable invoice
and import the bank receipt information into the
accounts receivable section through this interface and
then batch verification of invoices received.

(3) Accounts payable segment: for listed companies,
dealing with suppliers is a very important business
activity for the company. *e payable section is used
to manage the business dealings with suppliers. *e
section contains basic information about suppliers
such as supplier locations, contacts, and bank ac-
counts. For the invoice management of the business
transactions of the enterprise, the invoice needs to be
paid after a strict approval process. *e payment
method can choose single payment or batch payment.

(4) Assets sector: it is mainly used to manage and ac-
count for various assets of the enterprise and is
specifically used to process various businesses in the
process of enterprise asset management in batches,
such as processing the increase and decrease of as-
sets, depreciation and amortization, and provision
for impairment. In each accounting period, as long
as the financial staff submits the asset processing
request, the asset section will automatically accrue
depreciation or amortization, transmit the relevant
entries to the general ledger section, and automat-
ically update the asset account balance sheet. *e
asset section is integrated with the accounts payable
section and the project section. In the asset section,
users can find asset information at any time, such as

Inventory
Managem

ent

Purchasing
Management

Payable
Section

Sales
Management

Receivable
Section

Project
Management Asset Section

General
Ledger
Section

Engineering-to-assets business

Sales-to-collect business

Purchase-to-pay business

Figure 1: Integration diagram of the general ledger section of the accounting module composition.
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the original value of the asset, accumulated depre-
ciation in use, asset age, remaining life, storage lo-
cation, custodian, and asset status, and can update
asset information.

4. Refinement Evaluation Method of EPR
Integrated Financial Management Quality
Based on ISM-ANP

Because of its unique practicality, the integrated financial
management based on EPR has gradually attracted the at-
tention of relevant institutions all over the world and has
carried out extensive research. *ere are few studies on the
evaluation of ERP integrated financial management imple-
mentation, but it is very important. *is paper combines the
integrated financial management mode to bring changes to
the enterprise compared with the traditional financial
management mode, extracts the relevant performance fac-
tors, establishes the enterprise implementation evaluation
index system, and carries out the weight calculation, trying to
quantify the implementation effect of the integrated financial
management based on ERP.

4.1. Establishment of ERP Implementation Evaluation Index
System. According to the industry situation of electronic
manufacturing, after consulting relevant experts and
implementing ERP-based integrated financial management,
the following indicators of the industry will be greatly
affected:

(1) Management Benefits. (1) After the implementation
of integrated financial management, the network and
software are used to standardize the management of
the enterprise, straighten out the management
process of the enterprise, and make the inventory
cost of the enterprise drop significantly. *rough
effective daily supervision, the purpose of reducing
inventory costs and saving funds has been basically
achieved. At the same time, due to the constraints of
the network and software, the occurrence of enter-
prise violations and illegal acts has been effectively
prevented, and the work efficiency of employees has
been greatly improved, thereby increasing man-
agement benefits. (2) *e information and data in
the system can be used to continuously adjust the
ratio of inventory to funds, increase the turnover
frequency of products as much as possible, increase
the turnover rate of funds, and improve the efficiency
of the use of funds. And the credit control module of
the system can be used to monitor the accounts
receivable and accounts payable in real time,
strengthen the analysis of information, prevent the
occurrence of “bad debts,” and improve the credit of
the enterprise. (3) With the development of the
project, especially the continuous improvement of
the process, it overcomes the randomness of the
management behavior of the managers and prompts
the employees to gradually change the logic of

dealing with things that they used to think in the past
and understand that the work they do is not only
about the existing operations. When the process is
moved into the system, it is more important to find
the unreasonable part of the original work and to
integrate the advanced management ideas and
methods into the future process. It helps to improve
the team awareness of employees and makes the
whole company form an excellent management
team.

(2) Economic Benefits. (1) After using the system, the
entire production process of the enterprise is or-
ganically combined, so that the enterprise can ef-
fectively reduce the inventory, ensure stable logistics
to support normal production, improve efficiency,
reduce the enterprise’s inventory investment, im-
prove the inventory turnover rate, and effectively
reduce capital occupation. (2) Reduce the phe-
nomenon of delayed delivery and improve the level
of on-time delivery. From the beginning of the
product sales plan, it manages and counts various
pieces of information about its sales products, sales
areas, and sales customers and makes a compre-
hensive analysis of sales volume, amount, profit,
performance, and customer service. *e inventory is
steadily reduced, the service level of the enterprise is
greatly improved, and the delay rate is reduced,
thereby greatly improving the credibility of the en-
terprise. (3) *e procurement lead time is effectively
shortened. With timely and accurate production
plan information, purchasing personnel can con-
centrate on value analysis, source selection, study
negotiation strategies, understand production
problems, can determine reasonable order quanti-
ties, excellent suppliers, and maintain the best safety
reserves. Provide ordering and acceptance infor-
mation, track and urge materials purchased or
outsourced for processing, and ensure the timely
arrival of goods. *is shortens the procurement time
and saves procurement costs.

After the implementation of ERP-based integrated fi-
nancial management is completed, the evaluation before and
after the implementation is carried out, and the evaluation
factors proposed before are comprehensively analyzed, the
main indicators are extracted, and a comprehensive perfor-
mance evaluation system is established.*e evaluation factors
mainly include capital turnover, work efficiency,management
Informatization level, employee quality, customer satisfac-
tion, corporate image, reduction of downtime, shortened
procurement lead time, reduction of delayed delivery, re-
duction of inventory, reduction of management personnel,
management benefits, growth benefits, customer benefits,
economic benefits, and enterprise integration benefits.

4.2. Implementation Effect Evaluation Based on ISM-ANP.
Set up an IMS evaluation structure team, according to the
calculation requirements, after expert discussion, the final
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indicators will be listed as follows: S1 capital turnover, S2
work efficiency, S3 production capacity, S4 management
information level, S5 staff quality, S6 customer satisfaction
Degree, S7 corporate image, S8 reduce downtime, S9 shorten
procurement lead time, S10 reduce backorder, S11 reduce
inventory, S12 reduce management personnel, S13 man-
agement benefits, S14 growth benefits, S15 customer benefits,
and S16 economic benefits and enterprises overall benefit.

According to the suggestions of experts, establish the
relationship diagram of the mutual influence of various in-
dicators, as shown in Figure 2. “V” means that the row factor
has a direct or indirect influence on the column factor, “A”
means that the column factor has a direct or indirect influence
on the row factor, “X” means that the row and column in-
fluence each other, and blank means that there is no mutual
influence between the row factor and the column factor.

Calculating the logical relationship of the mutual in-
fluence factors of the enterprise comprehensive evaluation
index of the reachability matrix R and L, the adjacency
matrix A can be obtained. Let A1 �A+ 1, A2 � (A+ 1)2, . . .,
Ar � (A+ 1)t. *en, after the Boolean algebra operation rules,
R�A2 is obtained, the row and column factors of the

reachable matrix R are the same, and it is a 17th-order square
matrix; the arrangement order is S1, S2, . . ., S17. *e element
corresponding to 1 in the new array indicates that the factor
of the row has an influence on the factor of the column and
the element of 0 means that the factor of the row has no
influence on the factor of the column.

*e evaluation model is obtained by ISM-ANP method,
MATLAB programming, and SD software, S1 capital turn-
over, S2 work efficiency, S3 production capacity, S4 man-
agement informatization level, S5 staff quality, S6 customer
satisfaction, S7 corporate image, S8 reducing downtime and
waiting for materials, S9 shortening procurement lead time,
S10 reducing delayed delivery, S11 reducing inventory, S12
reducing management personnel, S13 management benefits,
S14 growth benefits, S15 customer benefits, S16 economic
benefits, and S17 various indicators of comprehensive en-
terprise benefits. *e weights are shown in Table 1.

After the implementation of the integrated financial
management model based on the increase of each indicator:
J� R∗ω� 0.3409� 34.09%.

R� (10%, 50%, 30%, 10%, 80%, 50%, 10%, 30%, 50%,
50%, 60%, and 30%); ω� (0.1776, 0.0959, 0.0763, 0.1216,
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Figure 2: Integration diagram of the general ledger section of the accounting module composition.
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0.1292, 0.0269, 0.0109, 0.0628, 0.0925, 0.0452, 0.0529, 0.0669,
and 0.041). It can be seen from the above calculation that,
after the refined evaluation method of financial management
quality based on the ERP model, the comprehensive per-
formance of the enterprise is improved compared with that
before the implementation of the model. Factors and the
dependence and feedback relationship between factors can
be considered, and the effect of implementation can be more
clearly defined.

5. Conclusion and Outlook

*is paper mainly expounds the basic theory of ERP inte-
grated financial management implementation, the necessity
of implementation, the implementation process and safe-
guard measures, etc., and puts forward the important factors
that affect enterprise performance after the implementation
of ERP integrated financial management. According to these
factors, the evaluation index system is designed, the ratio-
nality and scientificity of the index design are verified by
MATLAB software, theweight of the evaluation index system
is calculated by the ISN-ANP method, and the index is
explained and analyzed in detail. Finally, taking a listed
company as an example, through the research on the
implementation process of the integrated financial man-
agement based on the company, it analyzes the existing
problems, the process of implementation, and the results of
the implementation before the company does not implement
it and finally draws the conclusion that the integrated fi-
nancial management is based on the company’s refined as-
sessment method of financial management quality. *e
experimental results show that the comprehensive perfor-
mance of the enterprise after implementing the integrated
financial management quality refined evaluation method is
34.09%higher than that before themodel is not implemented.

5.1. Summary
(1) *e process and safeguard measures for the imple-

mentation of integrated financial management are

proposed. On the basis of summarizing the theories
of EPR and integrated financial management, this
paper expounds the concept and characteristics of
ERP-based financial management. *ese theories
will lay a good foundation for the successful
implementation of ERP projects.

(2) ISM-ANP method is used to solve the problem of
establishing the effect evaluation system of ERP
integrated financial management implementation.

*is paper introduces the ISM-ANP method and applies
it to the ERP implementation effect evaluation index system.
*e combination of ISM and ANP can comprehensively
consider various clear or unclear factors that affect enter-
prise performance and can consider the dependence and
feedback relationship between factors, which can better
solve the problem of ERP implementation effect. In this
paper, referring to the industry situation and according to
the suggestions of experts, the ISM-ANP method is applied
to establish the implementation effect evaluation index
system suitable for the electronic manufacturing industry.
*e use of MATLAB software and SD software for calcu-
lation saves time is beneficial to the ISM-ANP analysis
method. Further promotion and application provide a
reference index system for the relevant listed companies on
the refined evaluation method of ERP financial management
quality.

5.2.Prospect. Due to the authors’ lack of practical experience
and limitations of various conditions, although this paper
has carried out research in terms of method and empirical
analysis, there are still many deficiencies in the imple-
mentation process model and implementation evaluation
index system of Chen Company, which need to be studied by
other scholars’ conduct further research.

(1) Since the factors affecting enterprise performance
after the implementation of ERP are quite complex,
there are a large number of qualitative indicators,
which makes the artificial selection of indicators not
particularly objective, and the analysis of the factors
related to the implementation effect is relatively
superficial, so the evaluation of such indicators is not
very objective. Whether the selection can accurately
evaluate the implementation effect still needs further
research and analysis.

(2) *e evaluation model and data sources need to be
further improved. *is paper adopts the Delphi
method to assign the relationship between the in-
dicators and the relative importance assignment by
experts, which may have a certain degree of sub-
jectivity, the reliability of the collected data is not
high, and there are defects of subjective factors,
which requires follow-up completely.

Data Availability

*e dataset can be obtained from the corresponding author
upon request.

Table 1: ERO implementation evaluation model of the final weight
of each index.

Name Normalized by
cluster Limiting

Production capacity 0.50774 0.177629
Work efficiency 0.27419 0.095924
Capital turnover 0.21806 0.076286
Employee quality 0.48486 0.121581
Management informatization
level 0.51514 0.129172

Corporate image 0.71118 0.026877
Customer satisfaction 0.28882 0.010915
Management personnel cost 0.17364 0.062792
Inventory cost 0.25569 0.092463
Backorder cost 0.12497 0.045192
Procurement lead time 0.14627 0.052894
Downtime cost 0.18506 0.066920
Manufacturing cost 0.11436 0.041355
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In the era of the 4G network, the scale and pattern of online music education have been formed, and its necessity and educational
achievements have emerged.&e 5G network era is coming, and onlinemusic education is once again facing new challenges, and it
is imperative to make necessary changes. &is paper, by expounding on the changes brought about by the 5G network era,
combined with the characteristics of online music education in colleges and universities, will summarize and analyze the current
work status and problems faced. Improve the level of work and make online music education reach a new height.

1. Introduction

In recent years, my country’s higher music education has
developed rapidly[1]. &e latest data from the Ministry of
Education show that the total number of students in various
types of higher education in China is nearly 37.8 million.
Among them, music education in colleges and universities, as
one of the priorities in higher education, has always been highly
valued by the party and the state [2, 3].With thewidespread use
of 4G network technology, music education has also broken
through the traditional single face-to-face mode, gradually
introducing new technologies, broadening work ideas, and
opening up new positions for online music education,
attracting more college students to learn theory and education
through online media. &e results are remarkable. Recently,
with the rapid development of network technology, the 5G
network after 4G has achieved trial networking, and a faster
and more convenient network era is coming. Under the new
situation, the online music education work in colleges and
universities will inevitably face new challenges, and the work
ideas and methods will also face new changes [4].

&e rapid development of network technology and the
continuous progress of new media technology have brought

about great changes in people’s daily life. Smartphones that
can be connected to the Internet have become an important
item for everyone to travel. As long as there is a mobile
phone, reading and learning, shopping and driving, infor-
mation query, and even identity verification can be realized.
4G network technology has truly changed people’s daily life
habits. Traffic and Wi-Fi have become the channel tools for
modern people to exchange information with others.
Among them, the emergence of new network media has
expanded the channels for people to obtain information on a
daily basis from newspaper publications and television
broadcasts to network news terminals. Text, pictures, audio,
and video, as information carriers, are constantly combined
on new online media and become links and pushes. No
matter at home or abroad, nomatter the size of the news, just
take out your mobile phone and can know what is going on
in the world. &e dividends brought by the 4G network era
are obvious, the technological innovation is faster than
expected, and the 5G network is coming to everyone [5]. In
2014, the transmission network based on 5G technology was
interviewed for the first time. After several years of research
and development, at the end of 2017, the 5G-phased full-
featured standardization was completed. My country also
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authorized the three major domestic operators to carry out
system experiments in 2018. &e technical principles of 5G
networks do not need to be repeated, but the changes it will
bring cannot be ignored. First, the data transmission speed
in the 5G era has increased. &e data transmission speed of
the 5G network can exceed 1Gb per second, and the the-
oretical peak value can reach tens of Gb per second.
Compared with the 4G network, the data transmission speed
is greatly improved. Second, in the 5G era, more devices and
terminals can access the network. In addition to mobile
phones, computers, and a small number of other devices, the
current devices that can access the network will add more
access devices and everyone will also have more smart
devices that can access the network. &ird, the 5G era will
promote the development of big data technology.With more
devices connected to the network, more data will be formed.
Some scholars say that this will bring about a tsunami and
blowout of data. &e previous sampling data analysis
technology cannot meet the demand, and it is inevitable that
more big data technology that can analyze the whole data
will be used. &e explosive growth of data also puts more
demands on big data technology, and the further develop-
ment of big data technology is in line with the arrival of the
5G era. Traditional music and musical traditions are con-
stantly changing with the evolution of social life, not fixed
[6–8]. &e relationship between Chinese andWestern music
has gone through different stages since its birth, and the
situation and people’s mentality reflected in each stage are
different. &e research in this area really goes from the
analysis and explanation of the abstract idea to the concrete
and detailed explanation. In music teaching, when affirming
the excellence of traditional Chinese music, it is undeniable
that the introduction of Western music has had a historical
impact on the development of music in our country. &e
introduction of music forms does not equal the introduction
of culture. &e surface form of music culture is very im-
portant. It is easy to teach and accept [9, 10], and its psy-
chological form has a deep relationship with a nation’s way
of life, behavior, and aesthetics in the deep level. What is
more important now is to do research on the psychology of
music culture. As far as my country’s national music culture
is concerned, from the point of view of being passed down
from generation to generation and having characteristics,
traditional music is not only regarded as traditional music in
our era but also as traditional music in all dynasties [11]. In
addition to historical inheritance, traditional music is es-
pecially important for its expressive and developmental
nature, and the historical penetrating power that any tra-
dition must have. After generations in the process of his-
torical evolution, it still maintains its vitality and maintains
its existence. &is requires that the tradition must have the
ability to recreate and the internal mechanism of recreation,
and have the vigor of continuous reconstruction.

College students are more likely to accept the traditional
education model, which requires face-to-face communica-
tion between teachers and students, which is conducive to
the interaction between teachers and students, and the effect
is obviously irreplaceable. &e current college students are
thoughtful, energetic, and have a strong ability to accept new

things. It is the group characteristics of college students. It
has become a reality that college students are proficient in
using mobile phones and computers to access information
online. In the process of music education, using new media
tools such as WeChat, Weibo, and various teaching APPs to
communicate ideas with students through the Internet and
transmit positive energy will inevitably make college stu-
dents more receptive and more willing to accept. &e net-
work music work has also passed the initial stage of testing
the water and has further developed to a mature and high-
level stage. &e content is more abundant [12]. &e rapid
development of network technology has profoundly affected
people’s daily life, and basic needs such as food, clothing,
housing, and transportation can be solved by using the
network. Among them, obtaining information through the
Internet has become the behavioral habit of many people,
especially college students, and it is not uncommon to have
problems with “Baidu look” and “Zhihu look.” Network
technology also provides technical support for music edu-
cation, and the emergence of new network media provides
content and platform support for music education. &e
massive information on the Internet has become an im-
portant resource information base for music education [13],
and the form of expression is more intuitive. WeChat, QQ,
Weibo, etc. are commonly used information interaction
platforms. College students are willing to obtain rich music
through new online media. &e use of the Internet and new
media has further improved the effect of music education.
Data from December 2018 show that the usage rates of
WeChat Moments, Qzone, andWeibo are 83.4%, 58.8%, and
42.3%, respectively. As a group with more access to the
Internet, college students often use various social media
tools such as WeChat, QQ, and Weibo. Using new media
tools and the convenience of the Internet, Si music education
can be integrated into all aspects of daily life, which is
convenient to create a good campus cultural environment,
and is no longer limited by a fixed location and time.
&rough the effective use of life bits and fragmented time, as
an effective supplement to the traditional educationmodel, it
is close to the needs and preferences of college students, easy
to stimulate their enthusiasm and interest in learning, and
increases the diversity of music education work methods. It
is easier to achieve the ideal results of smooth acceptance,
hydration, and noiselessness [14, 15].

2. Current Situations and Problems

For a long time, in the educational practice of our country,
emphasis is placed on science and engineering, ignoring
humanities, utilitarianism, ignoring quality, focusing on
majors, ignoring foundations, focusing on books, and ig-
noring practice. &e understanding of music education in
ordinary colleges and universities is superficial, and the
cultivation of college students’ aesthetic education emotions
has been neglected. However, some leaders in charge of
music education in colleges and universities do not pay
enough attention to music education. &ey mistakenly be-
lieve that music education is just simple singing and dancing,
and think that holding some competitions and cultural
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performances is the whole of music education, which leads
to the teaching practice of music education in colleges and
universities. It is not valued in music, and it is only in form
and appearance, so college students’ musical aesthetic ability
cannot be truly improved and developed. Society lacks a
profound understanding of the essence of music education,
coupled with the fact that music education cannot bring
direct economic benefits, and its role cannot be seen in the
short term, to a certain extent, some people despise it and
only regard it as a kind of embellishment or decoration,
without knowing its value in essence. &erefore, society,
schools, or families have given enough attention to music
education. In this way, both educators and educated people
bury in their hearts the subconscious thought that music
education is not important, and its educational effect can be
imagined. At present, most of the public music teachers in
many colleges and universities come from professional
music academies (departments), and their majors are vocal
music, instrumental music, or theoretical composition
during their studies. &erefore, they only focus on technical
teaching in the teaching process, so that students have a good
understanding of music. Compared with students majoring
in music, students of other majors in colleges and univer-
sities have different foundations, different specialties, and
different interests and hobbies. Although the teaching object
and teaching purpose of the two are different, the teaching
content is similar. &e music curriculum is very random, the
curriculum is scattered, and the phenomenon of people
setting up courses can be seen everywhere. In addition, the
teaching materials for general music courses in most colleges
and universities are very limited, and there are only a few
teaching materials recommended by the music education
associations of colleges and universities. Compared with the
situation where there are dozens of general comprehensive
teaching materials for other disciplines and majors, there is a
world of difference. &e teaching content is separated from
the actual needs of ordinary college students in colleges and
universities. &e public music textbooks are not included in
the textbook management system uniformly ordered and
distributed by the school. &e textbooks used in the teaching
are all searched and purchased by the teachers themselves.
&erefore, it is difficult to guarantee quality. It can be seen
from the survey data and the information inquired that the
current situation of music education in ordinary colleges
and universities has been greatly improved, but it is not as
optimistic as we imagined. It seems that its situation is still
dispensable. It is very strong, and some people regard it only
as a kind of decoration, which is still in form and appearance
and has not been paid any attention fundamentally. “Art
education is important in talking, secondary in doing, not in
busy.” &e phenomenon is still widespread. Furthermore,
the development of music education in ordinary colleges and
universities in my country is still unbalanced. Although a
few schools have achieved good results, most of them still
have many problems, such as the management organization
of music education is not perfect, the teaching management
is not perfect; the general lack of teachers and the low level of
teachers; insufficient funding; and single teaching materials,
teaching content, and teaching forms; the reasons for all

these phenomena are complex. Obviously, some problems
cannot be solved by individuals, but only by the government
and schools before they can be gradually solved and
implemented. &is article only analyzes and discusses the
problems existing in music education in ordinary colleges
and universities, hoping to find out the crux of the existing
theory and practice.

(1) More attention but still insufficient. At present,
various colleges and universities have realized the
powerful function and importance of the Internet,
and many kinds of music teaching workers have also
carried out educational and teaching activities
through various network media tools, so that the
working interface of music education is not only
offline but also extended to online and established a
solid educational position on the Internet [16]. &e
emphasis on online music education in colleges and
universities has definitely increased, but the degree of
emphasis is still insufficient [17]. &ere are still many
websites and web pages and WeChat public plat-
forms in colleges and universities, but the quality is
not high. &ey pay attention to the form of content
and despise the connotative value of content. &e
resource investment in online music education is still
not enough. If you only think that online music is
just a mechanical transfer of offline music education
to the network, or that online music education only
needs a few computers connected to the network, it
proves that online music education is not enough.
&ere is also a biased understanding [18].

(2) Rich in content but different in quality. On the
network platforms of colleges and departments,
especially the WeChat public platform, information
is released quickly, and the content covers a wide
range of categories. However, there are still actual
phenomena of uneven quality of some content
published on different platforms or on the same
platform. Too much emphasis on whether the title is
eye-catching, the number of clicks on a single article,
etc., and the lack of strict control of the quality of the
content, the phenomenon of fried rice, and stereo-
types still occur, and teachers in professional fields
use online platforms and newmedia tools to conduct
professional &ere are still fewer lectures.

(3) &e use of media tools tends to be skilled but the
form lacks innovation. After the development in
recent years, the number of university network
platforms has reached a certain scale, with corre-
sponding influence, and outsiders also know school
information mainly through network media. &ere
are more and more teachers and students in colleges
and universities who are familiar with the use of new
media tools. &e website pushes a beautiful and
professional layout and has accumulated a lot of
operating experience. Information is released
quickly, and news information can be released on the
same day, which is much faster than traditional
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paper media. However, with skill and speed, the
atmosphere of music education through new online
media is not strong, and most of them are infor-
mation transmission, which fails to effectively
combine music education and information. &e
newly generated network tools cannot be understood
and used in time, which makes the innovation of
music education work form insufficient. Figure 1
shows the relationship between music innovation
education disciplines.

(4) In quality education, music quality teaching is very
important [19]. As an important part of art educa-
tion, music education has a very high aesthetic ed-
ucation value. It is the most direct university
aesthetic education and plays an irreplaceable role in
the full implementation of quality education. Pur-
suing the comprehensive and balanced development
of college students’ personalities is the basic concept
of music education in colleges and universities.

3. Ideas for Music Education Work under 5G

(1) Establish the awareness of full participation in online
music education in the 5G era. With the advent of
the 5G network era, the impact of new technologies
and the emergence of massive data will inevitably
bring about new changes in the network music work
pattern in colleges and universities [20, 21]. In
colleges and universities, student education is not
only the task of teachers but also the work re-
sponsibility of student staff, class tutors, and related
staff. Similarly, the basic idea of educating people by
all staff is bound to apply to the field of ideological
and political work. All kinds of people can integrate
music education into it based on their own work,
form music education into work habits, and reflect
music education with practical actions. In the 5G era,
the network will pervade life, and the music edu-
cation work examples of all kinds of people will
become valuable materials for online music educa-
tion, and everyone will become a participant in
online music education. &rough online sharing and
reporting, narration, and guidance, online and off-
line linkages are formed to create an organic working
system for online music education in the 5G era.
Colleges and universities should help every worker to
establish an important awareness of full participation
in online music education through educational
guidance and policy support.

(2) Strengthen the construction of online music edu-
cators in the 5G era. Onlinemusic education requires
a professional workforce [22]. In the 5G era, the
emergence of new technologies and the new changes
in the network landscape have put forward more and
higher job requirements for online music educators.
Most colleges and universities have not established a
full-time network music education team, and many

workers still undertake a lot of other work. &e new
job requirements will bring more work tasks, and the
establishment of a full-time team will ensure full
input of work energy to meet the new challenges. At
the same time, the resource investment in the
workforce should continue to increase, and the
professional quality of the workforce should be
improved through the training of theoretical literacy,
media technology, educational methods, and fre-
quent exchanges in the Internet industry, media
industry, and education industry. In the full-time
work team, the theoretical talent team will be further
enriched, and finally, a team of network music ed-
ucators in the 5G era with strong ideas, outstanding
abilities, and a combination of full-time and part-
time jobs will be formed. &e full-time work team
combined with the actual work of full participation
in online music education will help colleges and
universities to ensure the work effect of online music
education in the 5G era [23].

(3) Open up a new frontier for onlinemusic education in
the 5G era. In the 5G era, network transmission is
faster and traffic costs may be lower. Coupled with
the emergence of various technologies, the impact is
no less than the 4G era. Among the online tools
currently used by college students, WeChat, QQ, and
Weibo are no longer new, and more media apps such
as Douyin and Zhihu have also become online
gathering places for college students. Online music
education cannot only be satisfied with WeChat,
Weibo, and other tools but should quickly adjust to
emerging platforms to work. In the future, if the
traffic cost is further reduced, the traditional text and
pictures may also lose their advantages, and the
audio and video will have more room for develop-
ment. &e focus of online music education can also
gradually shift from text and pictures to audio and
video, using audio and video to share news infor-
mation and convey correct ideas. At the same time,
try to introduce VR technology, big data analysis
technology, etc. in online music education, through
new technological innovation work mode, data
analysis to understand the current state of mind of
college students, understand the different needs, and
provide a reliable basis for future work design.

Musicology

Innovative learningPedagogy

Figure 1: &e relationship between music innovation education
disciplines.
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Constructive music teaching is a teachingmode based on
constructivism theory. &e teaching mode of constructivism
is “student-centered, teachers play the roles of organizers,
guides, helpers, and facilitators in the whole teaching pro-
cess, and use the learning environment elements such as
situation, collaboration, and conversation to give full play to
students’ initiative, enthusiasm and initiative, and ultimately
achieve the purpose of enabling students to effectively realize
the meaning construction of the current knowledge.” In this
model, students are the active constructors of themeaning of
knowledge, and teachers are the organizers, guides, helpers,
and facilitators of meaning construction; the knowledge
provided by textbooks is no longer the content taught by
teachers, but students actively construct the object of
meaning; the media is no longer a means andmethod to help
teachers impart knowledge, but a cognitive tool for students
to actively study and explore collaboratively. &e more
mature teaching methods that have been developed so far
include scaffolding, throwing, and random access (also
known as random access). &ese theoretical frameworks are
fully applicable to the music teaching process and can be
used innovatively.

(1) Scaffolding music teaching. &e scaffold originally
refers to the scaffolding used in the construction
industry. It is used here to vividly describe a teaching
method, that is, students are regarded as a building,
and students’ “learning” is a process of actively
constructing themselves, while teachers’ “Teaching”
is a necessary scaffolding that supports students to
continuously construct themselves and develop new
problem-solving skills. Taking the Xiangjiao version
of the music textbook “Let the World Be Full of
Love” as an example, teachers can show students the
structure diagram of the whole class (see the figure
below) by writing on the blackboard before class, so
that students can clarify their learning ideas and
goals [24]. On this basis, fill in the detailed content of
the section one by one in groups. In the whole
teaching, teachers only teach songs through various
media and guide students to promote teaching
progress one section at a time, while more time is
reserved for students to use section thinking to
construct to make the world full of love as the theme.
&e system of emotion and knowledge can achieve
the purpose of aesthetic and emotional education for
students. Figure 2 shows making the world full of
love.

(2) &rowing-out music teaching. &is teaching mode
requires that it be established on the basis of con-
tagious real events or real problems. &e real events
or problems are vividly likened to “sketches,” be-
cause once the event or problem is determined, the
entire teaching content and teaching process are also
confirmed, just like the ship is wrongly fixed. For the
music class “Let the world be full of love,” “pin” is “to
fill the world with love,” which not only includes the
song “Let the world be full of love” but also guides
students on how to understand and feel “love.” Love

“includes human affection and human love (see the
picture below).” After the teacher “breaks down,” the
rest of the time needs to be more for teachers to
participate in students’ discussions on an equal
footing and for students to communicate and share
with each other. Different individual students have
different understandings of “love” and different
feelings about the song. Sharing their experiences of
enjoying or feeling “love” in communication can
enrich students’ in-depth and diverse understanding
of “love,” and deepen emotional cognition. Figure 3
shows understanding and feeling of “love.”

Creative music activity is complex, which requires the
fusion of music logic with more left-brain activities and
musical intuition with more right-brain activities, so that
music innovation education and brain science are linked
together, interacting, influencing, and promoting each other.
Figure 4 shows the relationship between music creation and
brain function.

In the creative music teaching practice, the creative
teaching method is the main method, the game teaching
method and the technology intervention method are sup-
plemented, and the interactive method, the telling method,
and the guiding method are also used comprehensively. &e
teaching concept basically involves three major music
teaching systems, such as letting students create rhythmwith
rhythm and melody, using Colvin gestures to create melody,
and using Orff instruments to improvise an accompaniment.
&e teaching theme of “Cultivating Musical Ability by
Participating in Creative Music Games” is to integrate games
into the process of music learning, improve students’ interest
in music creation, and encourage creative performance; the
teaching target is eighth-grade students who have never been
exposed to songwriting. &e content is the development and
extension of the typical Spanish-style flamenco dance
rhythm [25]. First, divide all the students into four groups,
namely, rhythm group, transmission group, rhythm group,
and singing group; secondly, collectively learn and practice
knowledge about rhythm patterns, transmission objects,
rhythm, and pitch; and third, groups will cooperate to
display the music knowledge they have learned; fourth,
creative teaching, requiring students to improvise specific
and incomplete melodies, and show their achievements
through the students’ creative work session. &e teaching
steps are as follows: first, import through collective mo-
mentum and rhythm imitation games; second, sound cre-
ation learning through the students’ understanding of the
regular staff, create music for the displayed graphic spec-
trum. Figure 5 is an example of a graph spectrum.

&e arrival of the 5G network is just around the corner,
and people’s life will be more convenient. &e online music
work in colleges and universities will also usher in new
changes accordingly, adapt to technological changes, com-
bined with the new work situation, establish a music work

Love event Song of love Feeling of
love

Sublimation
of love

Figure 2: Making the world full of love.
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awareness in line with the new era of the Internet, constantly
broaden work ideas, innovate work methods, and improve
content quality by improving content quality, innovating the
form of content expression, and introducing new technol-
ogies will surely once again enhance the work level of online
music education.

4. Conclusion

In short, under the impact of the Internet in today’s society,
traditional statistical services have been unable to keep up
with the times. While the Internet has provided great help, it
has also put forward new requirements for traditional

statistical services. &e complex and difficult statistical
service system will definitely be replaced by the electronic
information-based statistical service system. &erefore, it is
an inevitable trend in the new era to establish an electronic
information-based statistical service file system in the sta-
tistical service department. Following the trend, increasing
the information management efficiency of statistical ser-
vices, and establishing an electronic information-based
statistical service system in the new era is a major way for our
statistical service industry to contribute to society. It is also
the technical basis for promoting the comprehensive
management of statistical services. &erefore, statistical
service departments should fully realize the importance of
informatization construction of statistical services, improve
the statistical service system, improve the professional
quality of statistical service personnel, and promote the
informatization construction of statistical services.
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School sports is an important part of sports. �e participants are mainly school students. Students play an important role in the
development of the country. �e development of campus sports is particularly important for the future development of the
country. With the continuous improvement of the level of sports technology, to achieve higher, faster, and stronger sports goals,
the requirements for sports venues continue to increase. To study whether the environment of the school’s badminton court meets
the requirements of the school’s teachers and students to exercise and whether it can achieve the purpose of improving their own
sports skills, the above problems are studied. �rough the analysis of the light environment in the school grounds, to judge some
problems existing in the badminton �eld of the school, improvement measures are put forward through research, and feasibility
analysis of the improvement measures is carried out.

1. Introduction

�e light environment is an important indicator that
a�ects the comfort of the badminton court, so a suitable
light environment a�ects the performance of athletes to a
certain extent [1]. �e impact of the light environment on
athletes is mainly manifested as glare, due to inappro-
priate distribution or range of brightness, or too strong
contrast, causing discomfort or visual conditions that
reduce the ability to distinguish details or objects.
According to the degree of glare’s impact on vision, it can
be divided into disability glare and discomfort glare.
Disabling glare can cause a decline in visual ergonomics,
while discomfort glare a�ects people’s visual comfort
[2–5]. Generally speaking, the presence of glare in bad-
minton courts is uncomfortable glare. Uncomfortable
glare will weaken visual function to a certain extent, a�ect
visual performance and work e�ciency, and cause safety
hazards in important visual workplaces. Long-term e�ects

will cause psychological damage, discomfort, and visual
fatigue, which in turn lead to physical discomforts such as
irritability, inability to concentrate, migraine, and eye
diseases. �erefore, uncomfortable glare is an important
indicator in lighting design, which is usually evaluated by
the UGR system (uni�ed glare value) [6–9]. In addition,
there are the VCP method, the cuto� angle method, and
the CIBSE LG3 method for re¢ected glare. �e physical
term for the light environment is called light intensity,
abbreviated as illuminance, and the unit is lux or lx.

2. Experimental Investigation

2.1. Experimental Objects and Instruments. In the bad-
minton court of a university gymnasium, a student was
selected as the experimental object, and the serving test was
performed in 3 di�erent illumination time periods. An
experimental subject is picked, and the skin temperature,
heart rate, etc., are recorded before the test, so that the heart
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rate is stable, and then, the ball is served in sequence in 7
fields. Make sure that the test subjects are tested when
their heart rate is basically stable. +e test subjects serve
on the side of the court, and then, the data are recorded.
+e experimental equipment used mainly includes
thermometers, black ball thermometers, sports watches,
and hula hoops.

2.2. Experimental Method. +is study investigates the
badminton court in a university gymnasium and mainly
analyzes the problems existing in the light environment
of the badminton court in the gymnasium of the uni-
versity. +e research methods mainly include survey
method, literature research method, simulation method,
qualitative analysis method, and experimental summary
method.

2.3. Experimental Scheme. +e university arranged a total
of 7 indoor badminton courts side by side. 7 courts were
used as the control group, and only the light environment
of these 7 courts was studied. +e light environment
experiment is mainly divided into two parts. +e first part
is to test the illumination of each area of the badminton
court in the gymnasium of the school. Since each field is
large, each field is divided into 12 areas to test the
badminton field in groups and test the illuminance of
each area of each site. Figure 1 shows the division of
badminton test area.

+e lighting of the school’s gymnasium badminton
court consists of two lighting modes: natural light
sources and lamps. +ere are windows on the north and
south sides of the venue and a ribbon-shaped skylight on
the top. +e illuminance test is to test the illuminance of
the site at different times, record the illuminance of each
site area under different light environments, and conduct
statistical sorting and analysis. According to the use time
of the venue, the illumination data of each venue will be
obtained in six time periods: 9 : 00, 11 : 00, 13 : 00, 15 : 00,
18 : 00, and 21 : 00. +e test content includes glare in each
area and direct illumination in each area. +e second part
of the light environment experiment is to analyze
whether the light environment of the school’s gymna-
sium badminton court has an impact on sports through
experiments.

3. Results Analysis

3.1. 2ermal Environment-Related Indicators. In photom-
etry, “luminosity” is the density of luminous intensity in
a specified direction, but is often misunderstood as il-
luminance. +e international unit of luminosity is the
light received per square meter (called candela in
mainland China, Hong Kong, and Macau). Light in-
tensity has a great influence on the photosynthesis of
organisms. It can be measured by a light meter [10–15].

3.1.1. Calculation Formula.

Average illuminance(Eav)

�

total luminous flux of light source(N∗Φ)

∗ utilization factor(CU)∗maintenance factor(MF)

area area m
2

 
.

(1)

(Note: applicable to indoor or stadium lighting
calculations).

Utilization coefficient: 0.4 for general indoor use and 0.3
for sports.

Maintenance coefficient: generally, 0.7 ∼ 0.8 is taken.

3.1.2. Standard Value. +e average illuminance on the work
surface or reference plane is maintained, and the average
illuminance on the specified surface shall not be lower than
this value. It is the average illuminance on a specified surface
at the moment when the lighting installation must be
maintained, which is the illuminance required to ensure
visual safety and visual efficacy at work. +e national
standard of the People’s Republic of China “Architectural
Lighting Design Standards” GB50034-2013 specifies the
general illuminance standard values for new, renovated, and
expanded residential, public, and industrial buildings.

3.2. IlluminationDataAnalysis of EachArea of theBadminton
Court. During the investigation, it was found that the
lighting methods of the school’s gymnasium badminton
court mainly include complete natural lighting, combination
of natural lighting and artificial lighting, and complete ar-
tificial lighting [16–19]. In most cases, the badminton court
in the gymnasium of our school only relies on natural
lighting and artificial lighting. In the case of the combination
of the two lighting modes, it only exists in the morning and
evening with natural light sources but cannot meet indoor
lighting. +e time is relatively short. +is experimental in-
vestigation mainly studies the illuminance of indoor lighting
under natural light and when the lights are turned on
without natural light. In the case of sufficient natural light
sources, it can be divided into two situations: curtains drawn
and curtains not drawn. +erefore, this survey mainly
studies various time periods of natural light, including 9 : 00,
11 : 00, 13 : 00, 15 : 00, 18 : 00, and 21 : 00. According to the
illuminance of each area in six time periods, the following
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Figure 1: Division of badminton test area.
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statistical table is obtained according to the calculation
formula of average illuminance (Eav) (Table 1).

It can be seen from Table 1 that the illuminance value of
the badminton court varies with time, and there are obvious
differences in the illuminance of each venue in different time
periods. +e comfort of the venue is judged by the illumi-
nance value of each venue.

From Figure 2, it can be seen from the broken line graph
of the illuminance of the badminton court that the illu-
minance changes in each venue in different time periods and
the illuminance of the draw is also different for different
venues in the same time period according to different dis-
tribution positions. Combining the statistical table of illu-
minance values of each venue at different times in Table 1
and the two graphs of the broken line chart of illuminance of
the badminton court in Figure 2, it can be clearly found that
the illuminance of the venue increases from both sides to the
middle under natural light sources, while the illuminance of
each area is relatively stable when the lights are turned on.
+e reason for affecting the illuminance is the use of lamps
and lanterns. +e survey test tested six time periods, namely,
the illuminance of the site under three relatively typical
lighting conditions under the condition of sufficient natural
light source on sunny days, without drawing the curtain,
pulling the curtain under the condition of sufficient natural
light source, and turning on the light under the condition of
insufficient natural light source. Among them, the test is 9 :
00, 11 : 00, 13 : 00, and 18 : 00. +e four time periods are the
data when the curtain is not drawn under the condition of
sufficient natural light source, and 15 : 00 is the area of the
venue after the curtain is drawn under the condition of
sufficient natural light source. +e data of 21 : 00 are the
illuminance of each venue area under the condition that the
natural light source is insufficient at night and the lights
must be turned on at night. It can be seen from the test that
the illumination of each area in the room is the highest when
the curtains are not drawn under the condition of sufficient
natural light source, followed by the curtains drawn with
sufficient natural light source, and the illumination of each
site is the lowest under the condition of artificial lighting.
Among them, the illuminance is higher at 11 : 00 and 13 : 00
in the four time periods when the curtains are not drawn
under the natural light source, followed by the time periods
of 9 : 00 and 18 : 00, and the indoor curtains are shading at
15 : 00, but the illuminance inside the site is still higher than
that in the morning and evening. From the experimental
data, it can be seen that the lighting conditions of each site
are also different in the same time period, because the in-
stallation of indoor windows is asymmetric on the north and
south sides, and the installation positions of the windows are
different, so the lighting conditions are not the same. +e
average illuminance on the north side with windows on both
sides is higher than that on the south side. Because there are
windows on the south side of Nos. 3 and 4, the lighting
conditions are good, and there are pillars on the north side of
Nos. 3 and 4 to block the light. +e southern site is higher
than the northern site under lighting conditions. Due to the
location of the windows, the north and south sides of Site 1
and Site 7 are walls, so the illuminance under natural lighting

is the lowest in the entire site. +ere are no windows on the
west side of the No. 2 field, but there are windows on the east
side.+erefore, the illuminance of 1, 4, 7, and 10 areas of No.
2 field is lower than that of 3, 6, 9, and 12 areas. According to
the illuminance test data when the lights are turned on under
the condition of insufficient natural lighting, it is found that
the average illuminance of each area is between 250 lux and
350 lux under the condition of turning on the lights. +ere is
a malfunction for some reason, resulting in the failure of
normal lighting. Among them, the faulty lights have the first
light and the second light on the north side of the east row in
the middle of Nos. 3 and 4; the lights on the northwest side
between No. 4 and No. 5 are faulty; the two lights on the
south side of the row on the side were faulty; the two lights
on the southernmost side of the west column between sites 5
and 6 were faulty, and the lights on the east side between sites
5 and 6 were faulty; a row of lights were in the middle of
venues 6 and 7. +erefore, the illuminance of some areas is
lower than the average value of this time, which leads to
areas 2, 3, 7, 8, 9, 10, 11, and 12 of No. 4, areas 1, 2, and 3 of
No. 5, and the entire No. 6 illumination in areas 1, 4, 7, 10,
and 11 of the site; Site 7 will be affected.

3.3. Analysis of the Experimental Data of the Ground Light
Environment of the Badminton Court. +ere is a control
experiment in this experiment. To verify the influence of the
light environment on the exercising population, other en-
vironmental factors and the personal factors of the exper-
imental subjects should be basically controlled to avoid
affecting the experimental results. +eir heart rate and skin
temperature are tested before each experiment to ensure that
the heart rate of each experiment is basically the same, so as
to avoid the testers’ own physical conditions affecting the
experimental results. +e different time periods of the ex-
perimental illumination are divided into six groups. +e
illumination conditions in the six groups are the same as the
conditions in the illumination experimental data. Each
group of experiments is divided into seven times, and seven
sites are tested. Test data of badminton court ground illu-
mination environment (Table 1). +e variable in the data is
the time period of the test, and the ambient temperature in
the test will be different due to the different control time
period. +erefore, the ambient temperature is also used as a
control variable, and both horizontal and vertical analysis
are required to avoid as much as possible. Experimental bias:

Table 1: Statistical table of the average value of illuminance at
different times in each site. Unit: lux/m2.

Numbering
Time

9 : 00 11 : 00 13 : 00 15 : 00 18 : 00 21 : 00
Venue 1 495 627 655 542 558 271
Venue 2 571 678 708 596 609 308
Venue 3 788 895 925 736 827 304
Venue 4 730 977 867 838 772 218
Venue 5 729 1008 866 820 711 255
Venue 6 716 931 851 761 752 131
Venue 7 611 714 744 714 645 243
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To more intuitively see the in¢uence of di�erent tempera-
tures and illuminance on the experimental results in this
experiment, the bar graph of the ground light environment
test data of the badminton court in Figure 3 is drawn
according to the experimental data.

Figure 3 is a bar chart of the ground light environment test
data of the badminton court, which can visually display the
scores of each venue at di�erent temperatures in di�erent time
periods and the scores of each venue at the same temperature in
the same time period. Comparing the illumination environ-
ment scores of the same venue in di�erent time periods, we can
�nd the impact of di�erent illumination in di�erent time
periods on sports performance. �rough the di�erence in the
scores of di�erent venues in the same time period, it can be
found that the impact of illumination in di�erent venues on
sports performance. �e bar chart mainly shows the score of
each �eld, and the main in¢uencing factor is the di�erent il-
lumination of each �eld under di�erent conditions during the
test period. According to the experimental data of the bad-
minton light environment, it can be seen that the illumination
in each test period is di�erent, so the �nal experimental result
score data will also be di�erent. �e temperature during the
experiment is also one of the in¢uencing factors of the ex-
perimental results. �erefore, to visually see the score data
under the in¢uence of the two environmental factors, tem-
perature and illuminance, the origin data analysis software is
used to draw a 3D scatter diagram as shown in Figure 3. �e
three-dimensional scatter diagram is drawn from the test data
of the ground light environment of the badminton court, and
the three-dimensional scatter diagram obtained by the test data
of the ground light environment of the badminton court. In
Figure 2, we can see the scores of the experimental objects
under the two experimental conditions of X-axis ambient
temperature and Y-axis �eld illumination. �rough the line
chart and the three-dimensional scatter chart, it can be seen
that the badminton court in the school gymnasium has dif-
ferent e�ects on sports under di�erent time and light

conditions. From the line graph of the ground light envi-
ronment experiment data of the badminton court in Figure 1, it
can be seen that in the six time periods, in these groups of
experiments at 9 : 00, 18 : 00, and 15 : 00, the scores of each
venue are higher than other time periods; in the experiment at
21 : 00 (insu�cient natural light source, turn on the lights), the
low scores of each venue were lower than other time periods.
By analyzing the experimental data under the conditions of
light and temperature, using the temperature as a quantitative
measure, and analyzing the data of the experiment under the
same or similar temperature conditions, we can know that for
sports, the light intensity needs to be within an appropriate
range, and people can exercise to achieve intended purpose,
when the illumination is too high or too low is not conducive to
physical exercise. �e three time periods with the highest
scores, 9 : 00, 15 : 00, and 18 : 00, are basically between 500 lux
and 800 lux. �e experiment shows that when the illumination
is between 500 lux and 800 lux, athletes will achieve the best
performance.

4. Discussion

4.1. In�uence of Light Environment on Motion. Lighting
mainly a�ects the illuminance and glare in the light envi-
ronment [20–22]. When the illuminance is not enough, it
will a�ect the judgment of the sports people on badminton
and causes visual damage. �rough the illumination test
experiment and the analysis of the light environment ex-
periment, it can be seen that there are many problems in the
badminton court in the gymnasium of the school. First of all,
the illumination of the indoor badminton court of the school
is uneven and there is glare. According to the national
standard, the illumination of the badminton court is not less
than 300 lux, while the illumination of our school’s indoor
badminton court is only about 200 lux when the natural
light source is insu�cient, which is not up to 300 lux.
Illumination standard: in the experiment, No. 4 �eld
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Figure 2: Badminton court �eld illuminance line chart.
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scored the highest, and No. 4 �eld had medium illu-
mination in each experiment, neither the highest nor the
lowest. In the three experiments, the site with the lowest
score data was the site with the highest or lowest illu-
mination during the test during that time period. From
the three-dimensional scatter diagram of the ground
light environment test data of the badminton court in
Figure 2, it can be found that both the illumination and
temperature of the environment have a certain in¢uence
on the exercise performance, and there is also a standard
value when the temperature and illumination a�ect
exercise. In the in¢uence process, it can be found that the
in¢uence of light on the movement is mainly in two
cases, the illumination is too high or the illumination is
too low. When the illuminance reaches a certain range, it
is the most comfortable illuminance for exercise. Under
this and illuminance conditions, people who are exer-
cising will neither be unable to judge the movement
situation because the illumination is too low, nor will
they cause glare because the illumination is too high.
�rough this experiment, it can be found that the most
suitable illumination range is in the range of 500 lux to
800 lux, so the �nal improvement of the stadium bad-
minton court should also reach this illumination range.
From the above data analysis, it can be concluded that the
illumination has a certain in¢uence on the badminton
movement, and the optimal illumination required for the
exercise is between a certain value. When the illumi-
nation is too high or too low, it is not conducive to sports.

4.2. Improvement Measures for Badminton Court.
�rough the above experiments and data analysis, it can be
found that the problems to be improved in the badminton

court in the gymnasium of the school mainly include in-
su�cient lighting and glare [23–25]. Regarding the problem,
we will improve the badminton court in the school’s gym-
nasium. For the problem of insu�cient light illumination,
higher-power lamps can be selected, and the existing damaged
lamps can be repaired, to achieve the e�ect of increasing the
illumination. For the glare problem, the illumination mode of
the lamps can be changed and the illumination angle can be
adjusted. Aiming at the problem of �eld illumination, the
DIALux lampmodeling software is used for analysis. First, the
spatial structure diagram of the badminton court in the
gymnasium of the school as shown in Figure 4 is established
to carry out the overall simulation analysis.

Figure 4 is a model based on the overall structure of the
badminton court in the gymnasium of our school to restore
the existing structure of the badminton court of the school,
including all doors and windows. In this way, the interior
lighting of the venue and the illumination of each area can be
simulated under the condition of su�cient natural light
sources. �en, the simulated environment is combined and
arranged according to the installation method of the existing
lamps. After the arrangement is completed, the DIALux
software is used for lighting analysis.

As shown in Figure 5, the lighting of the badminton
court in the gymnasium of the school is basically arranged
around the lamps in the absence of natural light sources at
night.�e illuminance of the places illuminated by the lamps
in a straight line is higher and then gradually decreases to the
places where the lamps cannot illuminate. �e calculation
results show that the average illuminance on the ground of
the badminton court in the entire gymnasium is about
150 lux, the maximum illuminance is 230 lux, and the
minimum illuminance is 62 lux. �e illuminance distribu-
tion is not uniform, and the illuminance values are quite
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Figure 3: 3D scatter plot of the experimental data of the ground light environment of the badminton court.
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different. However, considering that the light distribution
method of the badminton court in the school gymnasium is
mainly distributed on both sides of each badminton court,
the light is irradiated to the middle of the badminton court
by playing against each other on both sides, so that although
the overall illumination is not uniform, exercising on the
badminton court. +e area can have good lighting. +ere-
fore, although some areas have low illumination, they are
basically dead ends of the movement and do not affect the
overall badminton movement.

5. Conclusion

Although the venue as a whole meets the standards, some
parts need to be improved. Compared with the standard
facilities of the venue, the overall feeling of the sports crowd
is also extremely important. Improving sports skills requires
not only standard venue facilities but also the subjective
feelings of sports people. +rough the illumination exper-
iment, it can be found that the illuminance of the badminton
court in the gymnasium of the school is different under
different illumination conditions and in different areas of the
venue. +e factors that affect the illumination include the
light source and the building structure. +erefore, venue
lighting not only needs to consider the selection of lamps but
also allocates reasonably according to different venues and
arranges lamps reasonably to achieve the desired effect. +e
ground light environment experiment of the badminton
court found that among the lighting factors affecting the
sports crowd, the school’s badminton court illuminance has
a suitable range. When the illuminance is between 500 lux
and 800 lux, it is the most comfortable for the sports crowd,
and when the illumination is too low, it will affect the sports.

It will affect people's visual effects in badminton, and when
the illumination is too high, it is easy to produce glare, so the
improvement of the venue should be based on the illumi-
nation standard between 500 lux and 800 lux.
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+e dataset can be accessed upon request.
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With the continuous development of the social economy, people from all walks of life attach great importance to the smart home
design of arti�cial intelligence technology. In the context of the information age, people’s requirements for the quality of life are
also gradually upgrading, and the requirements for home furnishing have also been upgraded from the traditional requirements of
only living places to the expectation that a more intelligent, convenient, smart home has gradually been brought into life by people.
e smart home system can integrate all control terminals into one system and implement on-site or remote control of home
equipment using the computer terminal and mobile phone terminal, to realize the function of managing home equipment more
conveniently and �exibly. Arti�cial intelligence technology as one of the important links adopts a structured design scheme to
control and complete the design of the smart home system. Compared with most smart home systems on the market, this system
also focuses on the safety precautions of the residential environment. It adopts infrared detectors for doors and windows and
gravity sensing devices for indoor �oors. e space-time barriers between home systems optimize and enhance the user’s living
experience. e article �rst analyzes the architecture, mainstream technology, and characteristics of computer technology and
then discusses the design and implementation of my country’s smart home system, providing strong support for
subsequent research.

1. Introduction

With the rapid progress of computer technology and the
continuous reduction in hardware costs [1, 2], virtual reality
(VR) technology has ushered in a new wave of development,
and many companies have begun to participate in the re-
search and development of VR technology. Google of the
United States developed the Google Cardboard product,
Samsung of South Korea developed the Gear VR headset,
and Sony of Japan developed the PlayStation headset.
However, while the hardware equipment is booming, the
lack of content seriously restricts the development and
popularization of VR technology. At present, most com-
panies try to expand the research direction and development
prospects of VR technology by combining existing experi-
ence and new technical theories, especially the application of
VR technology in the �eld of home improvement. e smart
home is a new living concept based on the combination of

many technologies [3–5]. As the pursuit of spiritual quality is
becoming more and more personalized, the traditional two-
dimensional design concept can no longer meet the needs of
modern people. Smart home products [6–9] are relatively
expensive equipment and show functional characteristics
through speci�c physical objects, which are expensive and
di¡cult to adapt to the individual needs of customers.

e traditional home display method usually uses 3D
renderings for visual simulation display [10], but this display
method cannot realize the preview of the whole scene, which
easily leads to the �nished product being less than the
customer’s psychological expectation. erefore, more and
more people begin to apply VR technology [11] to the home
simulation display system.is display method can not only
provide users with an immersive home experience but also
realize the self-service design of home details such as �oors,
�oor tiles, and wallpaper patterns [9]. In addition, the
traditional home display method has a complex design and
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low drawing efficiency, while the home display method
based on VR technology can be operated in batches, thereby
improving work efficiency. To improve the display effect of
home simulation [3] and realize immersive home display,
this study proposes a home simulation display system based
on virtual reality. ,e system is developed and designed
based on HTC Vive VR equipment, fully considering the
interaction between home display and users, and realizes
personalized home decoration design.,e simulation design
and implementation results show that the proposed home
display system can not only provide users with an immersive
home experience but also can carry out modular design to
improve the development efficiency.

,e basic principle of a smart home [12, 13] is to allow
human beings to experience the progress and development
of technology and bring convenience to human life. Firstly,
the application scenarios of a smart home are analyzed, how
the intelligent functions in the home are realized intelli-
gently, and the virtual reality technology is used to express
intelligence [14, 15]. ,erefore, this simulation system
combines 3D modeling, from the user’s point of view, and
uses virtual reality technology to achieve a 3D demonstra-
tion of some functions of the smart home [16] control
system. When the user clicks the relevant button, the
simulation system will make a corresponding control re-
sponse. Relying on ordinary residential quarters, this study
takes the real simulation of the surrounding environment as
the premise, fully excavates the basic needs of the residents
as the criterion, fully demonstrates the convenience brought
by the home to human beings, and completes a virtual
simulation of a smart home with basic function demon-
stration system [17].,ere are also many personalized smart
home control methods, and the demonstration platform can
be customized according to the user’s DIY.

,is study uses three-dimensional modeling technology,
taking residential quarters as an example, to study the
technology of a home simulation system. By collecting data
and using SketchUp software to build and optimize the
model of the simulation system, a realistic home scenemodel
is constructed. ,e comprehensive use of the Unity3D
rendering engine, combined with the virtual simulation
system technology, realizes the intelligent simulation of the
internal functions of the home, allowing users to feel the
convenience brought by real smart home control on the
computer [18]. ,e simulation system is easy to carry and
provides convenience for smart home publicity, and at the
same time, compared with the previous home control
physical equipment, the simulation system costs less. ,is
simulation system gives full play to the interactivity and
autonomy of the 3D visual simulation technology in virtual
reality and makes full use of the Unity3D rendering engine
combined with the built-in ShaderLab shading language to
further improve the rendering effect, creating a more re-
alistic day, night, and indoor and outdoor effects. It im-
proves the user’s sense of immersion and simulates various
intelligent control functions in the home.

Our work mainly studies the design of the smart home
system, by analyzing the architecture of computer tech-
nology and the main features of its technology.

2. Overall Function Design of the System

2.1. Simulation System Function Design. To realize the
personalized home design, the choice of various types of
units, and hardcover rooms, this study proposes a home
simulation display system based on virtual reality. ,e
system realizes the roaming display, UI interaction, and
scene switching of the rough house and DIY design, as
shown in Figure 1. For DIY design, personalized home
design can be achieved by implementing functions such as
home object interaction, handle prompts, furniture
placement, and floor material switching. ,e establish-
ment of the smart home virtual simulation system [19, 20]
has three macroscopic tasks: (1) the planning and con-
struction of the entire scene environment; (2) the inter-
active realization of indoor scenes; and (3) the interactive
realization of outdoor scenes. ,e 3D scene model is
realized by modeling software; the 3D engine design re-
alizes the interactive roaming of indoor and outdoor
scenes and the demonstration of indoor home functions.
,e design of the entire simulation system follows the
waterfall model, which is gradually refined from top to
bottom. Figure 1 shows the overall functional architecture
of the system.

,e specific function design of each module is as follows:
(1) the basic unit type module realizes the roaming display,
UI interaction, and multi-scene switching of the home, and
the user can realize the roaming by operating the handle.,e
purpose of this function is to achieve a global view of the
layout of the house and use the UI menu to interact with
the details of the home. (2) ,e self-service design module
realizes the functions of personalized home design and
user-independent switching of furniture and floor mate-
rials, object highlight display, and teleportation. As can be
seen from the above figure, the simulation system mainly
designs and realizes core functions such as intelligent
simulation of internal components of the home in the
virtual home scene, interactive roaming of the virtual
scene, and dynamic simulation of the work of the housing
pipeline.

2.2. Technical Process of Simulation System Implementation.
,e entire scene technical process mainly consists of three
modules: data acquisition, SketchUp modeling, and
Unity3D rendering. Firstly, the collected data are ab-
stracted, the scene is set and planned, the house base map
is made in AutoCAD, and the scene model is constructed
using virtual modeling technology, material, and texture.
After that, the construction of the simulation scene is
improved in Unity3D, the required special effects are
added to the environment, the virtual roaming of the
scene is realized, and the program design simulation of the
simulation system production is carried out for the
functional demonstration in the home, and finally, the
real-time rendering of the virtual environment is realized
to complete the whole process. Figure 2 is a block diagram
of the system technology roadmap.
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e technical route of design and implementation of a
smart home virtual simulation system is as follows:

(1) Carrying out the overall design and planning of the
scene, building indoor and outdoor virtual envi-
ronment models, and determining the scale,
implementation route, and development tools of the
simulation system development scene

(2) Planning the area of the terrain; dividing the
terrain area, the road interval, the number of
street lamps, and the interval between the
lamps; and setting the placement position of the
home

(3) e construction of the entire scene, the setting of
light e£ects, the simulation of the natural environ-
ment, the construction of indoor object models, etc

(4) e optimization, grouping, importing, and
exporting preprocessing of 3D model to realize
roaming interactive system

(5) Adding sky e£ects, light sources, trees, fountains,
fallen leaves, sun halo, and other environmental
special e£ects to the virtual scene in the Unity3D
engine; setting the roaming mode; and realizing the
interactive control operation of the home and indoor
household facilities
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Figure 1: Overall functional architecture of the system.
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2.3. Selection of System Development Tools. ,e basis for the
establishment of the entire simulation system is the model,
and the quality of the model will affect the efficiency of the
entire simulation system, so the establishment of the model
is very important. At present, in the 3D simulation system,
macroscopically, the modeling methods can be divided into
two types: preprocessing modeling and real-time modeling.
Microscopically, it can be divided into three types: the first is
to use 3D software to model; the second is to measure and
model through instruments and equipment; and the third is
to use images or videos to model.

(1) Using 3D Software to Model. You can see many
excellent modeling software packages in the market,
and the more well-known ones are 3D Max,
SketchUp, Maya, and AutoCAD. ,e basic opera-
tions are to construct complex geometric scenes by
rotating, extruding, stretching, or doing Boolean
operations on the solid model. Using modeling
software to build 3D models mainly includes geo-
metric modeling, kinematic modeling, physical
modeling, object behavior, and model segmentation.

(2) Modeling with Instruments. 3D scanner is also
known as 3D digitizer. It is a device used to analyze a
real-world object or environment to gather data on
its shape and possibly its appearance (e.g., color).,e
collected real stereo color data will be used to convert
into digital signals that can be recognized by com-
puters, which can then be used to build digital 3D
models.

(3) Modeling Based on Images or Videos. Image-based
modeling and rendering (IBMR), referred to as IBMR,
is a super-active research field in the current computer
graphics community. Using IBMR technology, the
information provided by the image is expressed by a
three-dimensional model, which makes the entire
transformation process convenient and fast.

2.3.1. Selection of Modeling Software

(1) SketchUp. ,e elegance and ease of traditional pencil
sketches and the speed and flexibility of modern digital
technology are perfectly combined by SketchUp Master.
Master Sketcher is completely different from how we usually
let the design process match the software too much, and it
was specially developed to match our design process. In the
design process, we are usually used to start from an inac-
curate scale and proportion to start the overall thinking and
continue to add details as the thinking progresses. Of course,
if you need to, you can easily and quickly make precise
drawings. Unlike CAD, which is difficult to modify, Sketch
Master allows us to easily solve various modifications that
occur throughout the design process according to design
goals. Figure 3 shows SketchUp modeling example diagram.

(2) Blender. Blender is a free and open-source 3D graphics
and image software that provides a series of animated short
film production solutions from modeling, animation,

material, and rendering, to audio processing, video editing,
etc. Blender has a variety of user interfaces that are easy to
use in different jobs and has built-in advanced film and
television solutions such as green screen keying, camera
reverse tracking, mask processing, and post-junction com-
positing. Figure 4 is the logo of blender.

2.4. Realization of Function Display of Custom Home. To
achieve an immersive user experience effect, this study uses
HTC Vive equipment to build a workstation and combines
VR technology to realize the basic unit module and DIY
design module. ,e specific implementation process in-
cludes four stages: resource collection and production, en-
vironment deployment, application development, and
release testing.,e specific operation details of each stage are
shown in Figure 5.

3. Design and Implementation of the
System Model

3.1. SystemDesign. ,e design of smart home system [21] is
mainly composed of security protection function, intelligent
control of household appliances, and network communi-
cation. Various system operations are carried out by the

Figure 3: SketchUp modeling example diagram.

Figure 4: Logo of blender.

4 Scientific Programming



intelligent security module, equipment control module, and
wireless transmission module, respectively. e network
communication is based on the wireless transmission
module. rough the AP mode, the computer, mobile
phone, and other devices can control the current mode.
e intelligent control of home appliances is to use voice
recognition to issue professional instructions to the system
�rst and then control the operation of each system through
the matrix keyboard. In terms of safety precautions,
technologies such as video capture and human body de-
tection are applied. When a human body passes by, the
human body detection template will run immediately, turn
on the camera, monitor the behavior and movements of
people in the house at all times, save the data information,
and transfer the picture to the mobile phone for mobile
terminal.

3.1.1. System Hardware Design. In terms of system hardware
design, the STM32 development platform is used as the core
control of the system, the cloud platform provided by China
Mobile and the wireless communicationWi-Fi technology is
used as the communication medium, and temperature and
humidity, �ame sensors, and photosensitive sensors are
mainly used in sensing nodes, smoke sensors, and other
devices, collecting home environment information in real
time, and displaying relevant data through display devices; at
the same time, the system controls and links home devices
through multiple relays.

e system adopts STM32F103 chip as the main con-
troller, and its minimum system consists of power supply
circuit, reset circuit, and crystal oscillator circuit. For the
reset circuit, when the system is powered on, due to the
existence of the capacitor, the NRST is at a low level. When
the capacitor is fully charged, the reset pin (NRST) is at a
high level, and the system works normally. After this pin is
grounded, the system forms a manual reset. For the crystal
oscillator circuit, the internal and external crystal oscillators
can be switched, and the system is connected to an external
8MHz crystal oscillator and a 32.768 kHz crystal oscillator,
and the highest frequency multiplier of the system is
72MHz.

Considering that the system hardware devices are
relatively complex and the number is large, this article
only introduces some of the hardware. In the display
terminal, the hardware design method of the IIC protocol
is adopted. Compared with the design of the SPI protocol,
this design method reduces the general IO ports of the
system and saves hardware resources; in the control
terminal, considering that the operating voltage of the
system is inconsistent with the operating voltage of
hardware devices such as relays. A level converter is
designed through the LM393 chip to solve the misjudg-
ment phenomenon caused by inconsistent levels between
devices; at the sensing terminal, each sensor node retains
direct output (0-1) and analog output e interface is
convenient for system calls; in the transmission terminal,
the Wi-Fi module of the ATK-ESP8266 model is chosen,
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which has fast transmission speed and stable network and
only needs to keep two data interfaces and two power
interfaces to work.

3.1.2. System Software Design. In the software design of this
system, it is mainly divided into sensor information col-
lection at the perception layer, information transmission at
the network layer, and multichannel relay control and data
display at the application layer. Finally, the data obtained by
the system are processed through a normalization algorithm.

In the design of the main program of the system, the
sensor module, display module, control module, com-
munication module, etc., used in the system are first
initialized. After the initialization is completed, it is
connected to the cloud platform. When connected to the
cloud platform, the system will sense that the data of the
layer are uploaded to the cloud platform in real time and
judged. If there is an abnormality, the system will activate
the alarm function. At the same time, the user can issue
commands through the cloud platform to control the
home equipment and upload the status of the home
equipment in real time.

In the wireless communication node, the Wi-Fi module
is mainly to perform related mode initialization settings.
After the settings are completed, a TCP connection is
established with the cloud platform. When the system is
connected to the cloud platform, operations such as data
uploading and command issuance can be performed.

After the data processing completes the collection of
monitoring information, the collected information is pre-
processed and classified, and finally, the processed infor-
mation is learned, the most suitable processing method is
calculated, and the data are sent to the user through the PTZ.
According to the characteristics of smart home diversity, the
data are monitored in a direct and normalized way.

,e collected data are classified and processed by
MATLAB software, various types of data are represented by
graphs, and the size of the collected data and whether it is
abnormal can be seen intuitively. At the same time, to ensure
that abnormal information can be monitored and pushed to
users, the data are analyzed through a normalization algo-
rithm inside the system.

3.2. System Implementation. Nowadays, computer tech-
nology and 5G technology are becoming more and more
mature, and high technology has gradually been integrated
into people’s daily life. As an important way to implement
computer technology, smart home system is mainly reflected
in the three aspects of upper computer, lower computer, and
terminal control, as shown in Figure 6.

3.2.1. Host Computer Level. ,e host computer level in-
cludes data interaction, front-end control, Web page control
module, and app control module. ,e back-end Django
technology and the front-end Vue.js technology are used to
completeWeb page development. Being able to produce API
objects helps to reduce the complexity of background

management. Window+Frame+Html code is used to
implement control, and finally, the communication between
the server and API.Ajax is realized, and the information is
transmitted to the cloud SVN/GIT server.

3.2.2. Lower Computer Level. ,e lower computer is com-
posed of a wireless transmission module, manual control
module, voice playback module, backup power module, and
other components. ,e single-chip system module is mainly
implemented by the STM32F103VET6 single-chip micro-
computer, and the voice playback module is completed by
the most advanced iFLYTEK module, which constitutes
the XFS5152-TTS voice synthesis module. ,e voice sys-
tem is controlled. ,e speech recognition module is based
on the Micro Snow LD3320 speech recognition module.
,e chip used is produced and designed by a specific
company. ,is chip can run independently without the
help of other chips. ,e equipment control module can
reasonably control items such as doors and curtains. ,e
driving stepper motor is very different from the voice
recognition system. It uses the TB6600HG chip. ,e
construction process of this chip is very complicated, and
the current can reach 5 A. ,e driver has 5 subdivision
modes, such as 1/16, 1/81, and 1/1, which can work stably
in any environment. ,e manual control module uses
matrix keys, and the keyboard module is mainly based on
the 4 × 4 scale of external expansion and in-line keys,
which is more stable than other keys.

3.2.3. Terminal Control. ,e terminal control module
consists of a TFT LCD. It is the main project of ALIENTEK.
It has the characteristics of wide viewing angle and low
consumption. It can work at ultralow temperature. It can
also collect humidity data, light intensity, and air quality in
the air through the display camera, which is conducive to
user perception.

,e system selects the XFS5152-TTS voice module,
which can synthesize Chinese and English voices, as well as
play and record functions. ,e stepper motor is driven by a
PWM constant current bipolar sine wave micro-stepper
motor to drive a single chip, which has a reset function and
a standby function, which can protect the parts due to built-
in overheating in time. AP mode is like a mobile phone
hotspot function, any Wi-Fi-related device can be con-
nected, and it has a lot in common with the network bottom
device mode. In this system, ESP8266 mainly uses the
USART3 carrier to maintain communication with the
microcontroller. It can also use the SSID mode and UDP
broadcast mode of the mobile phone Wi-Fi terminal to
broadcast. ,e broadcast uses the ESP8266 module, which
can be directly connected to the router to keep the entire
network unobstructed, which is conducive to remote
control through mobile phones. In addition, the system has
upgraded the sensitivity control system and safety pro-
tection system. In terms of energy, a backup power supply
is added, which is usually used to save data and instructions
that have not been saved in time when an unexpected
power failure occurs. In terms of antitheft prevention, it not
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only designs traditional image monitoring technology but
also incorporates the latest infrared detection technology
and gravity sensing technology. All residential door locks
are equipped with face recognition technology, which is
convenient for users to enter while saving the traditional
key to open the door. In addition, an infrared receiving
module and an infrared transmitting module are set above
the door panel and on the top ceiling. ese two modules
are directly connected to the door lock switch. When the
door lock is normally opened, the infrared detector will be
turned o£ for a period of time. It will not be activated until
the resident reenters, and then, it will enter a state of 24/7
persistent monitoring. If nonresident personnel enter, it is
illegal entry, and then, the two infrared modules will not be
closed normally. When the door panel is pushed open by an
external force, it will directly trigger the security system and
issue a special alarm to remind the residents. At the ex-
posed windows of the residence, an infrared detection
module is also set up and connected to the alarm system. In
addition to the infrared technology in the doors and
windows, a gravity sensing system is also placed on the
indoor �oor to form an all-around protection for the house.
When a serious change in gravity is detected, the alarm
system will be automatically triggered. e wireless tech-
nology module can control the communication Web page
in a remote way and can realize remote control on the
intelligent terminal.

4. System Implementation and Testing

Since the VR-based virtual reality home simulation system
has certain requirements on software and hardware, this
article uses HTC Vive equipment to build a workstation and
uses the following development environment and tools to
realize the functions of each module of the system. e
system environment is as follows: Windows 10, 64-bit
system, Nvidia GeForce GTX 1080 GPU, and IntelⓇ

Figure 7: Point cloud data collected by the device.

Figure 8: Modeling results.
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Core(TM) i7-7700 CPU, VR development kit is DOTween
(HOTween v2) 1.1.640, Virtual Reality Toolkit 3.2.1, and
SteamVR Plugin 1.2.3.

Figure 7 is a visual display of the point cloud data
collected by the device in this study. Figure 8 shows the
results obtained after modeling the set of point cloud data.

,is study also implements user-defined interactive
operations and implementation effects, as shown in Figure 9.
Users can interact with the movement, zoom, and holo-
graphic projection of the modeling results.

To verify the effectiveness of the model optimization in
this study, Table 1 shows the computation time and memory
occupied by the algorithm before and after model optimi-
zation. As can be seen from Table 1, the optimization can
significantly save memory and reduce computation time.

5. Conclusion

,is study proposes a computer-based smart home [21]
simulation display system to achieve personalized home
design, diverse unit types, and decoration choices. ,e

system uses the interface function module to realize the
interaction between the system and the user and adopts
the basic apartment type roaming module to realize the
apartment type roaming function, and the hardcover
model room display module provides the user’s self-
service design function. ,e scene rendering function,
handle prompt, home placement, and floor material
switching based on HTC Vive show that the home display
method designed in this study can not only provide users
with an immersive virtual home effect experience but also
has high drawing efficiency and operational low-cost
advantage. To sum up, with the continuous popularization
of information technology, computer technology has a
huge space for development. It can connect with different
items in an intelligent way and finally realize intelligent
management and control. At the same time, the complete
application of computer technology in smart homes can
not only improve the safety of smart homes [22, 23] but
also improve people’s quality of life. It completely breaks
the space and time constraints of traditional home
management, better improves the intelligent level of home
life, and allows people to enjoy it more comfortably
[24, 25].
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Figure 9: User interaction results.

Table 1: Comparison of computational events and memory oc-
cupied by algorithms before and after optimization of different
models.

Number Model Memory footprint
(MB)

Elapsed time
(s)

1

Before
optimization 548 1.62

After
optimization 417 1.05

2

Before
optimization 433 1.24

After
optimization 359 0.87

3

Before
optimization 845 1.97

After
optimization 766 1.84
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�e teaching quality monitoring and evaluation system in colleges and universities gives the scienti�c and objective evaluation of
school teaching work and e�ectively optimizes and adjusts the important system of teaching work under the condition of deep
excavation of the problems. However, the data on the teaching quality of colleges and universities in the state of static storage has
seriously a�ected the value of data existence and the mining of laws. �is paper mainly analyzes the application types of data
mining technology in the college basketball teaching quality monitoring and evaluation system and discusses the data mining
implementation method in the college basketball teaching quality and evaluation system, hoping to have a certain reference for
relevant personnel.

1. Introduction

Today is an era of informatization, and also an era of the
knowledge economy. As one of the most active and im-
portant factors, talents should be highly valued. As a base for
cultivating high-quality talents, colleges and universities
should pay more attention to the quality of talent training,
provide high-quality talents for various constructions of our
society, and realize the high-quality development of my
country’s economy [1]. In addition, the competition among
countries is becoming more and more �erce. �e essence of
the competition is the competition of talents. If my country
wants to occupy a more favorable position in the world, it
needs to strengthen the training of talents. �e cultivation of
talents depends on education, and the quality of basketball
teaching is of great signi�cance to the quality of talent
cultivation. Colleges and universities should fully recognize
the importance of basketball teaching quality, not only to
take e�ective measures to improve the teaching quality but
also to take e�ective methods to monitor and evaluate the
teaching quality [2–4], to ensure that the teaching quality of
colleges and universities meet the needs of students devel-
opment requirements.

With the continuous popularization of the Internet, bas-
ketball news information, and basketball events have been
widely disseminated on the network platform, and the public’s
enthusiasm for basketball is rising. College basketball teaching
is facing many challenges and opportunities. In the online
teaching platform, teachers can integrate and disseminate rich
teaching resources, exchange and share teaching experiences
with other experienced teachers, and even communicate with
distant teachers through remote interaction to improve
teachers’ teaching levels. Under the background of big data, the
assessment and management of basketball teaching are more
professional and informative, which standardizes the evalua-
tion model of basketball teaching and training, and improves
the e�ectiveness of basketball teaching; colleges and universities
can also use digital assessment and management to improve
basketball training and teaching. Carry out assessment and
management, change the traditional and vague evaluation
methods, and continuously optimize the relevant standards
and norms of basketball training and teaching, so that bas-
ketball learning can achieve the goal of skill, professionalism,
and healthy exercise.

�ere are many methods for monitoring and evaluating
the quality of basketball teaching in colleges and universities,
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among which data mining technology [5, 6] is a more ef-
fective method and has strong practical value. Relevant
personnel should conduct in-depth research on data mining
technology [7] so that it can play a greater role in the
monitoring and evaluation system of basketball teaching
quality in colleges and universities so that colleges and
universities in our country can cultivate higher-quality
talents. )e guiding role of data mining [8] in basketball
teaching is shown in Figure 1.

Data mining technology can perform data classification
and prediction, cluster analysis and association analysis, etc.,
and can conduct deep data mining, which is an important
research field to improve analysis and decision-making
capabilities [9–11]. )e introduction of data mining tech-
nology into teaching quality monitoring, objective analysis
of existing performance data, and mining of valuable in-
formation will undoubtedly help improve teaching measures
and improve teaching quality. At present, there have been
related research on the application of data mining tech-
nology to teaching management [12]. For example, the
literature studies the course association classification model
and student achievement prediction algorithm based on
frequent pattern spectral clustering; the literature proposes a
K-nearest neighbor based local optimal )e reconstructed
incomplete data imputation method combined with the
random forest model realizes the prediction of grades; the
literature studies how to use the undergraduate grade data to
infer the students’ performance during the postgraduate
period by means of various prediction and statistical
methods. On the basis of learning from previous research
experience, this paper uses factor analysis to comprehen-
sively evaluate and analyze the performance of students
majoring in computer science and proposes an improved
decision tree method to predict student performance. A
detailed comparative analysis was carried out, and a method
that could better promote the monitoring of teaching quality
was found.

2. Related Work

2.1. Data Mining and Knowledge Discovery. )e superficial
meaning of data mining technology means that when faced
with a pile of data [13], it can be well processed, analyzed,
and screened over and over again among these many data to
select the most useful data. Databases are generally very
complex. In this complex database, resources are continu-
ously utilized.)rough the study andmastery of data mining
technology, the long-term accumulated data can be pro-
cessed, and some data are random. If it is processed man-
ually, it may increase the difficulty of the work of the staff
and make the data cluttered. Users must learn to extract the
data so that the data can be better used in people’s lives. In
the process of learning data mining technology, it is nec-
essary to continuously learn new knowledge, discover new
knowledge, follow the local characteristics and rules of
different systems, and the data can be updated in time, and
the knowledge in the database must be analyzed in detail;
this requires A lot of information, the patterns or concepts
and laws of this kind of information are different, each has its

own level, has a future prediction direction for the data, and
makes decisions at the same time; another point is that data
mining technology should be based on different )e in-
formation of the students should be updated in a timely
manner, and the information of the students should be
understood in time, so as to have a good guiding effect on the
course.

Knowledge discovery (KDD): knowledge discovery is a
broader term for the so-called “data mining,” which is to
obtain knowledge according to different needs from in-
formation represented by various media. )e purpose of
knowledge discovery is to shield users from the tedious
details of the original data, extract meaningful and concise
knowledge from the original data, and report directly to the
users. )ere is still confusion between database-based
knowledge discovery (KDD) and data mining [14], and the
two terms are often used interchangeably. KDD represents
the entire process of transforming low-level data into high-
level knowledge. KDD can be simply defined as KDD is the
specific process of identifying valid, novel, potentially useful,
and basically understandable patterns in data. Data mining,
on the other hand, can be thought of as the extraction of
patterns or models from observational data, which is a
general interpretation of data mining. Although data mining
is at the heart of the knowledge discovery process, it is
usually only a part of KDD (roughly 15% to 25%).)erefore,
data mining is only one step of the whole KDD process, and
there is no exact definition of how many steps and which
steps must be included in the KDD process. However, a
general process should accept raw data input, select sig-
nificant data items, reduce, preprocess, and enrich data sets,
transform data into appropriate formats, find patterns in
data, and evaluate and interpret findings.

Because the quality of the data mining algorithm [15, 16]
will directly affect the accuracy of the knowledge found by
KDD, andmost of the current KDD research focuses on data
mining algorithms and applied technologies, people often do
not strictly distinguish between data mining andknowledge
discovery in databases both use each other. Generally, it is

Data mining

Basketball teaching

Teacher Student
Scientific subjective

Blind subjective

Figure 1: )e role of data mining in basketball teaching.
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called KDD in the field of scientific research, and it is called
data mining in the field of engineering [17].

2.2. Data Mining Process. )e KDD process is shown in
Figure 2. )e KDD process can be summarized into three
parts: data preprocessing, data mining, and interpretation
and evaluation of results.

2.2.1. Data Preprocessing. Data preprocessing refers to the
set of techniques implemented on a database to remove
noise, and missing and inconsistent data. )e different data
preprocessing techniques involved in data mining are data
cleaning, data integration, data reduction, and data trans-
formation. )e need for data preprocessing stems from the
fact that real-time data and many times database data are
often incomplete and inconsistent, which can lead to in-
correct and inaccurate data mining results [18].)erefore, in
order to improve the quality of the data to be observed and
analyzed, it can be processed through these four steps of data
preprocessing. )e more data you improve, the more ac-
curate observations and predictions will be. Figure 3 shows
the steps of data preprocessing.

2.2.2. Data Mining. Data mining technology refers to a
process of automatically retrieving from a large amount of
complex data and automatically sorting out relevant in-
formation. To be precise, data mining is the “eye” for dis-
covering knowledge base data, that is, to regularly search for
chaotic data inmassive data, so as to sort out the information
that people need in an orderly manner. In fact, the process of
data mining is fully automated, but many experts point out
that only 80% of the time and experience in the data mining
process is spent in the preprocessing stage. According to
objective facts, many preparations need to be done before
data mining technology. Even so, data mining technology is
very convenient and can maximize work efficiency in
practical applications [19]. In particular, teaching quality
management using data mining technology in colleges and
universities can assist teachers and college administrators in
teaching analysis and other work, continuously develop and
improve teaching systems and mechanisms, and promote
the scientific development of schools. Accelerate the mod-
ernization of higher education with Chinese characteristics
in the new era.

2.2.3. Interpretation and Evaluation of Results. )e patterns
discovered in the data mining stage may have redundant or
irrelevant patterns after evaluation, and then they need to be
eliminated; it is also possible that the patterns do not meet
the user’s requirements, then it is necessary to fall back to the
previous stage of the discovery process, such as reselecting.
)e data adopts new data transformation methods, sets new
parameter values, and even changes a mining algorithm.
Also, since KDD is ultimately intended for human users, it
may be necessary to visualize the patterns found, or convert
the results into another representation, that is, under-
standable to the user. Data mining is just one step in the

overall process. )e quality of data mining has two influence
factors: one is the effectiveness of the data mining techniques
used, and the other is the quality and quantity of the data
used for mining (the size of the data). If the wrong data or
inappropriate attributes are selected, or the data is inap-
propriately transformed, the mining results will not be good
[20]. )e whole mining process is a continuous feedback
process. For example, the user found that the selected data
was not very good during the mining process. Or the mining
technique used.

2.3. Methods and Technologies of Data Mining. )ere are
many ways to operate data mining technology. First of all,
the genetic algorithm will be introduced. )is method is
based on the laws of nature, survival of the fittest, survival
the fittest, combining different data, evolving, and finally
merging together so that it becomes new data information,
and the newly established data still needs to have the ability
to select the overall situation, integrate the data, and finally
become a data system, and then use the data, so that it will be
very convenient to use [21]. It makes the arrangement of
information more convenient; the second method is a de-
cision tree, which is to first organize and summarize all the
data, and then classify the data, organize the data infor-
mation for branch processing, and search from the middle.
)e most valuable information, and then clean up the data
that does not meet the conditions, because this process is like
the process of growing a sapling, so it is called a decision tree.
)e biggest advantage of this method is that the operation is
very simple, )e process is also very smooth, and the most
important thing is that the work efficiency is very high. )is
method is very suitable for a large amount of data, which will
reduce the pressure and burden on the staff.

)e first method is to clarify the management and
decision-making problems. If there are problems in the
process of education and teaching management, we must
constantly summarize and summarize the emergence of
such decision-making management problems, and at the
same time identify them. Established in time, so that
specific data can be turned into goals so that it can be
redefined; the second method is to extract the original
data, and the data can be managed and customized
according to different goals, and because the teaching
management information system)e establishment of the
database and other related teaching functions require the
support of a lot of data [22]. In the process of extracting
from the database, the noise data must be excluded, and it
cannot be interfered with by the vacant data. )ese data
are integrated and transformed for accurate processing;
the third point is to design data and continuously mine
data. Because of the different goals, for the completion of
data mining tasks, various data algorithms should be used
to establish a data algorithm. Processing model; the fourth
is the refinement of data. With the huge database and the
screening of value metrics, this data will have a corre-
sponding mining mode, and at the same time, it must be
processed and integrated according to different teaching
management needs.
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3. Explore the Application of Data Mining
Technology in College Basketball Teaching

)is chapter mainly explores the application of data mining
classification technology in college basketball teaching, puts
forward the implementation plan of data mining technology
in college basketball teaching application, and introduces the
implementation process of the plan by taking the analysis of
students’ performance in college basketball teaching as an
example.

3.1. /e Implementation Process of Classification Mining.
Data mining is a decision support process and a deep-level
data information analysis method. It is undoubtedly very
beneficial to apply data mining techniques to the evaluation
of teaching. It can comprehensively analyze the hidden
internal relationship between test results and various factors
connection. For example, through the analysis of the
school’s student performance-related database system, data
mining tools can answer similar questions such as “what
factors may have an impact on students’ academic perfor-
mance,” which cannot be achieved by traditional evaluation
methods? )rough data mining and analysis, the evaluation
results can bring unprecedented gains and surprises to
teaching.

In the past, the database query method was usually used
to process a large amount of data information in the teaching
process. Here, the author proposes a classification algorithm
in data mining, which can convert a large amount of data
into classification rules, so as to better analyze these data.
Figure 4 is a flow chart of classification implementation.

3.2. Data Collection. In this example, the author can discuss
the basic learning situation of students (such as knowledge
base, classroom learning effect, students’ interest in the
course, homework completion, time spent after class, and
learning methods used), what factors have an impact on
academic performance, and what are the reasons why stu-
dents’ academic performance is excellent or their academic
performance is unsatisfactory, and expect to use the ob-
tained analysis results to guide future teaching work [23].

Student achievement analysis is all about finding func-
tional relationships between two or more attributes. To
analyze the causes of students’ academic performance, we
need data from the following aspects:

3.2.1. Basic Information about Students. )e data structure is
as follows: student number, name, gender, place of origin,
department, major, and class. )is information is available
through the school’s student management information system.

Data Cleaning

Data Integration

DataBases

Data Warehouse Selection

Task-relevant Data

Pattern Evaluation

Data Mining

Data mining
core of knowledge discovery process

Knowledge Discovery (KDD) Process

Figure 2: KDD process diagram.

Data Cleaning Data Integration Data Reduction Data 
Transformation

Figure 3: Data preprocessing steps.
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3.2.2. Student Survey Information. )e content includes the
degree of love for the major, the course, the mastery of
preschool knowledge, the effect of classroom learning, and
learning methods [24]. )is information is mainly generated
by students filling out surveys.

In the past, these tasks usually required the production of
questionnaires. After students filled out the questionnaires,
teachers spent a lot of time and energy collecting these data.
Because this work is very tedious, it will take up a lot of time.
)erefore, many teachers are reluctant to do this work, thus
making it impossible to complete the very important work of
mastering the basic information of students.

3.2.3. Grade Database. )e score database includes students’
usual homework scores and course test scores.)is database is
generated by teachers during the teaching process.

In this example, the method adopted by the author is:
that all assignments require students to upload the written
examinations to the submission system in the form of
electronic documents in the prescribed format and pre-
scribed file name [25]. )e basketball movement standard
test is conducted in accordance with the prescribed
movements and prescribed methods, and the results are
registered.

3.3. Data Pre-Processing

3.3.1. Data Integration. It is merging data from multiple
data sources together. In this study, the multiple database
files obtained by data collection are used to generate the
basic database of student achievement analysis by database
technology, as shown in Figure 5.

3.3.2. Data Cleaning. )e main job of data cleaning is to fill
in missing data values.

In the basic database of student achievement analysis, we
see that there are some attributes that we are interested in
missing attribute values. For these vacancies, data cleaning
techniques can be used to fill them.

For these vacancies, data cleansing techniques can be
used to fill them. )ere are many ways to fill in blank values
for properties:

(1) Ignore tuples: this is usually done when the class
label is missing or the tuple has multiple attributes
with missing values.

(2) Fill in missing values manually: generally speaking,
this method is time-consuming and may not work
when the dataset is large and many values are
missing.

(3) Fill in the missing value with a global constant:
replace the missing property value with the same
constant (e.g., “Unknown”). But if the missing values
are all replaced with “Unknown,” the mining pro-
gram might mistake them for an interesting concept,
since they all have the same value—“Unknown.”
)erefore, although the method is simple, it is not
recommended here.

(4) Fill in the empty values with the average value of the
attribute.

(5) Use the mean of all samples that belong to the same
class as the given tuple.

(6) Fill gaps with the most probable values which can be
determined by regression methods, Bayesian
methods, or decision tree induction.

In this example, the method of ignoring tuples is used
to delete records that have not taken the test or that have a
large number of vacancies in the online survey data filled
out by students. For other individual vacancies, because
the total number of records is not too many, and the
vacancy values are few, other individual vacancies are
filled manually. )e filling principle is to use other at-
tribute values of the record as filter conditions to filter in

Determine the mining object and target

Data collection

Data preprocessing

Data classification mining

Classification rule result 
analysis

Application of knowledge

Figure 4: )e implementation process of classification mining.
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the database. After filtering, use most of the attribute
values to fill the vacancy.

3.3.3. Data Conversion. Data transformation is mainly to
normalize the data.

)is paper uses the concept stratification technique,
Continuous-valued attributes can be converted to discrete-
valued attributes (i.e., discretized). Histogram analysis is a
relatively simple discretization method, which is divided
into two categories: equal-width binning and equal-depth
binning. Equal-width binning divides attribute values into
equal parts or intervals. In equal-depth bins, the values are
divided so that each part contains as many samples as
possible. Here, using equal-depth binning for discretiza-
tion, all values of the usual grade attribute are divided into
three categories: the grades from 0 to 70 belong to “poor,”
70 to 85 belong to “average,” and above 85 belong to
“good.”

3.3.4. Data Reduction. )e purpose of data reduction is to
reduce the size of the data to be mined, but it will not
affect (or basically not affect) the final mining results.
Here, the method of dimensionality reduction is adopted,
that is, the really useful feature attributes are found from
the initial feature attributes to reduce the number of
feature attributes or variables to be considered in data
mining.

Since there are many attribute fields in the student in-
formation table, in order to facilitate the establishment of the
decision tree model, this paper selects the after-school
practice time, the degree of understanding of the course
before learning, the classroom learning situation, and the
usual practice situation. )e total grade attribute is used as

the basis for establishing the total grade classification de-
cision tree model to analyze the student’s learning situation.

3.4.DataClassificationMining. )e purpose of classification
mining is to establish a decision tree model for performance
analysis.

Based on the characteristics of the dataset, in this
classification mining research, in order to make the gen-
erated rules easy to understand, the decision tree method is
chosen. Since the training set is not too large, you can choose
the GongD3 or C4.5 algorithm for classification and mining,
and here the Gong3 algorithm is selected for classification.

3.4.1. ID3 Algorithm. )e most famous algorithm in the
decision tree algorithm is the ID3 algorithm proposed by
Quinlan. )e ID3 algorithm starts with all training samples
at the root node of the tree, selects an attribute to distinguish
these samples, and produces a branch for each value of the
attribute. Move the corresponding sample subset of branch
attribute values onto the newly generated child nodes. )is
algorithm is applied recursively to each child node until all
samples on a node are assigned to a certain class. ID3 al-
gorithm is a greedy algorithm. It uses a top-down, divide-by-
recursive approach to construct a decision tree.

Let S be a set containing s data samples, and the category
attribute can take m different values, corresponding to m
different categories C (1� 1‘ . . .‘ m). Suppose s1 is the
number of samples in category Ci; then, the amount of
information required to classify a given data object is

I s1, s2, . . . , sm(  � − 
m

i�1
pilog2 pi( . (1)

Basic database for 
students

Student id
Name
Gender
Native place
Subordinate 
departments
Professional
Class

Student survey 
information base

Student id
Interest in learning
Knowledge mastery 
before learning
Classroom learning 
effect

Evaluation of teaching 
methods

Results library

Student id
Name
Grades
Test scores
Overall performance

Basic database of student achievement analysis

Figure 5: Establishment of the basic database for student achievement analysis.
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where pi is the probability that any data object belongs to a
category Ci.

Let an attribute A take V different values a1‘a2‘ . . . ‘av‘ .
Using the attribute A, the set S can be divided into v subsets
s1‘s2‘ . . . ‘sv‘ . Among them, sj contains the data samples,
whose attribute A in the S set takes the value of aj. If at-
tribute A is selected as a test attribute (i.e., attribute A is used
to divide the current sample set), let sij be the number of
samples belonging to category ci in subset sj. )en the
information required to divide the current sample set by
attribute A (the direct descendant) can be calculated
according to the following formula:

E(A) � 
v

i�1

S1j + · · · + Smj

S
I S1j + · · · + Smj . (2)

In this way, the information gain obtained by using
attribute A to divide the corresponding sample set of the
current branch node is

Gain(A) � I S1, S2 · · · , Sm(  − E(A). (3)

)e information gain of each attribute is calculated by
the above formula. Select the attribute with the highest
information gain as the test attribute for the given set S,
create a node, mark it with this attribute, create a branch for
each value of the attribute, and perform sample division.

3.4.2. Using the ID3 Algorithm to Generate a Decision Tree
Model. Since there are many attribute fields in the student
information table, when establishing a decision tree model
for whether the grades are good or not, this paper selects the
after-class computer time, the degree of understanding of

the course before learning, and the classroom learning sit-
uation.)e attribute field of normal work status, whether the
attribute is good or not is used as a category attribute. When
establishing the decision tree model of whether the grade is
failed or not, the attribute of failing or not is used as the
category attribute.

3.4.3. Decision Tree Pruning. When a decision tree is just
established since many branches are constructed from ab-
normal data in the training sample set (due to noise and
other reasons), the decision tree is too “blooming,” which
reduces the comprehensibility of the tree At the same time, it
also increases the dependence of the decision tree itself on
historical data, that is to say, this decision tree may be very
accurate for this historical data, but the accuracy drops
sharply once it is applied to new data. )e condition is called
overtraining. In order to make the rules contained in the
obtained decision tree have a general meaning, the decision
tree must be modified. )e task of branch pruning is mainly
to delete one or more branches and replace these branches
with leaves to simplify the decision tree, so as to improve the
speed of classification and recognition in the future and the
ability to classify and recognition of new data.

)ere are usually two methods for pruning branches,
which are

(l) Prepruning Method. )e method is realized by
stopping the branch generation process in advance,
that is, by judging whether it is necessary to continue
to divide the training sample set contained in the
node on the current node. Once the branch is
stopped, the current node becomes a leaf node. )e
leaf node may contain multiple training samples of

Grades

No

No

Degree of 
studying

practice timeNo

No

Yes

No

No
No

Yes

Good

Middle

Worse

Incomprehension

Learn some
Fully understand
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2~4 <=2
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Figure 6: Decision tree of whether the grades after pruning fail.
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different categories. Since this pruning is done before
branching, it is called prepruning.

(2) Postpruning Method. )is approach addresses the
problem of overtraining from another angle. On the
basis of allowing the decision tree to growmost fully,
it cuts off those leaf nodes or branches that are not
generally represented in the decision tree according
to certain rules. After pruning, the pruned branch
node becomes a leaf node, and it is marked as the
category with the largest number of categories in the
samples it contains.

Prepruning requires more computation time, but the
resulting decision tree is more reliable. In this paper, the
method of postpruning is adopted. First, the error rate of a
fully grown decision tree is calculated, and a maximum
allowable error rate is specified by the user. When the
pruning reaches a certain depth and the calculated error rate
is higher than the maximum allowable value, stop pruning
immediately, otherwise, continue pruning. Figure 6 is a
decision tree for the classification of failing grades after
pruning.

4. Conclusion

Under the background of the increasing development of
science and technology in our country, the combination of
science and technology with higher education, the appli-
cation, and research of intelligent information systems, is
more conducive to promoting the modernization of colleges
and universities. )rough the application of data mining
technology in the quality evaluation of basketball teaching in
colleges and universities, the limitations of traditional
basketball teaching management can be effectively im-
proved, and various unfavorable factors that hinder teaching
management can be found in time. In the school’s teaching,
the use of data mining technology in basketball teaching can
reasonably collect, analyze and summarize the relevant data
of colleges and universities, and then find and solve prob-
lems in time, which not only reduces teaching accidents but
also makes all aspects of colleges and universities. Man-
agement Metropolis eliminates drawbacks, coordinates the
overall construction of the school, comprehensively culti-
vates high-quality talents and innovative ability levels, and
promotes the construction of modern teaching in colleges
and universities on the basis of improving the quality of
teaching, laying a solid precondition for cultivating high-
quality talents, and for the realization of lay the foundation
for the construction of world-class universities and first-class
disciplines [18–26].
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With the rapid development of Internet technology, the use and sharing of data have brought great opportunities and challenges to
mankind. On the one hand, the development of data sharing and analysis technology has promoted the improvement of economic
and social bene�ts. On the other hand, protecting private information has become an urgent issue in the Internet era. In addition,
the amount and type of information data are also increasing. At present, most algorithms can only encrypt a single type of small-
scale data, which cannot meet the current data environment. �erefore, it is very necessary to study the privacy protection
algorithm of multimodal data fusion. To improve the security of privacy protection algorithm, combined with the idea of
multimode, this paper combines the improved traditional spatial steganography algorithm LSB matching method and the
improved traditional transform domain steganography algorithm DCTwith AES encryption algorithm after modifying the S-box
and then combines it with image stitching technology, so as to realize a safe and reliable privacy protection algorithm of
multimode information fusion. �e algorithm completes the hidden communication of private information, which not only
ensures that the receiver can accurately recover private information in the process of information transmission but also greatly
improves the security of private information transmission.

1. Introduction

With the rapid development of Internet technology, the use
and sharing of data have brought great opportunities and
challenges to mankind. Nowadays, people pay more and
more attention to their private information. �e college
entrance examination registration and voluntary �lling
system provide services to more than 10 million candidates
across the country. �ese candidates’ personal information
is stored in the college entrance examination registration
and voluntary �lling system; the national social security
system is more about the pension, medical care, employ-
ment, and other information of hundreds of millions of
people across the country. �e development of data sharing
and analysis technology has promoted the improvement of
economic and social bene�ts. At the same time, the
protection of private information has become an urgent
problem in the Internet era. At present, the amount of

information is increasing, and there are more and
more types. Most algorithms can only encrypt a single
type of small-scale data, which cannot meet the
current data environment. �erefore, it is necessary to
study the privacy protection algorithm of multimodal data
fusion.

In recent years, pin academics have achieved a series of
results on traditional modi�ed/embedded information
hiding. Literature [1] proposed a data hiding/protection
strategy combining PVD (pixel value di�erence), LSB, and
MPE (modi�cation of prediction error) to improve steg-
anographic capacity and resistance to RS steganalysis. �e
literature [2] uses MSB (most signi�cant bit) to select the
best embedding point and combines the AES encryption
algorithm to embed the ciphertext in the lowest signi�cant
bit of that point. Literature [3] implements a digital
watermarking technique based on hybrid multibit multi-
plication rules by secret key control from the DWTdomain.
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Meanwhile, the concept of reversible data hiding (RDH)
has been proposed from the perspective of whether the
original carrier image can be recovered. Reversible data
hiding refers to embedding secret information into the
“reversible domain” of the original carrier image so that the
image can be recovered without distortion after extracting
the secret information. )is technique is widely used in
military, medical, and legal forensic fields. Literature [4]
proposes embeddable pixel pairs (EPP, embeddable pixels
pairs) as the embedding unit of secret information and
achieves reversible information hiding through secret bit
extraction and carrier recovery. Although the focus of re-
versible information hiding is on the lossless recovery of the
carrier, the encryption process also inevitably makes
modifications to the original carrier.

Zero-hiding techniques guide the change of steganog-
raphy from embedding to nonembedding. )e multilayer
partially homomorphic textual information steganography
based on zero-hiding proposed in literature [5] achieves a
better balance in terms of robustness, security, and capacity.
However, in the image domain, zero-hiding follows that
although it achieves no modification of the image carrier, it
generates other necessary information as the secret key for
decoding by the receiver, such as associated documents and
secret message extraction files, thus causing additional
channel occupation.

At present, the traditional “coding/mapping” approach
is more mature, and the evaluation scheme has been
established by the academic community in recent years. In
[6], the image grid is divided and the image SIFTfeatures are
combined with hash sequences to quantize and encode the
feature sequences and build an image library, which can be
used for indexing. )e literature [7] adopts the idea of
carrier-free information hiding and uses the brightness
features of the material molecular structure for encoding to
establish the mapping relationship between binary se-
quences and image carriers. )e literature [8] focuses on
image global features, quantization coding the gray gradient
coeval matrix to achieve carrier-free information hiding and
constructing a high-secure satellite communication model.
)e classical transformation methods in information hiding
are discrete cosine transform (DCT), discrete wavelet
transform (DWT) [9], and discrete Fourier transform (DFT)
[10]. )e literature [11] proposes carrier-free information
hiding based on DCT (discrete cosine transform) and LDA
(latent Dirichlet allocation, document topic generation
model) models.

In summary, information hiding algorithms have been
progressing in the process of exploration, and different
steganography methods have different focuses on perfor-
mance evaluation. However, on the issue of “how to hide,”
many existing steganographic methods always revolve
around the three existing frameworks, while combining
various technologies to jointly promote the development of
information hiding.

Based on the traditional steganography embedding al-
gorithm, this paper improves the spatial domain steg-
anography algorithm and transforms the domain
steganography algorithm to improve the embedding

capacity and antisteganalysis ability of the algorithm.
Combined with image stitching technology, the mapping
capacity of the noncarrier information hiding algorithm is
improved, and the large capacity noncarrier information
hiding algorithm is used to hide the key. Joint information
encryption method is to achieve multimodal data fusion
privacy protection system.)e system improves the diversity
and security of the system by using the key control steg-
anography algorithm.

2. Multimodal Data Fusion Privacy
Protection Algorithm

2.1. Improved Spatial Domain Steganography Algorithm.
However, the disadvantage of the traditional LSB algorithm
is that when the embedded message is large, it takes a long
time, and it can only deal with simple stream format files. So,
in this paper, based on the traditional LSB matching algo-
rithm, according to the texture characteristics of the image,
the texture complex region is selected to embed the private
information into the carrier image with complementary
embedding rules. )e embedding capacity of the traditional
LSB matching algorithm is improved. )e traditional LSB
matching algorithm is to embed secret information into gray
images randomly. At present, color images are generally
used in network transmission. )erefore, this paper first
divides them into RGB layers, selects regions with complex
image textures to embed private information, and embeds
them into different color layers in different regions of the
carrier image in a complementary, so as to improve the
embedding capacity and undetectability of the spatial do-
main steganography algorithm.

2.1.1. RGB Layered. )e color image has RGB three color
channels, and the three-channel component diagram is
different. When the secret image is hidden in different layers,
it is different from the original carrier image. )e secret
image is hidden in the image carrier of each layer of R,G, and
B. In this paper, the R channel and G channel are used as
complementary channels to embed private information,
which can achieve better results in this respect and better
resists statistical analysis. In this way, embedding private
information in two layers can improve the embedding ca-
pacity and reduce the change of the statistical characteristics
of the original carrier image caused by private information
embedding, which improves the capacity and undetectability
of information hiding.

2.1.2. Image Grayscale Cooccurrence Matrix. )e image gray
level cooccurrence matrix can be used to describe the texture
features of the image, and the ciphertext is embedded into
the complex area of the texture features of the image. )e
effective steganography of the ciphertext is completed by
using the redundant space of the image [12].

In this paper, four parameters (energy, entropy, dis-
similarity, and correlation) are derived to describe the
texture characteristics of the image gray level cooccurrence
matrix in image texture analysis.

2 Scientific Programming



Energy � 
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)ese four features respectively reflect the characteristics
of the gray distribution of the image, including uniformity,
the thickness of the capacity texture of the carrier image, and
the similarity of the elements in the matrix. )e matrix is
formed by these four features, T (4)� {Energy, Entropy,
Inertia, Coherence}. )en, the embedding region is deter-
mined by selecting parameters.

2.1.3. Embedding of Secret Information. )e spatial domain
steganography algorithm first extracts the texturally com-
plex subblocks of the original color carrier image. )e ci-
phertext is divided into two groups and the carrier image
subblock texture features are used to obtain the embedding
position. A set of ciphertext is embedded in the R channel in
+1 form and a set of ciphertext is embedded in theG channel
in −1 form, and the channels are combined to obtain a color
image containing the cipher.

2.2. Improved Transform Domain Steganography Algorithm.
Based on the traditional modified message hiding transform
domain steganography algorithm, this paper divides the
color image into three channels of RGB for embedding the
ciphertext to increase the embedding capacity. )e ci-
phertext is grouped into two bits and embedded into the
more stable intermediate frequency region after the DCT
transform. Because digital images are DCT-transformed, the
low and medium frequency signals have the highest energy,
but the private information embedded in the low and
medium frequency signals can easily be observed directly by
the human eye; in the high-frequency part, the energy is low
and unstable, so the intermediate frequency region after
DCT transform is selected for private information embed-
ding. )is region can better meet the imperceptibility and
robustness of the steganography algorithm.

2.3. Large Capacity Carrier-Free Information Hiding
Algorithm. )e traditional mapped carrier-free information
hiding algorithm has the problem of low steganographic
capacity. In this paper, multiple mapped images are reor-
ganized and stitched into one image using image stitching
technology to improve the steganographic capacity of the
carrier-free information hiding algorithm and realize the

secure mapped steganographic writing of keys and some
private information.

By using the features of the image for binary encoding, a
binary sequence can be derived without any modification to
the image. In this way, the image can form a mapping re-
lationship with the corresponding private information. )is
mapping relationship requires a one-to-one correspondence
between the private information and the images in the image
library.)at is, if the length of the binary sequence of private
messages is n, the image library must have at least 2n images.
)e value of n has to be chosen appropriately for the
possibility of implementation and the security of mapping
hidden information.

)e steganographic capacity of carrier-less information
mapping is low, and image stitching technology is used to
improve the steganographic capacity of the algorithm.
Multiple images are similarly spliced to form a complete key
image and sent to the receiver. Taking the 2× 2 modes as an
example, the splicing combination process is shown in
Figure 1.

2.4. Multimodal Data Fusion Privacy Protection Algorithm
Design. )e multimodal data fusion privacy protection al-
gorithm uses two images to steganography the ciphertext
(private information encrypted to form the ciphertext) and
the key, one using a spatial domain steganography algorithm
or a transform domain steganography algorithm to steg-
anography the ciphertext, with the key controlling the choice
of the specific algorithm, and the other using a carrier-free
information hiding algorithm to steganography the key in a
mapped fashion. )is design can ensure the safe trans-
mission of private information so that any image cannot be
decoded after being illegally intercepted. Even if the two
images are intercepted, the interceptor does not know the
operation mode of the system and cannot crack the contains
secret images.

)e information transmitted by the multimodal data
fusion steganography system consists of two parts: the ci-
phered image and the key-mapped image. Due to the long
length of the AES encryption key, a 6× 6 stitching mode is
used and the private information is encrypted by the
message encryption technique (AES encryption algorithm
after modifying the S-box), and then the ciphertext is em-
bedded in the chosen ciphertext steganography algorithm,
where an improved spatial domain steganography algorithm
and a transform domain steganography algorithm can be
chosen to form the ciphered image. Keymapping image
mainly implements mapped hiding of the key; the key
consists of two parts, key = {keychoose, keyencryption};
these two parts are, in order, the ciphertext steganography
flag bit and the encryption algorithm key. )e coverless
information hiding technique uses a 6× 6 pattern to stitch
the submap into a complete carrier image to form a key
mapping image. After receiving the key image, the receiver
splits and then deciphers the type of ciphertext steganog-
raphy algorithm used and the key of the encryption algo-
rithm, respectively. )e effect of the secret image is shown in
Figure 2. )e cryptographic image and the key mapped
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image are transmitted, and then the receiver gets the private
information in a specific way.

As shown in Figure 2, after receiving the key-mapped
image and the cryptographic image, the receiver needs to
first segment the key-mapped image according to the rules to
obtain 36 subimages.)e subgraphs are decrypted separately
in mapped form, and the decrypted results are combined in
stitching order to obtain the key for the complete encryption
algorithm and to determine the type of steganography al-
gorithm using the first-bit flag bit, with the spatial domain
steganography selected if the first bit is 0, and the transform
domain steganography is selected if it is 1. )e ciphertext is
decrypted by the corresponding steganographic algorithm
on the cryptographic image, and the ciphertext is decrypted
by the encryption algorithm key obtained from the key-
mapped image to obtain the plaintext.

)e process of implementing the multimodal data fusion
privacy protection algorithm is shown in Figure 3, where the
private information and the key of the encryption algorithm
are first encrypted to obtain the ciphertext. )e spatial
domain steganography algorithm or transform domain
steganography algorithm is selected to embed the ciphertext,
and the modified embedding algorithm is selected to embed
the ciphertext. )e secret key containing the type symbol of
the ciphertext steganography algorithm and the information
encryption key is obtained. )e secret key is mapped by the
noncarrier information hiding mapping algorithm, and the
encrypted image and the key mapping image are generated.

When decrypting, the key mapping image is first seg-
mented and then decrypted by the carrier-free information
hiding algorithm. )e codes corresponding to the 36

subgraphs are decoded according to the carrier-free infor-
mation hiding technique; the codes are combined and
processed to obtain the key of the encryption algorithm and
the ciphertext steganography algorithm type flag. )e
cryptographic image is then decrypted according to a de-
termined steganographic algorithm to produce the cipher-
text. Finally, based on the previously derived key, the private
message is decrypted by an encryption algorithm.

3. Algorithm Implementation

3.1. System Implementation. )e multimodal data fusion
privacy protection algorithm consists of several application
forms, the core of which is the data fusion steganography.
Click on the image fusion steganography, there are two links
for the sender and the receiver, and select the sender. )ere
are three inputs on the transmitter side: the plaintext before
processing, the encryption key, and the carrier image se-
lection path. One input, the selection of the ciphertext
steganography algorithm, is used to implement the selection
of the spatial domain steganography algorithm or the
transform domain steganography algorithm. )ere are 3
output items: the encrypted ciphertext, the mapped image 1,
and the encrypted image 2. )ere are six additional function
buttons: Encryption, Key Mapping, Browse, Ciphertext
Steganography, Save, and Send. A brief description of each
function button is given follows (Figure 4):

(1) Encryption: encryption of the input plaintext and a
key of a specific length to obtain the ciphertext using
the AES encryption algorithmwith a modified S-box;

Private
Information

Image Database

Mapping

Figure 1: Splicing assembly process.

(a) (b)

Figure 2: (a) Secret images. (b) Keymapping images.
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(2) Key Mapping: based on the chosen ciphertext
steganography algorithm and the encryption
algorithm key, a carrier-free information hiding
mapping steganography is performed to obtain
mapped image 1;

(3) Browse: jump to the image selection page and select
the appropriate carrier image for ciphertext
steganography;

(4) Ciphertext steganography: the ciphertext obtained in
(1) is steganographically written to the carrier image
in (3) according to the selected ciphertext steg-
anography method, and the sender selects the spatial
domain steganography algorithm to complete the
steganographic effect as shown in Figure 4;

(5) Save: jump to the image, save the page, and select the
save path option to save the mapped image 1 and the
encrypted image 2 locally;

(6) Send: jump to the send page, fill in the recipient’s
details, and transmit two coded images to the sender.

)e multimodal data fusion privacy-preserving-receiver
side is shown in Figure 5, with a total of one input item being
the path selection of the image containing the secret. )e
three output items are the mapped image 1, the coded image
2, and the plaintext (private message). Five function buttons
are included, namely, Browse, Get Mapped Image 1, Get
Confidential Image 2, Decrypt, and Clear buttons. A brief
description of each function button is given as follows:

(1) Browse: it obtains the path to the folder containing
the key-mapped image and the ciphertext steg-
anography image;

(2) Get Mapped Image 1: the system reads the key
mapping image in the specified folder and segments
the key mapping image, storing the 36 subimages in
the order in the program directory;

(3) Obtaining a Confidential Image 2: the system reads
the ciphertext steganography image under the
specified folder and displays it in the system
interface;

(4) Declassify: the subgraph obtained from (2) is
decrypted by the carrier-free information hiding
algorithm mapping, combined, and processed to
obtain the ciphertext steganography flag and the
encryption algorithm key, the corresponding steg-
anography decryption algorithm is performed on the
carrier image 2 to obtain the ciphertext, and the
ciphertext is decrypted according to the AES de-
cryption algorithm after modifying the S-box,
resulting in the plaintext, and displayed;

(5) Clear: it clears the cryptographic image selection, the
mapped image, the encrypted image, and the
plaintext and deletes the split subimage of the key-
mapped image stored in the program directory,
clears the system cache image, and restores the re-
ceiver page to the initial page.
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Figure 3: )e encryption process of multimodal data fusion privacy protection algorithm.

Figure 4: Sender-side steganography-spatial domain steganography.
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As can be seen from the above, this system implements a
multimodal data fusion privacy protection algorithm, which
encrypts private information by modifying the AES en-
cryption algorithm after the S-box and completes the
steganography of the ciphertext and key after the infor-
mation hiding algorithm (improved spatial domain steg-
anography, improved transform domain steganography, and
carrier-free information hiding algorithm). )e receiver
decrypts the key and the ciphertext according to the two
steganographic images in turn and then performs the
message decryption operation to recover the private message
accurately.

3.2. Non-detectability Analysis. Multimodal data fusion
privacy protection algorithms are implemented by three
types of algorithms: information encryption algorithms,
modified steganography algorithms (improved spatial do-
main steganography and improved transform domain
steganography), and high-capacity carrier-free information
hiding algorithms. )e proper fusion of these algorithms
makes the multimodal data fusion privacy protection al-
gorithm highly secure. )e following analysis addresses the
undetectability of key-mapped images and ciphertext images
in the multimodal data fusion privacy protection algorithm.

)e undetectability of the multimodal data fusion pri-
vacy protection algorithm is objectively evaluated from the
perspective of mathematical-statistical analysis. )e key-
mapped images before and after steganography are evalu-
ated using root mean square error and peak signal-to-noise
ratio, with the root mean square error calculated as shown in
equation (5) and the peak signal-to-noise ratio shown in (6).

MSE �


Nx

x�0 
Ny−1
y�0 S

·
(x, y) − S(x, y) 

2

Nx × Ny

, (5)

PSNR � 101g
(maxS(s, y)

2

MSE
 

� 201g
maxS(s, y)

MSE
 ,

(6)

where S (x, y) is the gray value of the sampled points of the
key-mapped images and S (x, y) is the gray value of the
sampled points of the stitched original images. )e smaller
the MSE value, the smaller the image distinction, and
similarly, the larger the PSNR value, the smaller the image
distinction. )e key-mapped images in this paper are not
different from the original images, and the root mean square
error and peak signal-to-noise ratio are calculated as shown
in the following equations:

MSE � 0, (7)

PSNR �∞. (8)

Based on the mathematical-statistical analysis, it can be
concluded that the key mapping image of the multimodal
data fusion privacy protection algorithm is completely
undetectable; in other words, none of the existing steg-
analysis algorithms can detect the key information in the key
mapping image.

)e JSTEG method was used to detect the embedding
rate of cryptographic images and to verify the undetectability
of the steganography algorithm. )e detection of the
600× 400 pixel cipher laden image was performed using the
JSTEG method, which is an information hiding algorithm
based on JPEG images, with the steganography ratio
incremented from 0.1 to 0.5, and the detection results were
obtained as shown in Table 1.

From Table 1, it can be concluded that the detection
result of the JSTEG algorithm is 0 for both spatial domain
steganography algorithm and transform domain steganog-
raphy algorithm, JSTEG cannot effectively detect the ci-
phertext steganography method used in this paper, and
ciphertext steganography with multimodal data fusion
privacy protection has good effect in resisting dedicated
steganography analysis algorithm.

4. Conclusions

)is paper designs and implements a multimodal data fusion
privacy protection algorithm based on image steganography,
joint information encryption algorithms, steganography of
encrypted ciphertext by two modified embedding steg-
anography algorithms (spatial domain steganography and
transform domain steganography), and mapped steganog-
raphy of key according to the carrier-free information hiding
algorithm. )e algorithm has proved through experiments
to be a great guarantee of the security of private information.

Figure 5: Decryption completion page on the receiving end.

Table 1: Test results.

Spatial domain
steganography ratio

Transformation field
steganography ratio

JSTEG
detection
ratio

0.1 0.1 0
0.2 0.2 0
0.3 0.3 0
0.4 0.4 0
0.5 0.5 0
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Future attempts can be made to combine it with deep
learning of artificial intelligence technology to further im-
prove the efficiency and algorithmic diversity of the algo-
rithm. In the mentioned image fusion encryption, this paper
has not considered the fusion in multiple modes, which
needs further research.
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�e water conservancy project is an important livelihood engineering project, and it is also an important factor to ensure the living
water supply, power supply stability, and economic development of the regional population. �erefore, the management of water
conservancy projects is particularly important. �e core management content is cost control, which can maximize the bene�ts of
the project and avoid the waste of investors’ funds.�is study studies the whole process control of water conservancy project cost,
explains the problems existing in the current domestic water conservancy project cost control, and �nally expounds on the whole
process control measures, in order to provide a reference for related work. In this study, SPSS software is mainly used to establish a
multiple linear regression model to analyze the in�uencing factors of water conservancy projects. �rough the method of model
solving, the relationship between hydraulic engineering and various variables is analyzed, and the multi-linear veri�cation is
improved, so as to further test the model, optimize the model, and �nally manage and predict it accurately.

1. Introduction

In recent years, with the rapid development of my country’s
water conservancy project construction. Due to the long
construction period of water conservancy projects [1], large
investment, and many cooperative departments, it is greatly
a�ected by natural resources, topography, geology, hydro-
meteorological conditions, as well as local economic de-
velopment level, transportation, and other resource market
conditions [2, 3]. Personality is very prominent. In terms of
pricing, water conservancy projects have the characteristics
of a single piece, multiple times, diversity of methods, and
complexity of basis [4, 5]. �ese characteristics determine
the unique problems in the cost management of water
conservancy projects that are di�erent from other con-
struction projects [6, 7].

At present, the cost management mode of water con-
servancy projects in my country is divided into stages and
units, that is, the cost control in the project decision-making

and design stage is completed by the cost professionals of the
design unit, and the cost control in the contracting stage is
carried out by the project owner who can bid by himself or
can bid. �e cost consulting unit with the agency quali�-
cation is completed, the cost control in the construction
phase is completed by the cost professionals of the super-
vision unit, and the cost control in the completion and post-
evaluation phases is completed by the cost consulting unit
with the quali�cation for a price review. Project decision-
making and design stage are important stages of cost
management. �erefore, doing a good job in the manage-
ment of water conservancy projects can ensure the daily life
of the people [8], and the requirements for project cost
management are the highest.

Project cost is an important part of project construction.
A scienti�c and reasonable project cost [9, 10] plays an
important role in the construction of the entire project. �e
construction of a project, obtaining a standard and rea-
sonable project cost, has already made a good start and can
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invest in the preliminary project that has a good investment
standard. )e economic expenditure can be kept within a
controllable range so that the construction of the project can
be completed quickly and well. In the construction of water
conservancy projects, the cost management of the whole
process can not only measure the investment in the life cycle
of the construction project but also grasp the investment as a
whole [11]. In the process of project management, the
influencing factors of project cost mainly include financing
methods, construction plans and exploration, and other
factors [12, 13]. )e analysis of all quotation management in
the process of water conservancy project construction can
make water conservancy projects in the process of con-
struction [14]. As a major construction project in modern
society, the water conservancy project needs to pay enough
attention to the cost management of the whole process, so as
to ensure that the water conservancy project construction
achieves the rationalization of capital utilization in the whole
process of construction. It also needs to promote the
completion of high-quality and high-efficiency water con-
servancy project construction, and improve the benefits of
project construction [15, 16].

)e necessity of investment control in the whole life
cycle of water conservancy projects: )e reason for con-
structing the investment control mechanism for the whole
life cycle of water conservancy projects is to improve the
corresponding work at each stage and link the construction
system, and effectively implement the staged supervision
mode because different stages have unique characteristics.
)erefore, only by improving the procedural supervision
and management model can the integrity of the manage-
ment process and the comprehensive level of investment
control be improved. )e most important thing is to inte-
grate the static control mechanism, dynamic control
mechanism, deviation analysis mechanism, and remedial
adjustment mechanism in the investment control structure
of the whole life cycle of water conservancy projects, so as to
establish a really good supervision mode and comprehensive
supervision system [17]. In the whole life cycle management
of water conservancy projects, to a certain extent, relies on
the computer software system of integrated information
[18]. )e application of BIM (Building Information Mod-
eling) technology (see Figure 1) can fully reflect the physical
and geometric characteristics of water conservancy build-
ings, display project appearance, location, and environ-
mental information in three-dimensional space, and
integrate various engineering information of buildings, in-
cluding progress, material information, and cost informa-
tion. In the BIM model, all information is provided by a
unified data source, and the engineering information is
independent, logically related, and consistent.

2. Existing Problems

We mainly use SPSS software to establish a multiple linear
regression model to analyze the factors that affect hydraulic
engineering. )rough the method of model solving, the
relationship between hydraulic engineering and various
variables is analyzed, and the verification of multi-linearity is

improved. )is is to further test the model, optimize the
model, and finally carry out accurate management and
prediction.

2.1. Problems in theDecision-MakingStage. Judging from the
construction situation of water conservancy projects in
recent years, some projects have not been completed in strict
accordance with the construction period, which means that
the investment costs that investors need to bear also need to
rise, resulting in the inability to better control the cost of
water conservancy projects [19]. )e problem that caused
this situation is that the basis for the cost estimation in the
decision-making stage of the water conservancy project is
not sufficient, and it is not considered according to the actual
situation, and the construction plan is formulated only after
the theoretical approval.

2.2. Design Phase Issues. Engineering design is a prerequisite
for the construction of all construction projects. At present,
many design institutes have fallen into a misunderstanding
when designing water conservancy projects, that is, they
think that as long as the quality is strictly controlled, the
design scheme can be optimized, resulting in the neglect of
engineering costs, to design the overall cost-effectiveness of
the program is generally low. Although quality is the core
criterion for determining the service life and value of a
project, it does not mean that cost is unimportant. Simply
considering an influencing factor will lead to deviations in
the design scheme and make cost control difficult.

2.3. Project Quotation Problem. )e project list quotation
method is a cost control method after the construction of
most projects in the world. At present, only a few eco-
nomically developed areas in China use this method, and
most areas have not yet implemented it. When using the bill
of quantities for quotation, the company chooses the in-
dustry quota as the reference value, which makes the cost
involved in the bill of quantities only the social average, and
does not reflect the actual cost control of the construction
unit, resulting in this kind of cost. )e means of control
cannot be implemented.

2.4. Issues in the Implementation Phase. )e main problem
affecting project cost management in the implementation
stage is the modification of the construction design. At
present, in many domestic water conservancy projects [20],
investors and constructors randomly modify the construc-
tion design, which can directly lead to an increase in project
costs. At the same time, there is no domestic law or regu-
lation that is completely aimed at the management of
construction costs, which makes the construction contract
have many loopholes in the process of signing so that the
construction party can make use of loopholes to modify the
project quantity, which will seriously affect the water con-
servancy project and the cost control.

2 Scientific Programming



2.5. Issues in the Settlement Phase. )ere may also be some
loopholes in the formulation and signing of water conser-
vancy project contracts, which leads to the situation that the
investor and the construction party shirk each other when
the project is settled. It is mainly manifested in the fact that
the construction party increases the amount of the project
cost in the settlement by falsely reporting the construction
volume; while the investor bargains with the construction
party under the loopholes in the contract clauses, and some
construction parties try to avoid this “malicious” bargaining
behavior. )erefore, there will be a situation of falsely
reporting the project cost. Both parties did not strictly follow
the contract settlement method, whichmade the cost control
of the water conservancy project more difficult to carry out,
and even could not be settled, so the project could not be put
into use, increasing the additional cost in the later period.

3. Number of Control and Management
Measures in the Whole Process of Water
Conservancy Project Cost

3.1. Water Conservancy Project Cost Process. )e control of
water conservancy project cost is different in different stages
such as project proposal, feasibility study report, initial
design, bidding and construction, and complete acceptance.
)e construction of water conservancy projects uses a lot of
manpower, material resources, and financial resources. In
the process of project implementation, the implementation
of good management and control of the whole process of
construction cost can save a lot of cost for my country’s
economic construction and ensure that the project has good
quality and profit. First, have a clear understanding of the
concept of water conservancy project cost control and

management, and then explain the management and control
involved in water conservancy construction before, during,
and after the event, so as to draw powerful measures for
water conservancy construction project control and man-
agement, and in order to provide effective reference and
basis for the management and control of engineering cost of
water conservancy construction projects in my country in
the future. )erefore, the corresponding preparations
should be done in the early stage of the construction project,
and the funds should be controlled in the reserved cost and
stage coefficient in the investment decision-making stage.
)e following processes are usually required in the cost of
water conservancy construction projects, as shown in
Figure 2.

3.2. Cost Control Measures in the Decision-Making Stage.
In the decision-making stage of a water conservancy project,
the investor should communicate with the auditors in the
early stage and conduct a comprehensive evaluation of the
water conservancy project to be invested in. During the
evaluation process, it is necessary to conduct a compre-
hensive survey of the market and analyze the geological
exploration data of the construction site to make the con-
struction period and early cost evaluation results more
accurate.

3.3. Cost Control Measures in the Design Stage

(1) )e design institute needs to optimize the design
scheme according to the requirements of the in-
vestor. )e premise of optimization includes not
only the quality of the project but also the cost of the
project. )e design work is carried out on the
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premise of engineering quality, and then the eco-
nomic credibility of the design scheme is evaluated,
and at the same time, it is studied whether the ar-
chitectural function of the design scheme meets the
needs of the investor. In addition, the method of
limit design can also be adopted, and the investor can
directly control the estimated cost of the project
within a certain range when communicating with the
design institute.

(2) During the design process, it is necessary to consider
the design changes in the construction stage. De-
signers should comprehensively consider the cor-
relation between design changes and the impact of
construction costs. Usually, the earlier design
changes occur in the construction stage, the smaller
the impact on the overall cost. )erefore, it is nec-
essary to conduct a comprehensive study of the
influencing factors immediately after the design is
completed, so as to minimize the change in the
design scheme.

3.4. Cost Control Measures in the Construction Stage.
First of all, it is necessary to formulate a dynamic and static
cost control plan in the construction stage.)e static control
plan is mainly to be discussed by the construction party, the
investor, and the design institute before the start of con-
struction.Modify the process links that the construction unit
cannot meet in the plan. At the same time, the investor and
the builder should sign a cost pre-limited contract, that is, to
formulate a scope of approval for the fluctuation of the
project cost, and stipulate the conditions that can affect the
cost of the project, and the additional cost caused by other
conditions will not be paid. Dynamic cost control refers to
the review and compensation management of cost changes
caused bymodification of the construction design during the
entire construction stage, and the reasons for changes in the
construction process and the design changes are reported to
the cost management department for review. )e changes
within the scope are approved for revision, while those
beyond the contract limit need to be negotiated by the

investor and the construction party for related compensa-
tion issues. It should be noted that the limited terms in the
contract shall not be arbitrarily changed during the con-
struction stage. If a party unilaterally changes the contract, it
shall bear all the additional costs. In the construction stage,
where investment mainly occurs, construction site man-
agement should be done well, and corresponding man-
agement and control should be done to reduce costs and
eliminate waste. )ey should pay attention to the following
aspects: 1. Do a good job in investment tracking manage-
ment. )rough effective tracking management, the corre-
sponding problems can be found in a timely and effective
manner, and the quality of the project can be effectively
grasped in terms of quality, progress, and cost, so as to
reasonably save costs and solve problems. Identify the
control basis, such as project management budget and the
project contract price, etc., through project measurement,
control of project changes, etc., according to the actual
workload completed by the contractor, and strictly deter-
mine the actual project costs incurred during the con-
struction stage. 2. Strictly review the construction
organization design. During the construction process, the
construction plan that is technically feasible and econom-
ically reasonable should be selected as far as possible.
According to the nature and scale of the project, the length of
the construction period, the number of workers, mechanical
equipment, material supply, transportation, geological, cli-
matic conditions, and other specific technical and economic
conditions, the construction organization design, con-
struction plan, )e construction schedule is optimized, and
finally, the most rational use of manpower, material re-
sources, financial resources, and resources is selected.
Correctly handle the dialectical and unified relationship
between project cost, construction period, and quality, and
improve the comprehensive economic benefits of project
construction. 3. Control engineering changes. If the corre-
sponding project quantity is changed, it will bring a lot of
unnecessary trouble to the original budget investment. In
engineering contracting, many common phenomena will
occur, due to factors such as construction site conditions,
climate changes, changes in construction progress, and
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Figure 2: Construction flowchart.
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changes, differences, and delays in contract terms, specifi-
cations, standard documents, and construction drawings,
which will inevitably lead to engineering contracting. Claims
arise, which in turn lead to changes in the investment in the
project.

3.5. Cost Control Measures at the Completion Stage. )e
completion settlement report is the most direct data
reflecting the actual cost of the water conservancy project,
and it is also the core reference data for investors to consider
the projected income. In order to control the project cost at
the time of completion and settlement, it is necessary to
conduct a comprehensive review of the actual construction
volume of the water conservancy project, compare the early
design drawings, revised drawings, and as-built drawings,
and cooperate with auditors to inspect all construction links.
Carefully check whether there is any false report of con-
struction volume. At the same time, it is also necessary to
refer to the limited terms in the contract when completing
the settlement to avoid the problem of “malicious” price
reduction by the investor and ensure the economic benefits
of the construction party, so as to avoid their fraudulent
behavior and make the whole process of cost work more
complete and accurate.

4. Multiple Regression Analysis Models

4.1. Introduction to Multiple Regression Models. Multiple
regression analysis [21, 22] refers to the establishment of a
linear or nonlinear mathematical model between multiple
variables by considering one variable as a dependent variable
and one or more other variables as independent variables.
Statistical analysis methods use quantitative relationships
and use sample data for analysis. In addition, there is also a
multiple regression analysis that discusses the linear de-
pendence of multiple independent variables and multiple
dependent variables, which is called the multiple multiple
regression analysis models (or simply many-to-many re-
gression) [23]. Usually, multiple factors affect the dependent
variable, and the problem that multiple independent vari-
ables affect one dependent variable can be solved by multiple
regression analysis [24]. For example, economic knowledge
tells us that in addition to commodity price P, commodity
demand Q is also affected by factors such as the price of
substitutes, the price of complementary products, and
consumer income, and even includes the quality variable of
commodity brand (Brand Quality variables cannot be
measured numerically, and dummy variables need to be
introduced into the model). Multiple regression analysis has
a wider range of applications. Since linear regression analysis
is relatively simple and common, the following first intro-
duces multiple linear regression [25, 26]. On the basis of
linear analysis, dummy variable regression and a class of
curve regression models that can be transformed into linear
regression are gradually introduced.

One of the more famous multiple regression models is
principal component analysis, which we use in this article.
When using statistical analysis methods to study

multivariate subjects, too many variables will increase the
complexity of the subject. People naturally want to get more
information with fewer variables. In many cases, there is a
certain correlation between variables. When there is a
certain correlation between two variables, it can be inter-
preted that the information of the two variables reflecting the
subject overlaps to a certain extent. Principal component
analysis is to delete the redundant variables (closely related
variables) for all the variables originally proposed, and es-
tablish as few new variables as possible so that these new
variables are uncorrelated, and these new variables reflect.
)e information on the subject should be kept as original as
possible. )e principal component analysis is the basic
mathematical analysis method, and its practical application
is very wide, such in demographics, quantitative geography,
molecular dynamics simulation, mathematical modeling,
mathematical analysis, and other disciplines. Analytical
method is that the component analysis is a multivariate
statistical method that examines the correlation between
multiple variables. It studies how to reveal the internal
structure of multiple variables through a few principal
components, that is, derive a few principal components from
the original variables so that they can be as fully as possible.
It is possible to retain a lot of information about the original
variables, and they are not related to each other. Usually, the
mathematical processing is to linearly combine the original
P indicators as a new comprehensive indicator.

)e most classic way is to use the variance of F1 (the first
linear combination selected, that is, the first comprehensive
indicator) to express, that is, the larger the Var(F1), the more
information F1 contains. )erefore, F1 selected in all linear
combinations should have the largest variance, so F1 is called
the first principal component. If the first principal com-
ponent is not enough to represent the information of the
original P indicators, then consider selecting F2 to select the
second linear combination. In order to effectively reflect the
original information, the existing information of F1 does not
need to appear in F2 again, which is called F2, is the second
principal component, and so on, and this way the third,
fourth, . . ., P-th principal components can be constructed.

4.2. Statistics of Data. Due to its public welfare nature, the
construction funds of water conservancy projects are mostly
invested by the government. )e policies and financial levels
of different provinces affect the decision-making of water
conservancy project construction. In addition, engineering
projects of different times and scales also have a greater
impact on decision-making.)e author counted a total of 20
initial approvals as samples, from which 17 samples were
selected to estimate the regression model, and the remaining
3 samples were used for model testing.

4.3. Data Analysis. )e multiple regression function is

E(y) � β0 + β1x1 + β2x2 + · · · + βkxk. (1)

It can be seen from formula (1) that the value of the
dependent variable in the model is composed of the linear
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function of the independent variable and the random var-
iable of the error term, and the model parameters determine
the specific form of the linear relationship between the
dependent variable and the independent variable. )e key
point of using multiple regression analysis is to determine
the specific values of the model parameters, then determine
the specific form of the multiple linear regressionmodel, and
analyze the results according to the results. It is the mean or
expected value and zero, and obeys the normal distribution,
and it is independent.

)e least-squares method is used to obtain the estimator
of the regression coefficient, and the normal equation is as
follows:
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)e dependent variable is the total static investment of
the project, and the independent variables are the storage
capacity, the irrigation surface, and the dam height. With the
help of SPSS software, the estimated quantities of the re-
gression coefficients are: β0 � 51281.672, β1 � 10.797,
β3 � 1420.701, β4 � −315.564.

So the empirical regression equation between static total
investment and storage capacity, irrigation surface, and dam
height is: y′ � 51281.672 + 10.797x1 + 1420.701x1
−315.564x3.

Where y′ means Static total investment (ten thousand
yuan), x1 means Reservoir storage capacity (ten thousand
m3), x2 means Irrigated area (ten thousand mu), and x3
means reservoir dam height (m).

)e accuracy of the estimation depends on how well the
regression equation fits the sample data. Usually, the mul-
tiple determination coefficient R2 is used to evaluate the
goodness of fit of the empirical equation of the multiple
regression model. In order to avoid increasing the inde-
pendent variable and overestimating R2, this study adopts
the modified multiple determination coefficient, and its
calculation formula is

R
2

� 1 −
n − 1

n − k − 1
  1 − R

2
 , (3)

where R2 means modified multiple determination coeffi-
cient, n means sample size, and k means the number of
parameters in the model.

)e regression coefficient of determination is R2 � 0.948
and modified multiple determination coefficient is
R2 � 0.936, which show that the goodness of fit of the
empirical equation of the multiple linear regression model is
good. )e histograms and standard P-P plots of regression
standardized residuals are shown in Figures 3 and 4,
respectively.

4.4. SPSS Software Application Analysis. Using SPSS soft-
ware (Figure 5) analysis, the following can be obtained
(Tables 1, 2, 3).

)e data used in this study is tested by multiple re-
gression estimation models, and through the multiple
regression analyses of SPSS software, the regression
equation is summarized as Y � −587.209 + 0.115 + 103.464.
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Figure 3: Histogram of regression standardized residuals.
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Figure 4: Standard P-P plot of regression standardized residuals.

Figure 5: Logo of SPSS.
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)emeaning of this equation is that the total cost of recent
engineering projects is greatly affected by the total con-
struction area of the project and the number of building
layers.

5. Conclusion

)e cost control and management of water conservancy
projects should run through the whole process, including
engineering decision-making, design, construction,
completion settlement, and other stages. Among them,
cost control in the engineering design and construction
stages is particularly important. In the design stage, the
project quality and cost should be used as reference
standards to design the optimal water conservancy project
plan. )e technical and economic demonstration and
comparison are an important part of the project evalua-
tion and selection in the feasibility study stage. In this
study, the key contents considered in the design of the
slope reinforcement scheme are analyzed in detail, and the
multiple linear regression is carried out on the important
parameter samples that affect the cost. After comparing
with the real cost, the model accuracy meets the esti-
mation requirements, and each parameter is easy to obtain
in the feasibility study stage, and the model is easy to use.
)erefore, this model has strong applicability to the
economic comparison and selection of slope reinforce-
ment schemes in the feasibility study stage.
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A scoring approach of business English oral training based on a deep neural network is put forward. Based on speech recognition
technology, automatic correction technology, deep learning technology, machine learning technology, and the scoring data of
business English oral training generated by the general computerized examination platform system, this paper uses the audio data
of students’ oral expression questions collected by the existing general computerized examination platform, and studies arti�cial
intelligence technology, deep learning technology, and machine learning technology to train the intelligent scoring system, it
realizes the intelligent scoring of oral expression questions, which plays a positive role in language training guidance and
correction. Finally, the accuracy of the intelligent scoring system is veri�ed by the correlation between the score of the intelligent
scoring system and the manual score of teachers. �e higher the correlation with manual scoring, the higher the scoring accuracy
of the intelligent scoring system.

1. Introduction

With the rise of AI [1–3] to the national strategic level, AI
technology has become more and more popular, and
AI + education is also the key research direction of educa-
tional technology [3–8]. How to combine arti�cial intelli-
gence technology [9, 10], deep learning technology [11, 12],
machine learning technology [13] and education is a
problem worthy of research in the �eld of educational
technology [12–15]. English is a very important subject in
the �eld of education. If arti�cial intelligence and business
English skill training can be combined, it will be of great help
to improve students’ interest in learning English, correct
students’ English pronunciation, evaluate students’ aca-
demic performance, and guide students’ learning. Arti�cial
intelligence technology developed to a research climax as
early as the 1990s. Recently, with the release of Google’s deep
learning engine TensorFlow and arti�cial intelligence
technology, it became more popular after alpha dog defeated
Li Shishi, which is also expected [16]. TensorFlow brings
convenience and ease of use to deep learning and training,
and this game also shows that arti�cial intelligence can still

perform well in this scenario [17–19]. Business English
speaking training score plays an important role in Business
English teaching. Under the background of arti�cial intel-
ligence, it is very urgent and necessary to research the
scoring of business English oral training based on a deep
neural network.

2. Current Situation and Problems of Oral
Business English Training

With the rapid development of the Internet, “Inter-
net + education” has become a trend [20–22]. �e business
English oral skills training system trains and evaluates
English through online learning, so that students have made
great progress in all aspects of English listening, speaking,
reading, and writing. After years of accumulation, a large
number of valuable teaching data are stored in the system.
�ese source data provide a basis for our work. �e current
situation of oral business English teaching and training is
deeply analyzed from four aspects: teaching objectives,
content, implementation, and assessment.

Hindawi
Scientific Programming
Volume 2022, Article ID 9193454, 8 pages
https://doi.org/10.1155/2022/9193454

mailto:duanwei@cdjcc.edu.cn
https://orcid.org/0000-0002-2226-6358
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/9193454


(1) Teaching objectives
At present, the formulation of oral English curric-
ulum standards for business English Majors in most
colleges and universities is dominated by teaching
materials and focused on knowledge. *e listed
objectives include pronunciation rules, intonation,
word quantity, and expressions commonly used in
daily life and social life.

(2) Teaching content
Due to the limitations of employing foreign teachers
or professional teachers without a business back-
ground in China, the teaching content is mainly
based on the English teaching content itself, and
there is no subject matter of oral English practice for
business application background.

(3) Teaching implementation
Due to the reasons of teachers and teaching re-
sources, business English mostly adopts large class
teaching, and the number of people in each class is
between 35 and 45. In terms of curriculum, oral
English is a professional basic course, which is
generally set up in the first and second semesters,
with 4 class hours per week. Interviews and ques-
tionnaires with teachers and professional students in
many colleges and universities show that the current
teaching methods are mainly teachers’ explanation
and demonstration (accounting for about 40% of the
classroom time) and student group practice (ac-
counting for 50%), with additional personal practice
(accounting for 10%). At the same time, the per
capita time of students’ special oral practice after the
class is less than 20 minutes per week.

(4) Teaching evaluation
In Teacher-centered courses, students perform less
alone and lack quantitative process records. At the
end of the semester, the final assessment will be
conducted only in the form of one-to-one oral daily
dialogue, question and answer, and monologue.

According to the current situation of oral English
teaching and training, combined with the training needs of
business English talents, this paper analyzes the main
problems existing in the current oral English teaching and
training, including (1) the application of teaching objectives
is not high; (2) the teaching content is not contemporary
enough; (3) lack of pertinence in teaching implementation;
(4) the process of teaching evaluation is not strong.

3. Design of Intelligent Scoring System

Oral Business English training includes two parts, English
learning and English examination. English learning refers to
that students can use the system to conduct self-test and
practice relevant English topics when learning English at
ordinary times. English test is organized by teachers. Stu-
dents are evaluated before, during, and at the end of each
semester. After the examination, the students will participate

in the questionnaire, which includes learning interests,
whether they pass CET-4 or CET-6, the difficulty of the
topic, their satisfaction with the examination system, etc.
*e oral business English training system will collect stu-
dents’ test data, in which the objective question system can
directly give scores through the standard answers set in
advance, and the subjective questions need to be corrected
manually by teachers. *is puts forward higher require-
ments for teachers’ energy. *e purpose of this study is to
save teachers’ energy and make subjective questions score
automatically.

*e topic types of business English oral training include
single choice, multiple choice, cloze, oral expression, and
English writing. Among them, subjective questions include
oral expression questions and English writing questions.
English writing can be corrected according to the automatic
correction system. *e intelligent correction of oral ex-
pression questions realizes the automatic scoring of the
business English oral training system.

*rough the interview with English teachers, the needs
for an intelligent scoring system are determined. *ere are
two main aspects of demand as follows:

(1) Accuracy
Since it is automatic scoring, if the accuracy of
scoring is not high enough to meet the expectations
of teachers, the scoring work will lose its significance.
*e total score of oral expression questions is 10
points. Compared with the manual score of teachers,
the error of no more than 1 point is acceptable and
the total score of the whole English test is 100, so the
error for the total English score is less than 1%, which
can meet the expectations of teachers.

(2) Time consuming
If the time of the intelligent scoring system is too
long, which is longer than the time of teachers’
manual correction system, it will consume teachers’
time longer and lose the significance of saving
teachers’ time and energy. It takes no more than one
minute to batch correct the oral expression questions
of about 30 students in a class, which is the ideal
automatic correction time for teachers.

3.1. Data Preparation Design. Based on the above demand
analysis, the overall design of the intelligent scoring system is
shown in Figure 1.

First, the audio data is processed. *e corresponding
features are extracted from it, then input into the neural
network or linear regression model, and finally, the score is
output.*e language used for all processes is mainly python.

*e python language has now become the mainstream
language for machine learning programming. *is language
is more superficial than Java, C++, and C#. It also acts as a
“glue” language to “glue” together functional modules
written in other languages. Python has a rich software li-
brary, which is very helpful for machine learning. NumPy is
an essential library in python, which provides some
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commonly used functions and standard libraries for data
calculation. For example, operations related to matrices and
arrays can be done using NumPy, and the code is simple and
easy to maintain.

3.1.1. Data Processing. *e data processing is divided into
two parts. One part is processing the oral expression
questions answers (audio data), and the other part is pro-
cessing the data in the system (including student learning
data and test data).

(1) Audio data processing

First, the audio data is recognized by speech rec-
ognition, and then the text is corrected according to

the requirements of composition correction
according to the automatic correction scheme.
Natural language processing includes text segmen-
tation, sentence segmentation, construction of dic-
tionaries, and word frequency statistics. *e
processed data is then subjected to data cleaning in
preparation for the subsequent feature extraction.
*e flowchart of audio data processing is shown in
Figure 2.
*e flow of natural language processing is shown in
Figure 3. *e text recognized by the audio is firstly
segmented and sentenced through speech recogni-
tion, the function words that have no real meaning,
such as a and an, are removed, and only actual words
such as nouns and adjectives are left. *en, a dic-
tionary is constructed to count the frequency of each
word.

(2) System data processing
*e system data processing of the college English
skill training system is divided into two parts as
follows: learning data processing and examination
data processing. After the data is extracted, the data
needs to be cleaned because the extracted data will
have a lot of dirty data and empty data, and these
data need to be cleaned so as not to affect the results
of subsequent model training. *e system data
processing is shown in Figure 4.

3.1.2. Feature Extraction. After the feature is extracted, too
many features will lead to a complex model. Moreover, some
features have little correlation with the target variable, so it is
necessary to use the methods of feature transformation and
feature selection to extract features.

Feature transformation methods are divided into nor-
malization, discretization, and dimensionality reduction.
Feature selection includes filtering, encapsulation, and in-
tegration. *e definition of feature selection is to select a
suitable feature set from many features, making the model
make the evaluation index higher in the evaluation stage;
that is, the model is more accurate, and the quality is better.

(a) *e first is the filtering method. *e filtering method
can assign a weight to the feature through some
common statistical methods, such as the chi-square
test, T-test, information entropy and information
gain, correlation coefficient, and covariance. *is
weight means that the more significant the corre-
lation between the feature and the output result, the
greater the impact on the result; the smaller the
correlation, the less the effect on the result.

(b) *e encapsulation method refers to selecting dif-
ferent feature subsets among many features. Some
features can be excluded according to human ex-
perience and combined to achieve different effects.
*en, according to different features, the effect to be
predicted, the features of each combination of each
group are evaluated, and the feature with the best
effect is selected. In this way, a subset of features with

Get secret key
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Start

Sign in

Developer certification

New application

Generate token

Integrated development

End

Figure 1: *e overall design of the intelligent scoring system.
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better effects can be selected; that is, some irrelevant
features are excluded, or features that have less in-
fluence on the target result.

(c) *e inheritance method refers to the premise that the
model has been trained. *en, the data information

is trained through this model to learn the charac-
teristics that make the model accuracy the best. For
example, the logistic regression model in the ma-
chine learning model can determine the weight of
each input feature according to the model to de-
termine the importance of the impact of each feature
on the target variable; in this way, the importance of
the features can be obtained, and the features can be
filtered. *e method of feature processing is shown
in Figure 5.

*e design of the correlation calculation model is shown
in Figure 6.

3.2. Intelligent Scoring System Design. *e dataset was ran-
domly divided into training and test sets using Python’s
random method. *e training set accounted for 80%, with a
total of 3,122 samples, and the test set accounted for 20%,
with a total of 781 samples.

3.2.1. Linear Regression Model Design. According to the
principle and usage scenarios of linear regression, experi-
ments were carried out using the linear regression model
[23–26] as shown in Figure 7.

3.2.2. Deep Neural Network Model Design. *ere are many
mainstream deep learning open source tools on the market
[27–29]. TensorFlow was developed by Google and has been
widely used in recent years. On GitHub, you can see that
TensorFlow has considerable attention and collection. Other
deep learning tools such as Caffe and Torch do not have as
much attention as TensorFlow, which shows that Tensor-
Flow plays a pivotal role in the minds of deep learning
developers and researchers. Many researchers study the
training effect of these deep learning tools. Generally
speaking, it is not objective. Each deep learning tool has its
advantages and disadvantages. *e specific situation needs
to be analyzed in detail. *is research mainly uses Ten-
sorFlow to train the neural network model.

*e name of TensorFlow has already explained its two
most essential components, Tensor and Flow. *ese two
words are translated into Chinese as tensor and flow, re-
spectively, which are explained from the perspective of the
data model and calculation model. Tensor represents mul-
tidimensional data, that is, the data model. Flow refers to the
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Figure 2: Audio data processing.
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flow computing performed by tensor Tensor, which means
the computing model. Each calculation in TensorFlow is a
node on the graph, and the edges between nodes describe the
dependencies between nodes.

In Python, “import TensorFlow as tf” is generally used to
load TensorFlow. Tf can use TensorFlow more easily in
programming. *e TensorFlow program is divided into two
parts, the first part needs to define all the calculations in the
calculation graph, and the second part is to perform
calculations.

*ere are many ways to install TensorFlow, which can be
installed using Docker, installing using Pip, or compiled
from source code. TensorFlow is divided into CPU version
and GPU version. I installed the CPU version; the method
used is Pip installation. *e following is a detailed intro-
duction to my installation method.

Pip is a small tool for Python that can easily and con-
veniently install and manage Python packages. Install
TensorFlow using Pip - a three-step process. *e first step is
to install Pip. Select the appropriate version of Pip for your
operating system to install. *e second step is to find the
proper installation package for TensorFlow. Because Ten-
sorFlow is divided into CPU and GPU versions, the GPU
version requires the computer to support CUDA (Compute
Unified Device Archive, a computing platform); I installed
the CPU version. Currently, GPU installation still has
specific restrictions on the environment. After the first two
steps are completed, you can proceed to the third step, install
TensorFlow through Pip. During installation, the commands
installed will vary slightly depending on the version of
Python. *e steps of the deep neural network model are
shown in Figure 8.

*e steps of the deep neural network model (Figure 8)
are as follows: input the training data into the neural net-
work, and then use the neural network to train an intelligent
scoring model continuously, and then input the test data
into the intelligent scoring model to obtain the preliminary
results of the intelligent scoring, compare this result with the
teacher’s score, and then feedback and optimize the model,
improve the model, and finally determine the intelligent
scoring model; then input the test data into the intelligent
scoring model and finally determine the score and then
output it.

3.2.3. Fusion Design of Linear Regression Model and Deep
Neural Network Model. *e linear regression model and the
deep neural network model are respectively assigned a
weight and then summed to calculate the fused value. *e
final weighted prediction results in the experiment are
p � Lr model∗ α + dnn model∗ β, α + β � 1, of which
Lr model and dnn model are the results of the linear re-
gression model and the deep neural network model, re-
spectively. *e values of α and β change dynamically during
each training and are related to relevant parameters and
datasets.
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Figure 5: Feature processing.
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3.3. Experimental Results of the Intelligent Scoring System

3.3.1. Model Evaluation. *e weight value results of the
linear regression model are shown in Table 1.

*e result of the weight value of the deep network is
shown in Table 2.

*e weight value results after the linear regression
model-neural network model fusion are shown in Table 3.

*e dataset is randomly divided into a training set and
test set, of which the training set accounts for 80%, with a
total of 3,122 samples, and the test set accounts for 20%, with
a total of 781 samples. *e random sampling is divided into
five categories, and the five categories are marked as A, B, C,
D, and E, respectively.

*ere are three models as follows: the linear regression
model (lr), the deep neural network model (DNN), and the
model after the fusion of the two models (lr_DNN). We
calculate the respective Recall and Precision to evaluate the
model; the results are shown in Table 4. It can be seen from
the table that the Recall and Precision after the fusion of the
linear regression model and the deep neural network model
are significantly better than the deep neural network model
and the linear regression model.

3.3.2. Evaluation of Scoring Accuracy. *e dataset was
randomly divided into a training set and test set, of which the
training set accounted for 80%, with a total of 3,122 samples,
and the test set accounted for 20%, with a total of 781
samples. *e method for judging whether the score is ac-
curate or not is shown in Figure 9.

Among the 781 samples, 711 samples were predicted
correctly, and 70 samples were predicted wrong. *erefore,
the calculated accuracy rate is 91.04%, and the formula for
calculating the accuracy rate is as follows:

Accuracy rate � (accurate number of scores/total
number of scores) ∗ 100%� 91.04%

*e main reason for the accuracy of the predicted
samples is that the established intelligent scoring model can
objectively describe the students’ verbal expression ability,
and teachers’ scores are relatively concentrated, generally
ranging from 7 to 9 (10-point scale). *e main reason for the
inaccuracy of the predicted samples is that the usual grades
of some students cannot reflect their learning situation. For
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Enter training data

Neural network

Establish intelligent
scoring model

Output score

End

Feedback optimization

Figure 8: Deep neural network model.

Table 1: Linear regression model weight values.

Feature Weights
Automatically correct total score 0.4910
Total test score 0.4343
Relativity 0.4286
Content related 0.3698
Sentence 0.3591
Vocabulary 0.3275
English training times 0.3251
English interest level 0.3240
Objective test score 0.3132
Homework completion 0.3018
Chapter structure 0.2993
College English test 4 and 6 0.2744
Passed college English test 4 and 6 0.2058
Gender 0.1932

Table 2: Deep neural network weight values.

Feature Weights
Automatically correct total score 0.4796
Total test score 0.4479
Relativity 0.3990
Sentence 0.3797
Content related 0.3690
English interest level 0.3291
English training times 0.3291
Objective test score 0.3195
Vocabulary 0.3110
Homework completion 0.3089
Chapter structure 0.2996
College English test 4 and 6 0.2493
Passed college English test 4 and 6 0.2633
Gender 0.1446

Table 3: Weight values after model fusion.

Feature Weights
Automatically correct total score 0.4898
Total test score 0.4330
Relativity 0.3846
Sentence 0.3797
Content related 0.3879
English interest level 0.3248
English training times 0.3189
Objective test score 0.3195
Vocabulary 0.3110
Homework completion 0.3089
Chapter structure 0.2996
College English test 4 and 6 0.2687
Passed college English test 4 and 6 0.2384
Gender 0.1878
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example, student A is not interested in English but has a
higher score on the oral English expression question. It is
usual for the prediction results to have a certain error. Due to
the diversity of samples, it is acceptable for the accuracy of a
certain model to have the error within a reasonable range.

4. Conclusions

With the deepening of China’s opening to the outside world,
business English majors put forward higher requirements
for oral application ability. Making full use of various ed-
ucational information technologies to promote the nor-
malization, informatization, and networking of oral teaching
and training is an important measure to improve the oral
application ability of business applications. Based on the
analysis of the current situation of applied oral English
teaching and training, this paper combs the prominent

problems in the current teaching, such as low application of
objectives, insufficient timeliness of the content, insufficient
pertinence of implementation, and weak evaluation process,
and puts forward a scoring method of business English oral
English training based on deep neural network.

*is paper explores a new teaching mode. Focusing on
business application, this model promotes the transforma-
tion of teaching objectives from knowledge to ability, in-
troduces scene application and other rich teaching contents,
promotes the implementation of “online and offline” hybrid
teaching, and implements curriculum formative assessment
and evaluation, so as to promote student-centered teaching
reform and improve students’ oral application ability. After
one academic year’s pilot application in many business
English application courses, the newmodel has better results
in classroom effect, student investment, performance as-
sessment, innovative practice, and practice.

Although it is based on the student’s oral test data in the
business English oral skill training system for speech rec-
ognition, automatic correction, machine learning modeling,
and neural network modeling, there will still be many
problems in the actual operation process. *e limitations of
this study are as follows: inaccurate speech recognition
results, inaccurate oral score, and limitations of the deep
learning model.

(1) Although speech recognition has been claimed to
have an accuracy of more than 95% in the official
documents, in the actual process, the output results
of speech recognition will be affected by the exam-
ination environment, the influence of surrounding
students, and the noise nearby. If the speech rec-
ognition result is not accurate, it will have a certain
impact on the oral score.

(2) At present, most oral evaluation still adopts the
subjective evaluation of teachers, and the oral
evaluation itself is a difficult problem to overcome.
Different teachers have different scoring standards,
and there are differences in the scores between
teachers. Most of them take the form of average
scores to calculate the student’s scores. *erefore, in
the process of automatic recognition of oral scoring,
there will be a difference between the system scoring
standard and the teacher scoring standard. In short,
it is difficult to quantify teachers’ scoring standards,
and it is difficult to reach an agreement between the
scoring standards of the automatic correction system
and teachers’ scoring standards.

(3) *e following research can optimize the scoring
model and select the most appropriate model with
the in-depth study of neural networks. Moreover,
with the gradual increase of the computing power of
CPU and GPU, the model can be more complex. In
this way, even if the complexity of the model is
increased and the amount of calculation becomes
larger, the results can be calculated quickly.

Table 4: Evaluation of three models.

lr_DNN (%) DNN (%) lr (%)
Recall Precision Recall Precision Recall Precision

A 91.23 93.52 89.12 88.09 84.16 87.03
B 92.43 92.41 87.35 86.21 83.88 86.97
C 90.69 91.90 89.31 90.75 85.54 88.74
D 92.34 92.28 88.81 84.90 88.90 85.10
E 91.83 90.31 91.04 89.34 89.91 85.74
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Figure 9: Evaluation of scoring accuracy.

Scientific Programming 7



Data Availability

*e dataset can be accessed upon request.

Conflicts of Interest

*e authors declare that they have no conflicts of interest.

References

[1] X Cheng, K. Liu, and K. Liu, “Application of multimedia
networks in business English teaching in vocational college,”
Journal of Healthcare Engineering, vol. 2021, Article ID
5519472, 9 pages, 2021.

[2] Y. Xin, “Analyzing the Quality of Business English Teaching
UsingMultimedia DataMining,”Mobile Information Systems,
vol. 2021, Article ID 9912460, 8 pages, 2021.

[3] Y. Shi and H. Shi, “Construction of an Assessment System for
Business English Linguistics Based on RNNMultidimensional
Models,” Mathematical Problems in Engineering, vol. 2022,
Article ID 8446281, 8 pages, 2022.

[4] Y. Chen, “Business English translation model based on BP
neural network optimized by genetic algorithm,” Computa-
tional Intelligence and Neuroscience, pp. 2021–10, Article ID
2837584, 2021.

[5] X. Zhang, “*e influencing factors of business English
intercultural communication based on data mining,” Lecture
Notes on Data Engineering and Communications Technologies,
vol. 85, pp. 173–181, 2022.

[6] L. Li and C. Mao, “Big data supported PSS evaluation decision
in service-oriented manufacturing,” IEEE Access, vol. 8,
no. 99, Article ID 154670, 2020.

[7] J. Zhang and F. Li, “Blended teaching of business English
based on semantic combination and visualization technol-
ogy,” Lecture Notes on Data Engineering and Communications
Technologies, vol. 81, pp. 535–540, 2021.

[8] L. Li, B. Lei, and C. Mao, “Digital twin in smart
manufacturing,” Journal of Industrial Information Integration,
vol. 26, no. 9, Article ID 100289, 2022.

[9] W. Kuang, “Business English online classroom teaching based
on ESP demand analysis technology,” Lecture Notes on Data
Engineering and Communications Technologies, vol. 102,
pp. 1119–1128, 2022.

[10] X. Qin, “Business English visualization system based on video
surveillance and the internet of things,” Microprocessors and
Microsystems, vol. 80, Article ID 103639, 2021.

[11] L. Li, C. Mao, H. Sun, Y. Yuan, and B. Lei, “Digital twin driven
green performance evaluation methodology of intelligent
manufacturing: hybrid model based on fuzzy rough-sets AHP,
multistage weight synthesis, and PROMETHEE II,” Com-
plexity, vol. 2020, 24 pages, 2020.

[12] J. F. Chen, C. A. Warden, D. Wen-Shung Tai, F. S. Chen, and
C. Y. Chao, “Level of abstraction and feelings of presence in
virtual space: business English negotiation in Open Won-
derland,” Computers & Education, vol. 57, no. 3,
pp. 2126–2134, 2011.

[13] R. Han and Y. Yin, “Application of web embedded system and
machine learning in English corpus vocabulary recognition,”
Microprocessors and Microsystems, vol. 80, Article ID 103634,
2021.

[14] L. Li, T. Qu, Y. Liu et al., “Sustainability assessment of in-
telligent manufacturing supported by digital twin,” IEEE
Access, vol. 8, Article ID 175008, 2020.

[15] L. Niessen and N. M. P. Bocken, “How can businesses drive
sufficiency? *e business for sufficiency framework,” Sus-
tainable Production and Consumption, vol. 28, pp. 1090–1103,
2021.

[16] P. Henz, “*e alpha dog in the human-AI team,” Steel Times
International, vol. 44, no. 1, pp. 29–32, 2020.

[17] H. Wang, J. Zhao, B. Wang, and L. Tong, “A quantum ap-
proximate optimization algorithm with metalearning for
maxcut problem and its simulation via tensorflow quantum,”
Mathematical Problems in Engineering, vol. 2021, Article ID
6655455, 11 pages, 2021.

[18] Bo Liu, Q. Wu, Y. Zhang, Q. Cao, and X. Xu, “Exploiting the
Relationship between Pruning Ratio and Compression Effect
for Neural Network Model Based on TensorFlow,” Security
and Communication Networks, vol. 2020, Article ID 5218612,
8 pages, 2020.

[19] Y. Du, S. Sun, S. Qiu, S. Li, M. Pan, and C.-H. Chen, “In-
telligent recognition system based on contour accentuation
for navigation marks,” Wireless Communications and Mobile
Computing, vol. 2021, Article ID 6631074, 11 pages, 2021.

[20] W. Lv and Q. Zhong, “Design and Optimization of Children’s
Education Online Monitoring System Based on 5G and In-
ternet of*ings,” Scientific Programming, vol. 2022, Article ID
5336786, 18 pages, 2022.

[21] Y. Ding, N. Zhang, and Y. Li, “College Physical Education
Course Management System Based on Internet of *ings,”
Mobile Information Systems, vol. 2021, Article ID 587439,
10 pages, 2021.

[22] H. Yu, “Application analysis of new internet multimedia
technology in optimizing the ideological and political edu-
cation system of college students,” Wireless Communications
and Mobile Computing, vol. 2021, Article ID 557343, 12 pages,
2021.

[23] M. Suhail, I. Babar, Y. A. Khan, M. Imran, and Z. Nawaz,
“Quantile-Based Estimation of Liu Parameter in the Linear
Regression Model: Applications to Portland Cement and US
Crime Data,” Mathematical Problems in Engineering,
vol. 2021, Article ID 1772328, 11 pages, 2021.

[24] H. Mokhort, “Multiple linear regression model of menin-
gococcal disease in Ukraine: 1992-2015,” Computational and
Mathematical Methods in Medicine, vol. 2020, Article ID
5105120, 7 pages, 2020.

[25] A. F. Lukman, B. M. G. Kibria, K. Ayinde, and S. L. Jegede,
“Modified one-parameter liu estimator for the linear re-
gression model,” Modelling and Simulation in Engineering,
vol. 2020, Article ID 9574304, 17 pages, 2020.

[26] Y. O. Ouma, C. O. Okuku, and E. N. Njau, “Use of Artificial
Neural Networks and Multiple Linear Regression Model for
the Prediction of Dissolved Oxygen in Rivers: Case Study of
Hydrographic Basin of River Nyando, Kenya,” Complexity,
vol. 2020, Article ID 9570789, 23 pages, 2020.

[27] T. Yao, B. Zhang, J. Peng et al., “Defect Prediction Technology
of Aerospace Software Based on Deep Neural Network and
Process Measurement,” Mathematical Problems in Engi-
neering, vol. 2022, Article ID 1276830, 8 pages, 2022.

[28] W. Zhang, Y. Li, X. Li et al., “Deep Neural Network-Based
SQL Injection Detection Method,” Security and Communi-
cation Networks, vol. 2022, Article ID 4836289, 9 pages, 2022.

[29] S. Yang and S. Yang, “Research on E-commerce oral English
blended teaching,” in Proceedings of the - 2nd International
Conference on E-Commerce and Internet Technology, ECIT,
pp. 36–39, Hangzhou, China, March 2021.

8 Scientific Programming



Research Article
Remote-Sensing Inversion Method for Evapotranspiration by
Fusing Knowledge and Multisource Data

Jingui Wang ,1 Dongjuan Cheng,1 Lihui Wu,2 and Xueyuan Yu3

1School of Water Conservancy and Hydroelectric Power, Hebei University of Engineering, Hebei, Handan 05600, China
2Handan Design and Research Institute of Water Conservancy and Hydropower, Hebei, Handan 056001, China
3HeBei Gal Xiang Geographic Information Technology Service Co., Ltd, Hebei, Handan 056001, China

Correspondence should be addressed to Jingui Wang; wangjingui@hebeu.edu.cn

Received 8 June 2022; Revised 14 July 2022; Accepted 20 July 2022; Published 22 August 2022

Academic Editor: Lianhui Li

Copyright © 2022 Jingui Wang et al. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Evapotranspiration (ET) is the main process parameter of the land surface heat and water balance. Evapotranspiration remote-
sensing inversion can be divided into two types of methods, process-driven and data-driven, according to the model power. �is
paper presents a comprehensive and systematic review of the research progress of data-driven ET remote-sensing inversion
methods and their products; reviews the basic principles, advantages, and disadvantages of related methods/products from three
perspectives: empirical regression, machine learning, and data fusion; and �nally indicates the development direction of data-
driven ET remote-sensing inversion research.

1. Introduction

Evapotranspiration (ET) is the process by which surface
water is transferred to the atmosphere, including evapora-
tion of water trapped from water bodies, soils, and vege-
tation surfaces and transpiration by plants. As an important
vehicle for water transfer and energy conversion in the land-
air system, accurate estimates of evapotranspiration are
essential for understanding global climate change, ecological
and environmental issues, water cycle, and hydrological
processes, as well as for mixing and irrigation of water for
agriculture, monitoring agricultural droughts, and im-
proving agricultural water use e�ciency. To obtain complete
spatial and temporal information on land surface ecosys-
tems, two di�erent scales of research tools are needed,
namely ground-based observations and remote sensing.
Currently, more than 400 stations and 2,000 ground-based
�ux observation sites have been constructed worldwide. In
China, a network of 45 stations has been initially built to
cover the major ecosystem types in Central Park. To capture
the spatial heterogeneity, scale e�ects, and uncertainties of
surface evapotranspiration and to provide ground truth
measurements at scale for developing and validating remote-

sensing estimation models of evapotranspiration, the Inte-
grated Heihe River Basin Ecological/Hydrological Processes
Remote-Sensing Experiment constructed a dense three-di-
mensional �ux observation matrix consisting of vorticity
correlators, large-aperture scintillators, and automatic
weather stations. However, the above observations are all
station-scale based, and the spatial heterogeneity of large
scale and nonuniformity of hydrothermal transport lead to
the poor spatial representation of station-based observa-
tions, while intensive observations at large scale with
multiple stations are usually time-consuming and laborious.
Remote sensing, due to its macroscopic nature and large
observation range, can overcome the spatial scale scaling
problem involved in station-based observations, and a series
of remote-sensing-based ET inversion models have been
constructed [1]. Due to the low spatial resolution of geo-
synchronous satellites, which is di�cult to meet the realistic
demand, data from polar-orbiting satellites are usually used,
and the time coverage period of polar-orbiting satellites is
generally one week (e.g., Landsat at around 10: 00 a.m.,
MODIS Terra at around 10: 30 a.m., and Aqua at around 13:
30 p.m.), and the ET estimated based on these data is in-
stantaneous ET. Daily, monthly, yearly, or even annual time
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series of evapotranspiration are more useful than instan-
taneous evapotranspiration. For example, daily evapo-
transpiration is needed for meteorology, hydrology, and
global atmospheric modeling; the dynamics of water con-
sumption in agricultural fields during the growing season
require estimation of the corresponding time-series
evapotranspiration, and watershed water balance studies
require estimation of time-series evapotranspiration.
'erefore, it is necessary to explore the expansion of the time
scale of remote-sensing inversion evapotranspiration and
derive the cumulative daily to monthly values from the
instantaneous values at the time of satellite transit to meet
the research and application needs in the fields of climate,
ecology, hydrology, and agriculture. With the development
of satellite remote-sensing technology, surface parameters
closely related to surface water and heat fluxes such as
surface temperature, vegetation index, and soil moisture can
be obtained by remote-sensing inversion, and remote-
sensing inversion of evapotranspiration has become an ef-
fective method to obtain the spatial and temporal distri-
bution of evapotranspiration at regional and global scales
with high accuracy and timeliness. Due to the spatial het-
erogeneity of the subsurface surface, complex near-surface
meteorological conditions, and the dynamics of hydro-
thermal transport processes, the spatial and temporal var-
iability of surface evapotranspiration varies greatly, and the
accurate estimation at the regional scale still faces great
challenges [2].

Existing methods for remote-sensing inversion of
evapotranspiration can be classified into conductivity-based
and temperature-based methods according to the principle
mechanism [3] and into methods based on shortwave band
data, thermal infrared band data, and microwave band data
according to the driving data. In this paper, we classify them
into two major categories according to the model drivers:
process-driven physical inversion methods, such as energy
balance residual methods and methods based on Pen-
man–Monteith or Priestley–Taylor formulas; and data-
driven inversion methods, including empirical regression
methods, machine learning methods, and data fusion
methods. Process-driven methods are based on theories and
assumptions of photosynthesis, canopy conductance, and
respiration in the biosphere and use simplified ecosystem
processes and components to form established model
structures that simulate the carbon-water-energy exchange
of ecosystems. 'is type of approach has a better physical
basis and can achieve high estimation accuracy when high-
precision input data are available. However, regional surface
heterogeneity, complexity of impedance parameterization,
and cumulative data errors make the process-based physical
methods complex and limited in their estimation results
when applied to regions, and their regional extension is
limited by the lack of high-quality input data, making it
difficult to obtain the desired regional estimation accuracy.

'e data-driven remote-sensing inversion method for
evapotranspiration is a method to obtain evapotranspiration
estimates by establishing the relationship between evapo-
transpiration-driven data (observed fluxes or existing
evapotranspiration products) and their closely related

characteristic parameters. In this paper, we classify the data-
driven methods into empirical regression methods, machine
learning methods, and data fusion methods (Figure 1).
Empirical regression methods and machine learning
methods estimate actual evapotranspiration by directly
constructing empirical relationships between remote sens-
ing, meteorological and hydrological variables, and ET
reference true values (e.g., observed fluxes), while data fu-
sion methods improve ET accuracy or spatial and temporal
resolution by fusing ET products with the same or different
spatial and temporal resolutions. Related studies have found
that complex physical and analytical methods do not nec-
essarily have higher accuracy than simple empirical and
statistical methods, while the diffusion and application of
machine learning methods have greatly improved the ac-
curacy of surface parameter estimation. 'e advantage of
data-driven methods lies in the ability to capture data re-
lationships sensitively and to construct well-fitting regres-
sion relationships with low errors to estimate steam
emanation by relying on data alone. Unlike the traditional
physical model, it does not need to predict the physical
mechanisms of evapotranspiration processes or to obtain all
variables that have an influence on them. It is only necessary
to construct relationships between the obtained remote
sensing, meteorological and observational flux data to obtain
highly accurate estimation results.

With the development of the global flux observation
network, more and more flux observation data have been
shared and acquired, and data-driven methods have been
developed rapidly. 'is paper presents a comprehensive and
systematic review of the research progress of data-driven
remote-sensing inversion methods and products at home
and abroad; summarizes the basic principles, advantages, and
shortcomings of related methods/products from three as-
pects: empirical regression, machine learning, and data fu-
sion; and finally indicates the future development direction of
data-driven remote-sensing inversion of evapotranspiration.

2. Data-Driven Inversion Method for Remote
Sensing of Evapotranspiration

2.1. Experience Regression Method. Early empirical regres-
sion methods estimated surface evapotranspiration using a
non-linear relationship between ground gas temperature
difference and evapotranspiration and net radiation. With
the long-term and continuous acquisition of observation
data, the empirical regression method no longer relied only
on the difference in ground gas temperature but estimated
evapotranspiration by directly constructing linear or non-
linear relationships between evapotranspiration and various
climate or remotely sensed invertible parameters that are
closely related to it. Later, in order to construct empirical
models with higher applicability and accuracy, it was
gradually developed to combine physical models and con-
struct empirical regression relationships using globally
distributed multisite flux observations.

Since the 1970s, with the advent of handheld infrared
radiometers, researchers have begun to study the relation-
ship between crop canopy temperature and plant
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evapotranspiration. Jackson et al. [4] constructed an em-
pirical model based on the relationship between instanta-
neous surface temperature at noon and the temperature
difference between the reference altitude and daily evapo-
transpiration. 'e development of remote-sensing satellite
detection technology, such as the early TIROS satellites
(Television and Infrared Observing Satellite), NOAA sat-
ellites (National Oceanic and Atmospheric Administration),
and HCMM satellites (meteorological satellite), has made it
possible to estimate evapotranspiration on a large scale.
With the progress in understanding and the availability of
more satellite data, a series of time-scale extension methods
have been proposed by different scholars. 'e idea of these
methods is to obtain the daily evaporation by temporally
extending the instantaneous latent heat flux based on pa-
rameters that remain constant with time or vary with a
certain pattern. Interpolation and data assimilation methods
are used to obtain connected long time series of evapo-
transpiration. Currently, some representative time-scale
expansion methods include empirical model, sinusoidal
relationship method, evaporation ratio method, reference
evaporation ratio method, surface impedance method, as-
tronomical radiation ratio method, and data assimilation
method.

Empirical models (also known as statistical models)
determine daily evapotranspiration by fitting latent heat LE,
sensible heat H, net solar radiation R, and soil heat flux G
under certain assumptions using instantaneous remotely
sensed observations and ground truth values. 'is method

was first proposed by Jackson et al. and has since been widely
adopted [5]. Jackson et al. calculated daily evapotranspira-
tion from the difference between daily net radiation and
instantaneous remotely sensed land surface temperature
(LST) and surface air temperature during daytime (usually at
13:30–14:00), as shown in the equation in Table 1. Seguin
and Itier [6] found that daily evapotranspiration was also
related to vegetation cover, surface roughness, wind speed,
temperature stratification, and atmospheric stability and
changed the above equation to an exponential form as
shown in the equation in Table 1. Subsequently, Carlson [5]
found that B and n vary with wind speed and surface
roughness but are more sensitive to NDVI (normalized
difference-vegetation index) and vegetation and proposed a
simple method, as shown in the equation in Table 1. 'e
method uses the difference between the LST at the time of
satellite transit and the air temperature at 50m height above
the ground to calculate the daily evapotranspiration. 'e
method is relatively simple and practical, but the coefficients
B and n vary with the vegetation cover, introducing some
cumulative error to the calculation results. Rivas and
Caselles [7] estimated regional reference evapotranspiration
based on LST and local meteorological data at the time of
satellite transit, as shown in the equation in Table 1. 'e
advantage of this method is that it has few parameters and
high accuracy, and the disadvantage is that it is not universal
and requires refitting the values of a and b with the PM
equations based on local meteorological data when the re-
gions are different.
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Figure 1: Integral flowchart of the data-driven remote inversion method for evapotranspiration (ET).
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'e empirical model can obtain high-precision evapo-
transpiration throughout the day by remote-sensing ob-
servation of LST, temperature, and net daily radiation only
once a day at noon under the condition of sufficient moisture
supply and relatively stable surface atmosphere, which is
very convenient for large-scale remote-sensing applications
and can be of great use in irrigation management and crop
yield estimation. 'e evapotranspiration during the rainy
period needs to be obtained by interpolating the evapo-
transpiration of consecutive sunny days. 'e parameters B
and n for different regions need to be determined by em-
pirical regression and are not universal.

Solar radiation provides the energy source required for
evaporation; soil moisture can directly provide water for soil
evaporation, and its deficiency has a coercive effect on
evaporation; surface temperature difference (difference be-
tween surface temperature and near-surface air tempera-
ture) is the temperature condition that allows evaporation
process to occur, and surface temperature can indicate in-
formation such as surface soil moisture condition. Wind
speed, vegetation index, vegetation cover, leaf area index,
and so on can provide information about the heterogeneous
condition of the ground, such as roughness and impedance,
which can influence the evapotranspiration process [8, 9].
'e estimation of evapotranspiration can be considered as a
complex non-linear regression analysis of several meteo-
rological and remotely sensed variables, and its general form
can be summarized in thefollowing equation, in conjunction
with the equations provided in Table 1:

ET � f Rn, Rs, Ts, Ta, VI, WS, RHda, dVPi . . .( , (1)

where Rn represents net surface radiation, Rs represents
incident shortwave radiation, Ts represents surface tem-
perature, Ta represents air temperature, VI represents
vegetation index, WS represents wind speed, RHda repre-
sents daily average relative humidity, and dVPi represents
water vapor pressure inverse difference.

In the twentieth century, when remote-sensing inversion
theory and ET research were less mature, such methods

played an important role in estimating ET over small areas
and could provide reliable information for moisture avail-
ability in practical applications [6]. Due to its dependence on
ground-based observations, it is difficult to be applied to ET
estimation over large areas.

Eddy covariance systems (EC) allow for more accurate
ground-based flux observations, and with the establishment
of a flux observation network based on eddy correlation
（EC） system, long-term and continuous large-scale ac-
quisition of observation data becomes possible. In particular,
the sharing of open data from projects such as Fluxnet and
ARM， have let to the emergence of regression statistics
methods in various manifestations, and the combination of
remote-sensing products, meteorological data, and flux
observations to invert vapor combining remote-sensing
products, meteorological data, and flux observations to
invert the vapor has been well developed [10]. 'e empirical
regressionmethod no longer relies solely on the difference in
ground temperature but estimates evapotranspiration by
directly constructing linear relationships between evapo-
transpiration and its various closely related meteorological
or remotely sensed reversible parameters. It was found that
in the absence of a large number of meteorological obser-
vations, the evapotranspiration of image elements can be
estimated from only a small number of remotely sensed
reversible parameters, such as surface temperature, vege-
tation index, and surface albedo. However, the regression
relationships constructed using meteorological and flux
observation data from a few stations have large uncertainties
in regional transplantation and require re-evaluation of
empirical coefficients, while it is relatively difficult to con-
struct empirical models with high applicability and accuracy.
For this reason, research on empirical regression methods
has been gradually developed to construct empirical re-
gression relationships based on physical models using
globally distributed multistation flux observation data [11].
Wang et al. [9] divided surface evapotranspiration into
radiative and aerodynamic terms, introduced wind speed to
calculate aerodynamic impedance, and combined ground

Table 1: Summary of commonly applied empirical regression methods.

Methods Parameter meaning References Remark

LEd � Rn,d − Gd − B1(T1s − T1a)

LEd is daily evapotranspiration, mm· d−1Rn,d is daily net radiation flux, MJ·
m−2· d−1Gd is daily soil heat flux, MJ· m−2· d−1T1s andT1a are ground
surface temperature and the temperature at 1.5meters above the ground

surface, at 13:30–14:00 local time, °C
B1 is lysimeter empirical parameters for regression of observed data

Jackson et al.
[4] (1)

LEd � Rn,d − B2T(rad13 − Ta13)
n1

Trad13 andTa13 are radiated ground surface temperature and the
temperature at 2meters above the ground surface, at 13:00 local time, °C

B2 and n1 are calibration parameters based on surface roughness and
atmospheric stability

Seguin et al.[5] (2)

LEd � Rn,d − B3(Trad − Ta50)
n2

Trad andTa50 are radiated ground surface temperature and the
temperature at 50meters above ground surface, at 13:00 local time, °C

B2 is average overall conductivity of daily apparent heat flux
n1 is correction parameters for non-neutral static stability

Carlson et al.[6] (3)

ETr,d � a − Trad + b
ETr,d is daily reference evapotranspiration, mm· d−1a, b are parameters

fitted using the PM formula based on local meteorological data
Rivas and
Caselles [7] (4)
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observation data, meteorological, and remote-sensing data
to propose an empirical regression relationship based on the
Penman–Monteith equation-based empirical regression
relationship with certain physical significance for various
surface types and confirmed that the accuracy of the em-
pirical algorithm should be higher than that of the general
model algorithm by re-fitting the coefficients for different
land types separately, as shown in Figure 2. Yao et al. [12]
proposed a simple hybrid empirical evapotranspiration es-
timation model based on a two-source model and validated
by ground observations, which can be used for global surface
evapotranspiration estimation. Yao et al. [13, 14] established
an empirical estimation method based on Priestley–Taylor
equation using 240 Fluxnet sites worldwide and determined
the coefficients for different land classes. 'e empirical
coefficients of the Priestley–Taylor equation were re-pa-
rameterized by replacing the available energy at the surface
with the more readily available incident shortwave radiation.

Because thermal infrared surface temperatures are af-
fected by clouds, simple regression methods applicable to
large regions or the globe tend to use more readily available
air temperatures as model inputs, Table 2, with calculated
root mean squared error (RMSE).

'ere is also a trapezoidal eigenspace method based on
the CWSI (crop water stress index) water deficit index for
estimating regional surface evapotranspiration, as shown in
Figure 3.

Based on the concept of CWSI (crop water stress index),
Moran et al. [15] introduced the water deficit index (WDI),
defined as the ratio of actual evapotranspiration to potential
evapotranspiration, based on the Ts-VI trapezoidal space to
estimate regional surface evapotranspiration and water
deficit, and extended the CWSI applied in the total vege-
tation cover area to the partial-vegetation cover area. 'e
CWSI applied in all-vegetation areas was extended to par-
tial-vegetation areas. 'e input of surface observations for
the trapezoidal method includes water vapor pressure, air
temperature, wind speed, and maximum and minimum
stomatal impedance. 'e trapezoidal method assumes that
Ts-Ta on the wet and dry edges varies linearly with vege-
tation cover. To calculate theWDI at each image point in the
trapezoidal space, the values of the four vertices of the
trapezoid are obtained by combining the CWSI theory with
the Penman–Monteith equation, that is, (1) the top of full
vegetation cover with good moisture, (2) the top of full
vegetation cover under water deficit, (3) the top of saturated
bare soil, and (4) the dry bare soil.

2.2.MachineLearningMethod. From constructing empirical
relationships with observations from a few stations to
constructing empirical relationships with observations from
globally distributed stations, simple empirical statistical
methods are becoming increasingly difficult to meet the
high-precision needs of practical applications. Due to the
excellent classification and regression prediction capabil-
ities, machine learning methods are beginning to be used in
studies of evapotranspiration estimation. Machine learning
methods construct empirical models based on patterns

contained in data without specifying any functional form;
have good data adaptability [16]; can significantly improve
regression prediction accuracy; can also mine new infor-
mation from data to facilitate the generation of under-
standing of new mechanisms [17]; and have been widely
used in geological fields, such as surface parameter inver-
sion, groundwater studies, downscaling, remote-sensing
image fusion, and so on [18]. 'e results have been widely
used in the field of geology, such as surface parameter in-
version, groundwater studies, downscaling, and remote-
sensing image fusion [18].

A study by Genaidy et al. [19] was one of the first studies
that received wide attention on the use of neural networks
for evapotranspiration estimation. Yang et al.[20] used a
support vector machine approach to successfully estimate
the evapotranspiration for the contiguous United States at
8 d using surface temperature, enhanced vegetation index,
and surface cover in combination with incident shortwave
radiation based on remotely sensed data and observations
from 22 AmeriFlux sites. Jung et al. [21] used a support
vector machine approach to estimate the evapotranspiration
at 8 d scale evapotranspiration. 'e study by Jung et al. [21]
published in Nature is one of the most influential studies in
recent years using machine algorithms to estimate evapo-
transpiration, which used the model tree ensemble (MTE)
approach to integrate surface meteorological data, remote-
sensing data, and flux site data to assess monthly evapo-
transpiration at the global scale. Since then, especially in the
past 5 years, a large number of related studies based on
machine learning have emerged. Although these studies
mainly focus on the comparative evaluation of different
machine learning algorithms, the estimation results of dif-
ferent machine learning methods do not differ much, as
confirmed by the study [22]. 'e accuracy of the estimation
results between different machine learning methods is
comparable after adjusting the parameters to obtain the
optimal parameters [23]. 'e advantage of machine algo-
rithms is that the model construction incorporates observed
data, similar to encapsulated complex empirical algorithms,
and high model simulation accuracy, and the disadvantage is
that the model accuracy depends on the data, including data
quality, data processing methods, data representativeness,
and data scale issues. 'e focus of this paper is to summarize
the application of machine learning methods to the inver-
sion of evapotranspiration rather than to present the
principles of each machine learning method, and infor-
mation about the methods can be found in the above
references.

'e existing studies on regional evapotranspiration es-
timation based on various machine learning methods are
summarized, and the existing studies are divided into two
categories: one is the estimation of regional image-scale
evapotranspiration through site-liter scale expansion, and
the other is the estimation of regional image-scale evapo-
transpiration through image or watershed scale expansion.

(1)'e regional evapotranspiration model is constructed
with in situ observed flux data as the image element true
value, combined with remote-sensing products and climate
information. Depending on the source of the driving data,
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two types of models can be built: one is to combine the
ground frame flux observation data with all-remote-sensing
products as the model driver; the other is to combine the
ground frame flux observation data with climate and
weather information and remote-sensing products as the
model driver. 'e method effectively utilizes the observation
data of the global flux observation network, gives full play to
the powerful regression prediction capability of machine
learning technology, fuses the accuracy error of the driven
data, and improves the accuracy of remote-sensing inversion
of surface evapotranspiration.'emethod effectively utilizes
the observation data of the global flux observation network,

gives full play to the strong regression prediction ability of
machine learning technology, and fuses the accuracy error of
the driving data to improve the accuracy of remote-sensing
inversion of surface evaporation. However, most studies
ignore the spatial scale differences between the source area of
flux observations and gridded gas data or moderate reso-
lution remote-sensing products. Such methods use in situ
observed flux data as image element true values to construct
models and combine remote-sensing products with clima-
tological and meteorological information to obtain regional
evapotranspiration. Various machine learning methods,
such as neural networks, kernel function methods, and tree
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Figure 2: Flow chart of the all-weather ET inversion method.

Table 2: Imperial regression methods for the large region or global application.

Reference Input Time span Station Time scale Results

Wang and
Liang [8] VI, WS, Rs, RHda, dVPi 1982–2002

International 64
flux observation

sites
16 days R2 � 0.94;RMSE� 17W/m2

Yao et al.
[12] Rn, Ta, VI 2000–2008

12 ARM sites, 7
Fluxnet sites, 3
China flux

observation sites

16 days R2 � 0.84;RMSE� 14.74W/m2

Yao et al.
[13] VI, Ta, Rn, RHda, dVPi 2000–2009 240 Fluxnet sites 1 day

Daily:
R2 � 0.68 − 0.87;RMSE� 11.5 − 20.9W/m2Monthly:

R2 � 0.80 − 0.96;RMSE� 4.3 − 18.1W/m2

Yao et
al. [14] Rs, VI, RHda 2000–2009 100 Fluxnet sites 1 day

Daily: R2 � 0.42 − 0.81;

RMSE� 15.8 − 28.2W/m2Monthly:
R2 � 0.58 − 0.86;RMSE� 11.7 − 23.9W/m2
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models, are used to obtain the spatial and temporal distri-
bution of evapotranspiration at high scales in the observed
regions and even globally. Depending on the source of the
driving data, they can be divided into two categories. (i)
Combination of ground-based observations and all-remote-
sensing products as model drivers. Based on Moderate
Resolution Imaging Spectroradiometer (MODIS) surface
products, or in combination with Global Land Surface
Satellite (GLASS), Global Energy and Water Exchanges-
Surface Radiation Budget (GEWEX-SRB), Cloud and Earth
Radiation Energy System (CERES), or the Japan Aerospace
Exploration Agency (JAXA), researchers can use multiple
remote sensing metrics as driving data to invert regional
surface evapotranspiration through machine learning
upgraded models [17, 20, 22]. (ii) Combining ground ob-
servation data with meteorological and climate information
and remote-sensing products as model-driven data. Re-
gional meteorological indicators are obtained from meteo-
rological reanalysis data or weather station interpolation,
and the combination of MODIS and GLASS remote sensing
can invert surface parameters to drive model upscaling and
estimate regional surface evapotranspiration [16, 22].
Comparing these two types of methods, the uncertainty of
remote sensing combined with meteorological data-driven
models is greater than the uncertainty of all-remote sensing
as a data-driven model due to the inherent uncertainty of
meteorologically driven data sets [22]. 'e advantage of
remote sensing combined with meteorological data-driven
models is that the input of meteorological data makes it
possible to invert to obtain spatiotemporally continuous
daily surface evapotranspiration, but it also reduces the
spatial resolution of the inversion results. Meanwhile, its low
spatial resolution cannot effectively take into account the
spatial scale differences between the source area of site flux
observations and gridded meteorological data or medium-
resolution remote-sensing products, which reduces the in-
version accuracy.

In addition, surface temperature and ground tempera-
ture difference, which are important parameters in tradi-
tional physical models for evapotranspiration estimation,
are less applied in machine learning methods (Figure 4).
Only a few studies have considered the effect of thermal
infrared surface temperature as a driving factor in global
applications [24, 25]. 'ermal infrared surface temperature
can provide valuable information such as surface soil
moisture status for estimating evapotranspiration [26], and
Jimenez [24] showed that the sensible and latent heat flux
accuracy is significantly reduced when there is no thermal
infrared surface temperature input. Although there are still
some shortcomings, under the existing conditions, the site
upscaling approach effectively utilizes the observed data
from the global flux observation network, takes full ad-
vantage of the machine learning technology with powerful
regression prediction capability, incorporates the accuracy
error of the driving data, and improves the accuracy of
remote-sensing inversion of surface evapotranspiration.

(2) Combine the existing shelf model flux products or re-
analysis products to construct the relationship between
remote-sensing variables and fluxes at image scale to obtain
regional evapotranspiration directly or construct the rela-
tionship between watershed variables and watershed
evapotranspiration to obtain evapotranspiration at image
scale by downscaling.'esemethods can effectively solve the
problem of matching spatial scales. However, the model
construction of the image-scale scaling method uses the land
surface model flux products or re-analysis products as the
real values, and there is no set of products with fully reliable
accuracy, so there is great uncertainty in the regional
evapotranspiration obtained using this method. 'e Global
Soil Wetness Project-2 (GSWP-2) compared global evapo-
transpiration estimates from 15 models and found global
annual evapotranspiration variability ranging from 272 to
441mm/a [27]. By comparing 41 global surface evapo-
transpiration (GSE) product data sets from 1985 to 1995, the
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Figure 3: Schematic diagram of the terrestrial temperature difference-vegetation cover trapezoid relationship.
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study found that the global average annual surface evapo-
transpiration was about 1.59± 0.19mm/d (46± 5W/m2).
Simulated values are lower than the reference data set as of
IPCC AR4 (IPCC Fourth Assessment Report), whose
standard deviation is 0.16mm/d (4.6W/m2), while the
standard deviation of 0.12mm/d (3.6W/m2) for the GSWP
LSMs (the Global Soil Wetness Project land surface models)
dataset is even lower than the standard deviation of IPCC
AR4 [28].

'ere is also a method for estimating regional evapo-
transpiration at the watershed downscale. 'is method is to
construct the relationship between basin variables and basin
evapotranspiration in combination with basin evapotrans-
piration, downscaling to get like meta-scale evapotranspi-
ration. Lappen and Schumacher [29] based on surface water
balance method from rainfall data from rain barrel obser-
vatory, river runoff from the hydrological observatory,
combined with gravity recovery and climate experiment
(GRACE) and Terrestrial Water Storage Anomaly (TWSA)
data to obtain monthly-scale evapotranspiration from 95
watersheds worldwide, and used a model tree integration
approach to relate variables such as radiation, temperature,
rainfall, wind speed, and vegetation index to monthly-scale
watershed evapotranspiration to estimate monthly-scale
using spatialized meteorological and satellite data global
evapotranspiration using spatialized meteorological and
satellite data. 'is method effectively solves the spatial scale
matching problem and can obtain high-precision basin-scale
monthly evapotranspiration, but it cannot describe the
spatial and temporal (e.g., between different days and be-
tween different grids) heterogeneity of evapotranspiration in
the basin and cannot accurately obtain high-precision daily
evapotranspiration.

2.3. Data Fusion Method. ET estimation based on data
fusion can be divided into two categories, that is, fusion
with the same spatial and temporal resolution and fusion
with different spatial and temporal resolutions.

(1) Same spatial and temporal resolution fusion is the
fusion of ETobtained frommodels with multiple spatial and
temporal resolutions with flux observations or ET products
as reference true values to obtain higher accuracy ET esti-
mates. 'is approach combines the advantages of physical
models with solid physical mechanisms and data-driven
methods with strong regression prediction capabilities,
combining the advantages and disadvantages of various
algorithms. 'e problem is that the fusion accuracy is
limited by the accuracy of the individual model being fused.
'e fusion accuracy is limited by the accuracy of the in-
dividual models being fused. Depending on whether the
fused ET models and the fusion method used can be ex-
plicitly expressed, they can be subdivided into two types:
multimodel ET explicit fusion and multimodel ET implicit
fusion.

Considering that different algorithms have their own ad-
vantages and disadvantages, the study of multialgorithm fusion
has become a new trend in the study of quantitative remote
sensing of vapor distribution in order to improve the accuracy of
vapor emission. For example, models such as simple averaging,
Bayesian averaging, empirical orthogonal function method,
Taylor fusion model, and machine learning methods have been
applied to multimodel ET fusion studies of evapotranspiration
[30, 31]. 'e data-driven multimodel ET fusion method com-
bines the advantages of physical models with solid physical
mechanisms and data-driven methods with powerful regression
prediction capabilities and combines the advantages and dis-
advantages of various algorithms to directly fuse the observed
data, avoiding the problems of missing physical mechanism or
low accuracy caused by using only data-drivenmethods to invert
ET. It avoids the problem ofmissing physical mechanism or low
accuracy caused by inversion of evapotranspiration using only
physicalmodels and can obtainmore reliable evapotranspiration
estimation results, while the estimation accuracy is improved to
some extent.

Explicit multimodel ET fusion means that both the ET
model to be fused and the fusion method used can be ex-
plicitly expressed. As the name implies, explicit fusion is
characterized by the fact that the fusionmodel (including the
model to be fused and the fusion method) can be expressed
in an explicit formula that is easy to manipulate and rep-
licate.'e fusion of process-based physical models and data-
driven empirical regression models using simple averaging,
Bayesian averaging, or simple Taylor’s method is currently a
common approach for the explicit fusion of multiple models
[30]. Bayesian averaging or simple Taylor fusion is essen-
tially a weighted average method, where the scores of the
different models to be fused are weighted according to the
evaluated Bayesian or simple Taylor models. Its general
expression is as follows:

ET � w1ET1 + w2ET2 + · · · + wnETn, (2)

ETn � fn vn1, vn2, . . . , vni, . . . , vnm( , (3)
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where wn denotes the weight of the n-th model to be fused,
ETn is the nth model to be fused, fn denotes the equation
expression of the n-th model to be fused, and vni denotes the
i-th model driver of the nth model to be fused. When using
this approach for multimodel fusion, the selection of mul-
tiple models is more important, and a balance is needed to
select the number of over- and underestimated models. 'e
advantage of this approach is that it can balance the over-
estimation and underestimation of different algorithms,
reduce their overestimation or underestimation, and im-
prove the accuracy of the algorithm; the disadvantage is that
the fusion accuracy is highly dependent on the accuracy of
the fusion models themselves, and the uncertainty of the
weight ratio of the fusion models inherently limits its wide
application.

Implicit fusion of multimodel ET means that the fused
ET model or the fusion method used cannot be expressed
explicitly, that is, the fused model includes estimation
methods that cannot be expressed in explicit formulas (e.g.,
machine learning methods, assimilation methods, pattern
methods, etc.) [14, 32] or methods that cannot be expressed
in explicit formulas (e.g., machine learning methods, etc.) as
fusion methods for process-based multimodel fusion studies
of physical or empirical regression models [31], or neither
the model being fused nor the fusion method can be
expressed explicitly. 'e essence of multimodel implicit
fusion is product fusion, that is, multiple models to be fused
need to be used to obtain their respective ETvalues, and then
fusion methods are used to fuse site or regional products.
'e general expression is as follows:

ET � f ET1, ET2, . . . , ETn( , (4)

where ETn is the n-th model to be fused estimation result
and f denotes the fusion method. Compared with the tra-
ditional physical model and display fusion, the implicit
fusion method improves the estimation accuracy; compared
with the empirical regression method and machine learning
method, this type of method is more reliable than the
empirical regression method and machine learning method
when the area is scaled, especially in the area where the
observed data are lacking or difficult to obtain. Meanwhile,
the model fusion approach can still obtain reliable ET es-
timates with good accuracy for regions where vegetation
cover is poor and it is difficult to obtain reliable and high-
precision ETestimates using machine learning site upscaling
alone. 'e shortcomings of this method are similar to the
multimodel ET explicit fusion; the fusion accuracy is still
limited by the accuracy of the fused algorithm itself and the
dissimilarity between the selected models; and the complex
structure of the fused model also affects its computational
efficiency.

(2) 'e fusion of different spatial and temporal reso-
lutions refers to the data-driven approach to establish the
linkage between data to achieve spatial and temporal fusion
or downscaling of evapotranspiration products to obtain ET
products with high spatial and temporal resolutions, so as to
effectively solve the problem of not being able to directly
obtain high spatial and temporal resolution surface

evapotranspiration from single-source remote-sensing data
under the existing conditions. 'e disadvantage is that the
fusion accuracy is highly dependent on the accuracy of the
low-resolution ETproducts. Without a high accuracy single-
source remote-sensing ET product, the uncertainty of data-
driven spatiotemporal fusion or downscaling ET results will
be directly increased. Spatiotemporal fusion and down-
scaling processes are similar [33], both of which are centered
on establishing connections between data, and the advantage
of the data-driven approach is that it can better capture and
construct the relationships between data.

ET spatiotemporal fusion is the fusion of ET products
with high temporal resolution and low spatial resolution and
ET products with high spatial resolution and low temporal
resolution to obtain ET products with high spatiotemporal
resolution (Figure 5(a)). At this stage, there are few studies
that directly fuse surface evapotranspiration products with
different spatial and temporal resolutions; unlike slowly
changing parameters such as surface reflectance, surface
evapotranspiration is dynamically changing and its spatial
and temporal fusion is difficult [34]. Data-driven ET
downscaling research uses specific methods to elevate the
high spatial resolution drivers to coarser scales; uses data-
driven methods (e.g., machine learning methods) to es-
tablish a non-linear relationship between evapotranspiration
at coarse scales, that is, low spatial resolution, and the
drivers; and then applies this non-linear relationship to the
high spatial resolution drivers to obtain the high spatial
resolution evapotranspiration.

ET downscaling is to establish the relationship between
the high spatial resolution process parameters and the low
spatial resolution ETproducts and then downscale to obtain
the high spatial resolution ET products (Figure 5(b)). Ke
et al. [35] combined spatiotemporal fusion methods and
machine learning downscaling methods to construct three
spatiotemporal downscaling method schemes to obtain the
actual evapotranspiration products of 30m for 8 days. 'e
three methods are (1) the Landsat-scale vegetation index at
moment t2 is obtained by the fusion of Landsat, MODIS at
moment t1, and MODIS surface reflectance at t2. We ob-
tained the Landsat surface temperature at moment t2 by
combining fusing Landsat, MODIS at time t1, and MODIS
surface temperature at t2.And combine with the MOD16 ET
product, the evapotranspiration at Landsat scale at t2 mo-
ment is obtained by machine learning downscaling method.
(2) 'e Landsat-scale vegetation index at moment t2 is
obtained by fusing the Landsat-scale vegetation index at
moment t2 after inversion of Landsat, MODIS, and MODIS
surface reflectance at different resolutions at moment t1 and
moment t2, respectively, and the rest of the steps are the
same as (1). (3) 'e vegetation index and surface temper-
ature at moment t1 are obtained by inversion of Landsat at
moment t1; the MOD16 evapotranspiration product at
moment t1 is obtained; the Landsat-scale evapotranspiration
at moment t1 is obtained by using the machine learning
downscaling method; and then the Landsat-scale evapo-
transpiration at moment t2 is obtained by combining the
MOD16 evapotranspiration products at moment t1 and
moment t2.
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2.4. ET Products Based on Data Fusion. 'e GLASS ET
product is a spatially continuous latent heat flux remote-
sensing product covering the global land surface, generated
based on a Bayesian multimodel fusion approach, com-
bining AVHRR, MODIS, and MERRA reanalysis data.
Reference [30] used Bayesian averaging for different land
surface coverage types, fusing two Penman–Monteith-based
process models, two Priestley–Taylor-based process models,
and a data-driven semiempirical model as the formal al-
gorithm for the GLASS product land surface evapotrans-
piration. 'e product has a temporal resolution of 8 d, a
maximum spatial resolution of 0.05° for the AVHRR-based
product, and a maximum spatial resolution of 1 km for the
MODIS-based product. Compared to the five fused
evapotranspiration algorithms, the accuracy of the GLASS
evapotranspiration product is significantly improved by the
fusion of different ground classes and is closer to the ground
truth. Compared with the machine learning-based product,
the advantage of this product is that the fusion model has a
physical mechanism and is relatively reliable in areas
without flux observations; the disadvantage is that the fusion
accuracy is limited by the accuracy of the fusion algorithm.

Hi-GLASS ETproduct is a high spatial resolution global
land surface latent heat flux remote-sensing product based
on the Taylor capability weight fusion method, combined
with Landsat and MERRA reanalysis data. Yao et al. [36]
used the Taylor capability weight approach, fusing a

Penman–Monteith-based process model, a dual-source
model, two Priestley–Taylor-based process models, and a
data-driven empirical model, as the formal algorithm for
land surface evaporation flux generation for the Hi-GLASS
product. 'e product has a temporal resolution of 16 d and a
spatial resolution of 30m. 'e accuracy of the Hi-GLASS
evapotranspiration product is better than that of the fused
single algorithm. 'e advantages and disadvantages of this
product are similar to those of the GLASS algorithm.

Synthesis ETproduct, is a monthly-scale, 1 km resolution
remote-sensing combination data set produced by the
simple averaging plus combination approach. Elnashar et al.
[37] selected 12 sets of evapotranspiration products and
constructed an evaluation matrix for ground validation of
the selected products using eddy-related observations from
645 flux observation sites worldwide and sort selection
based on accuracy.. 'e remote-sensing model with the best
performance in terms of accuracy was selected for simple
averaging and product combination. Finally, the NTSG
product (downscaled to 1 km by nearest neighbor resam-
pling) was selected for 1982–2000 (Table 3); MOD16A2
(V105) and NTSG products were simply averaged and se-
lected for 2001–2002; 2003–2017,; simple averaging of the
PML product (upscaled to 1 km by image element averaging)
and the SSEBop product, with the SSEBop product were
selected for 2018–2019. Combine them together to constitute
the final Synthesis ET product. 'is product combines the

Auxiliary Variables

High spatial
resolution ET.

Tn, Tm.

Coarse spatial
resolution ET.
Tn, Tm, Tk.

High spatial 
resolution ET.

Tk.

Spatial-temporal
fusion model
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(a)
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v1, v2, …, vn
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Figure 5: Schematic diagram of the principle of fusion of evapotranspiration (ET) data with different spatial and temporal resolutions:
(a) spatialtemporal fusion model and (b) downscaling model.
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advantages of several integrated products and provides users
with a set of integrated products with relatively reliable
accuracy that can be used directly without comparison;
however, the products with different spatial resolutions have
different spatial scales represented by their image elements,
and the accuracy ranking by direct verification comparison
without considering the flux observation source area lacks
rationality.

3. Discussion and Conclusion

Although the data-driven methods have become more and
more diverse in the past decade, from the initial non-linear
relationship with temperature difference and net radiation to
estimate surface evapotranspiration, to the construction of
semiempirical regression relationships based on physical
models with a large amount of observation data, to the
widespread use of machine learning and deep learning
methods, the data-driven methods have become more and
more diverse, and the accuracy of data-driven evapotrans-
piration inversion has been gradually improved, and a va-
riety of data-driven global evapotranspiration products have
emerged, but there are still some urgent problems to be
solved.

(1) Lack of evaporation products with high spatial and
temporal resolution. 'e existing data-driven
products are difficult to combine both high temporal
and high spatial resolution features: for the full re-
mote-sensing-driven inversion method, there is a
lack of accessible remote-sensing data with high
spatial and temporal resolution and spatial and
temporal continuity; for the products that rely on gas
data, the existing reanalysis products have a coarse
resolution. 'e existing data-driven products have
difficulty in combining both high temporal and high
spatial resolution features; only the yet-to-be-re-
leased Hi-GLASS-ET product has a high spatial
resolution (30m) but a low temporal resolution
(16 d), while the product with the high temporal
resolution has a coarse spatial resolution (0.5°), and
most of the remaining products have a coarse spatial
and temporal resolution (8 d 0.05° and above). For
the all-remote sensing-driven inversion methods,
there is a lack of accessible remote-sensing data with
high spatial and temporal resolution and spatial and
temporal continuity; for products relying on mete-
orological data, the coarse resolution of existing

global reanalysis products reduces the spatial reso-
lution of estimation results; the variability of dif-
ferent meteorological data and the uncertainty of
regional meteorological data also increase the un-
certainty of estimation accuracy.

(2) 'e problem of spatial scale mismatch. 'e spatial
scale difference between the source area of site ob-
servation and satellite image elements reduces the
inversion accuracy. Most of the existing studies are
based on EC observation data and establish the re-
lationship between observation flux and meteoro-
logical observation or medium-resolution remote-
sensing products to obtain national or global scale
evapotranspiration. 'e low spatial resolution of
remote-sensing and meteorological driven data
makes it impossible to effectively consider the spatial
scale difference between the source area of site flux
observation and gridded meteorological data or
medium-resolution remote-sensing products.

(3) Physical mechanisms are inadequate and spatial
scalability is limited. Due to global climate differ-
ences, topographic relief, and surface heterogeneity,
a limited number of stations cannot represent all
surface conditions globally. For example, the esti-
mation accuracy cannot be guaranteed in regions
where there is a lack of observation data such as
deserts and wetlands. Empirical methods or machine
learning methods construct models based on a
limited number (several hundred) of station obser-
vations, and the accuracy is better in regions where
observation data are available, but the lack of data
representativeness limits the generalization of the
model, making its spatial scalability to be
investigated.

(4) 'e important drivers of evapotranspiration, such as
surface temperature and soil moisture, are not suf-
ficiently considered. 'e existing methods mostly
consider moisture input factors such as water
pressure deficit and relative humidity and mostly use
remote-sensing variables such as vegetation index,
which can better reflect long-term changes in
evapotranspiration but cannot monitor short-term
changes. 'e thermal infrared surface temperature
can provide valuable information such as surface soil
moisture state for estimating evapotranspiration,
and can better indicate the spatial and temporal

Table 3: Existing multimodel fusion products for global evapotranspiration.

Product Reference Methods Accuracy Temporal
resolution

Spatial
resolution

Time span
(year)

GLASS ET Yao et al. [14] Bayesian R2 � 0.72 RMSE: 42.2 W/m2 8 d 1 km 2000–2018
Hi-GLASS
ET Yao et al. [36] Taylor skill fusion R2 � 0.65 RMSE: 23.8 W/m2 16 d 30m 2013–2018

SynthesisET Elnashar et al.
[37]

Simple average and
combination

RMSE: 20.95–20.12mm/
month 1month 1 km 1982–2019
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heterogeneity of evapotranspiration. Microwave
remote sensing can provide soil moisture informa-
tion directly. Existing methods mostly consider
moisture input factors such as water vapor pressure
deficit and relative humidity and do not effectively
consider soil moisture information that has a direct
impact on evapotranspiration.

(5) Observation data quality problem. 'e data-driven
approach mostly uses flux observation data to drive
the model, and the global application of the flux of
EC observations has the problem of energy non-
confinement. It is still controversial whether energy
balance closure correction is needed when using
data-driven methods to invert ET.

(6) Lack of data-based evapotranspiration separation
methods. 'e separation of soil evapotranspiration
and vegetation evapotranspiration is more scientif-
ically relevant and useful than the global approach,
but there is still a lack of data-driven evapotrans-
piration separation methods.

'is paper summarizes the advantages and problems of
existing data-driven remote-sensing inversion methods for
evapotranspiration in terms of both methods and available
global products, from empirical regression, to the wide
application of machine learning, to data fusion and
downscaling. In today’s big data era, where information is
being collected much faster than we can understand,
extracting and interpreting information is the challenge of
the moment, and data-driven methods based on data are the
opportunity within the challenge. Although data-driven
inversion models can obtain high accuracy of vapor emis-
sion, they cannot replace physical models. Some physical
models are more sensitive to specific input parameters than
data-driven models, and it is more difficult to obtain high-
precision input parameters on a global scale, which makes it
difficult for physical models to surpass data-driven methods
in terms of estimation accuracy. Compared with physical
models, most data-driven methods lack the ability to explain
the evapotranspiration process, which makes the analysis of
estimation results limited in terms of interpretability. Ul-
timately, the core problem of data-driven inversion of re-
motely sensed evapotranspiration is still a problem of data.
On the one hand, due to the powerful regression capability
of data-driven (machine learning) methods, good accuracy
estimation results can be obtained even if the driving data
are wrong; on the other hand, when the spatial and temporal
representativeness of the data is extremely limited, it is
difficult for a clever woman to cook without rice. Consid-
ering that data-driven (machine learning) based methods
can substantially improve the regression prediction accu-
racy, an important development direction is the deep in-
tegration of data-driven methods with physical models,
which is severely lacking in the existing data-driven
methods. Although existing data-driven fusion methods for
evapotranspiration with the same spatial and temporal

resolution have been combined with physical models to
conduct multimodel fusion studies, the strength is still in-
sufficient, mainly from the external combination, that is,
using machine learning methods as fusion models to inte-
grate physical methods, and lack of internal combination,
that is, using machine learning methods to estimate input
parameters that are difficult to obtain in vapor dispersion
physical models and improving the accuracy of physical
models by improving the estimation accuracy of complex
parameters (e.g., surface roughness) in physical models.

Under the current situation of scarcity of high-precision
and high spatial and temporal resolution driving data, data-
driven methods and physical models should be closely
combined to complement and promote each other so that
mechanism and high-precision can coexist and jointly im-
prove the accuracy of evapotranspiration remote-sensing
inversion to obtain evapotranspiration remote-sensing
products with high accuracy and good scalability.
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�e noise in the marine engine room has always been a major cause of disturbance and damage to sailors’ physical and mental
health; however, the antinoise countermeasures were being ignored by the industry. To further reduce the noise in the marine
engine room, the system structure of active noise control (ANC) and the theoretical basis of the least mean square (LMS) and
�ltered X least mean square (FXLMS) algorithm are studied. Based on the FXLMS algorithm ANC system, the simulation study of
active noise control in the marine engine room of a multigas carrier is carried out. According to the simulation results by the
diagrams plotted on the time domain and spectrum, the ANC systems with the FXLMS algorithm can e�ectively reduce the noise
in the marine engine room by about 20 dB, especially for the peak low-frequency range of 20–500Hz with a large antinoise e�ect.

1. Introduction

To deal with the global energy crisis and ful�ll the demand
for “low-carbon,” the global power engine has set o� a wave
of electri�cation. �is electric engine is not only a little more
e�cient than the traditional internal combustion engine, but
also has the advantages of zero pollutant emissions and low
noise. But ocean-going ships, which are the main vehicle for
global trade, are still far away from real electri�cation. It
means that the internal combustion engine will remain the
main driving engine or generator for ships. Although the
internal combustion engine has the advantages of high ef-
�ciency and high reliability, its noise has been troubling the
physical and mental health of the crew, reducing the safety
and comfort of the ship. Some studies have pointed out that
a crew exposed to high noise for a long time is more likely to
feel tired, also can easily lead to inattention and reduce work
e�ciency even lead to safety accidents [1, 2]. What is more
serious, it may be deleterious to cardiovascular, endocrine,
and nervous systems, and it is associated with neuropsy-
chiatric disorders [3, 4]. To keep the crew away from heavy

noise on board, the 90th meeting of the International
Maritime Safety Committee (MSC) in May 2012 approved
the draft revision of the Noise Level Rules, which set higher
requirements for the noise reduction performance of ships
[5]. �e shipbuilder and class should take reasonable means
to control the cabin noise of ships.

Traditional noise control solutions are focused on pas-
sive noise reduction methods. Zhu indicates that semiactive
mu¥ers can control exhaust noise e�ectively [6]. Liu studied
the §ow and noise control performance of a compressor
silencer [7]. Liang concluded the §oating §oor of the vessel’s
engine room can reduce the vibration and noise [8]. Some
researchers studied the fuel injection and control strategy
from the perspective of the combustion side to reduce the
combustion noise of engines [9, 10] while the speed and
frequency variations challenge to passive noise reduction.
Researchers pay more attention to controllable magneto-
rheological damping with linear or nonlinear system control
methods for better vibration and noise control [11–13].

Because of the huge cost and less controllable §exibility
of passive vibration and noise control methods, more and

Hindawi
Scientific Programming
Volume 2022, Article ID 8372929, 11 pages
https://doi.org/10.1155/2022/8372929

mailto:cem@hrbeu.edu.cn
https://orcid.org/0000-0003-3082-1734
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8372929


more industries are starting to use active noise control
methods in specific regions [14–16]; those applications in-
dicate the good potential of the active noise control method.
'e active noise controller recognized the reference noise
frequency and then output the opposite amplitude to achieve
the effect of reducing the noise. For different kinds of noise
resources and applications, lots of different algorithms and
solutions of ANC systems have been studied and applied
during the past decades [17, 18]. Zeb simulates the im-
provement of active noise control for the vehicle by the
filtered-input recursive least squares (FxRLS) algorithm [18].
Jiang evaluated the performance of the modified hybrid
active noise control system (HANC) which combines the
strengths of narrowband ANC and broadband ANC systems
on vehicle noise reduction [19]. Even though many ANC
solutions have been adopted for small space room appli-
cations, the studies of active noise control on large vessel
engine rooms have almost not been reported before. Due to
the good convergence and stabilities of the FXLMS algo-
rithm, it has been adopted in this article to design the active
noise controller for marine engine room noise control.
Hence, the noise in the marine engine room has been
identified, and the preliminary results of ANC control were
reported in this article. 'e research in this article will
provide some beneficial foreshadowing for further ANC
applications applied on the vessel.

2. Materials and Methods

Active noise control is a noise control method that adds noise
reduction by a control signal which is released by a secondary
sound source during the initial noise signal propagation
route.'e interference theory of sound waves shows that two
sound waves with the same frequency and opposite phase
overlap each other in the propagation path to produce the
interference phenomenon so that the acoustic amplitude of
the original noise signal cancels each other. 'e active noise
control achieves the purpose of controlling the noise by
achieving the attenuation of the sound energy by interfering
with the acoustic wave. In the interference phenomenon of
sound waves, the phase and amplitude of two columns of
interfering sound waves are two key factors that determine
whether the sound energy can decay. In practical application,
the reverse phase offset acoustic wave can be auxiliary
generated by matching the adaptive digital processor and the
electroacoustic device, and the effective suppression of pri-
mary noise can be realized. Figure 1 shows the schematic
diagram of the noise signal superposition principle.

Primary noise is the original noise signal, and secondary
noise is the noise generated by the speaker which is used to
offset the original noise. When the system works normally,
the output signal of the speaker interferes with the original
noise signal in a specific space. To form a stable interference,
the two-column waves need to meet the following three
conditions: (1) the propagation direction is the same, (2) the
phase difference remains constant, and (3) the vibration
frequency is the same.

Analysis from the perspective of mass point displace-
ment: Let the noise signal be represented by equation (1), the

cancellation signal be represented by equation (2), and the
signal superimposed in the specified noise reduction area be
represented by equation (3).

E1 � A1 sin ω1t + φ1( , (1)

E2 � A2 sin ω2t + φ2( , (2)

E3 � E1 + E2 � A1 sin ω1t + φ1(  + A2 sin ω2t + φ2( . (3)

'e superimposed waveform stability is poor when the
frequency ω1 is not equal to ω2. When the difference be-
tween the amplitude of A1 and A2 is large, the superimposed
waveform amplitude cannot reduce the final noise compared
with the original noise signal. When ω1 is equal to ω2,

E3 � A∗ 2 + 2 cos φ2 − φ1( 


∗ sin ω1t + φ1( . (4)

For the positive noise reduction effect, the phase dif-
ference of φ1 and φ2 should be in the order of [2nπ+

3/3π, 2nπ + 4/3π], or the interference phase length phe-
nomenon will occur; therefore, the noise reduction system
cannot play a noise reduction effect in this condition. 'e
adaptive process of the ANC noise reduction system is to
adjust the initial phase of the cancellation signal to meet the
phase requirements of the system. In the active control of
noise, due to the time-change of the noise signal and en-
vironmental factors, an adaptive controller is needed to
effectively control the accurate tracking of noise signal under
the premise of system stability. 'e filter in the adaptive
control system realizes the real-time signal processing func-
tion by adapting to the environmental changes of the adaptive
algorithm. 'e adaptive controller consists of a digital filter
anda corresponding adaptive algorithmfor adjusting thefilter
parameters, which are the main focus of the controller design
work. 'e objective of the adaptive algorithm is to set an
objective function, which is to make the result approach a
target value by constant iterative computation.
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Figure 1: Schematic diagram of noise signal superposition
principle.
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2.1. Active Noise Control System. 'e active noise control
system usually consists of sensors, controllers, and speakers.
'e sensor can be divided into a reference signal sensor and
an error sensor. 'e acoustic sensor, speed sensor, or ac-
celeration sensor can be used as input signals. 'e controller
mainly includes the signal processing hardware and the
control function of the software programs.

'e active noise control system is divided into a feedback
system and a feedforward system. 'e feedforward system
usually selects the noise signal to collect the noise source in
the reference signal selection, and the controller sends out
the control signal after processing the input reference signal.
'e feedback system is often used when the control system
cannot collect the initial reference signal.

2.1.1. Feedforward Active Control System. 'e system
equivalent diagram is shown in Figure 2. In the figure, p(n)

is the noise signal, W(z) is the controller, H1(z) is the
primary path transmission function, and H2(z) is the
secondary path transmission function.

'e reference signal sensor picked up the signal x(n)

which was released by the noise source, and then the speaker
played the control signal y(n) which was processed by the
controller algorithm. 'e error sensor picks up the error
signal e(n) after interfering with the noise source noise and
the control signal emitted by the secondary sound source
interferes and transmits it to the controller. 'e controller
adjusted the weight coefficient by using the design algo-
rithm to reduce the error signal until the system has be-
come stable.

2.1.2. Feedback Active Control System. 'e controller re-
sponds to the signal feedback by the error sensor when the
feedback system processes the noise signal. Because the
signal is picked up by the feedback control system through
the error sensor and then used as the controller input, it is
easy to be disturbed by other noise and reduces the stability
of the system, which has a certain impact on the system noise
reduction effect. In the feedback active noise control system,
the signal processing takes an error signal as its input signal.
'e equivalent control system diagram is displayed in
Figure 3. Compared with the feedforward active noise
system, its noise reduction performance is poor and rarely
used.

'e symbol definitions in Figure 3 are omitted here as
the same symbols were used in Figure 2.

2.2. LMS and FXLMS Algorithms for ANC System.
Because of the time-varying characteristics of the noise
signal, it is difficult to predict in advance andmakes the noise
difficult to be tracked in real time. ANC technology re-
quires tracking the time-varying noise signal by adjusting
the controller to make the generated secondary noise
signal minimize the original noise signal. An adaptive
filter can track the time-varying signals well and con-
tinuously by adjusting the required control signals to
produce them through some optimization error criterion.

'is optimization error criterion belongs to the ANC
algorithm. 'e adaptive LMS algorithm and FXLMS al-
gorithm are widely used.

2.2.1. LMS Algorithm. 'e equivalent diagram of the LMS
algorithm is shown in Figure 4.

'e noise signal x(n) is processed by the primary path
transmission function P(z) and then becomes as the pri-
mary noise signal d(n). 'e noise signal x(n) and the error
signal e(n) are transmitted to the adaptive filter to update the
weight coefficient, and the adaptive filter outputs y(n)

making the error signal e(n) gradually reduce.
Symbol definition: x(n): noise signal; P(z): primary

sound source transmission path; d(n): initial noise signal of
the error sensor; e(n): error signal; w(n): the LMS adaptive
filter; and y(n): output signal of the LMS adaptive filter.

'e input signal at time n gets a response by a filter of
order L:

X(n) � [x(n), x(n − 1), . . . . . . , x(n − l + 1)]
T
. (5)

'e vector of the filtered weight coefficient at time n is
expressed as

P (n)

x (n) y (n)

S (n)

e (n)H1 (z)

H2 (z)w (z)

∑

Figure 2: Feedforward active control system equivalent diagram.

H2 (z) S (n)

y (n) W (z)

e0 (n)

Figure 3: Feedback active control system equivalent diagram.

+
x (n)

y (n)

d (n) e (n)
p (z)

w (n)

Figure 4: Block diagram of noise LMS algorithm active control
system.
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W(n) � w1(n), w2(n), . . . . . . wL(n) 
T
. (6)

'e filter output signal y(n) can be expressed as

y(n) � X
T

(n)W(n) � W
T
(n)X(n) � 

L

i�1
wi(n)x(n − l +1).

(7)

'e error signal at time n is

e(n) � d(n) − y(n) � d(n) − w
T
(n)x(n). (8)

Using the minimum mean-variance error optimization
criterion,

J(n) � E e
2
(n)  � E d(n) − w

T
(n)x(n) 

2
 

� E d
2
(n)  − 2W

T
(n)E[d(n)X(n)]

+ W
T
(n)E X(n)X

T
(n) W(n),

(9)

delimit R and P as the equations below.

R � E X(n)X
T
(n) ,

P � E(d(n)X(n)).
(10)

R is the autocorrelation matrix of the reference signal
and P is the intercorrelation matrix between the expected
signal and the reference signal.

'en formula (9) is reduced to

J(n) � E d
2
(n)  − 2W

T
(n)P + W

T
(n)RW(n). (11)

J(n) is the quadratic function about W, and to realize the
minimum error signal, the gradient obtained by equation
(11) is indicated by

∇(n) �
zJ(n)

zW
|W�W(n) �

zJ(n)

zW1
,
zJ(n)

zW2
, . . . . . . ,

zJ(n)

zWL

 

� 2RW(n) − 2P.

(12)

'e above equation is made equal to 0, and then the
filtering coefficient W0 for the minimum error signal is
obtained, namely, the Wiener solution.

W0 � R
−1

P. (13)

Returning to the formula (11),

Jmin � E d
2
(n)  − 2P

T
R

− 1
P + R

− 1
P 

T
RR

−1
P

� E d
2
(n)  − P

T
W0,

J(n) � Jmin + W(n) − W0 
T
R W(n) − W0 .

(14)

When the autocorrelation matrices R and P are known,
the adaptive filter algorithm can calculate the W0, that is, it
only needs to know the autocorrelation matrix R and the
intercorrelation matrix P to obtain the best filter weight
coefficient. In practice, P and R are not necessarily certain;
however, the minimum mean square algorithm does not
require an autocorrelation matrix, it still can obtain the best-

filtered weight coefficient through the steepest descent
method.

From the steepest descent theory, the filter weight vector
at the next moment can be expressed as w(n + 1).

W(n + 1) � W(n) − μ∇(n). (15)

In the equation (15), μ is the convergence step and ∇(n)

is the gradient of the n-th iteration.
Taking the gradient in the LMS algorithm from the

square root of the error signal as an unbiased estimate of
∇(n),

∇ �
ze

2
(n)

zW
� −2e(n)X(n), (16)

W(n + 1) � W(n) + 2μe(n)X(n). (17)

2.2.2. FXLMS Algorithm. 'e FXLMS equivalent diagram of
the active noise control system is shown in Figure 5.

In practice, the LMS algorithm ignores the existence of
the secondary path C(z), that is, the control signal y(k)

from the speaker can bring the error signal close to zero, but
the signal y(k) after passing through the secondary path
C(z) does not necessarily make the error signal close to zero.
Because the electrical signal emitted by the speaker transmits
through a series of digital-analog conversions to the mi-
crophone, there is a certain time difference with the refer-
ence signal, which can easily lead to the instability of the
system. Based on this, Morgan [20] proposes to place the
same filter in the reference signal path to realize the weight
update of the LMS algorithm, thus realizing FXLMS’s al-
gorithm. C′(z) can estimate the statute of C(z) precisely
which is required in the algorithm, and the two are ap-
proximately equal. Adding the estimation C′(z) of the
secondary path transmission function improves the LMS
algorithm and indeed becomes the essential difference be-
tween FXLMS and LMS algorithms [21–30].

Symbols definition: x(k): noise signal; P(z): primary
sound source transmission path; P(k): primary path
transmission function; d(k): initial noise signal of the error
sensor; C(z): secondary sound source transmission path;

x (k) d (k)

s (k)

y (k)

e (k)

p (z)

w (z) C (z)

C (z)

F (k)

∑

LMS

Figure 5: Block diagram of noise FXLMS algorithm active control
system.
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C(k): secondary path transmission function; e(k): error
signal; w(z): self-adapting filter; y(k): output signal of the
adaptive filter; s(k): secondary noise signal passing through
the secondary path; C′(z): estimated secondary path; and
F(k): noise signal generated through the estimated sec-
ondary path.

'e desired signal is transmitted through the primary
path and can be represented as a convolution of the reference
signal with the primary path transmission function.

d(k) � x(k)∗P(k). (18)

Similarly, the secondary noise signal emitted by the
speaker may be expressed as

s(k) � y(k)∗C(k). (19)

'e filter weight coefficient and the algorithm input
signal vector are

W(k) � w1(k),w1(k), . . . . . . ,wL(k) 
T
,

F(k) �[f(k),f(k −1), . . . . . . ,f(k − l +1)]
T

� X(k)C(k).

(20)

'e output of the filter of L order at time k in the FXLMS
algorithm is

y(k) � X
T
(k)W(k) � W

T
(k)F(k) � 

L

l�1
wl(k)f(k − l +1).

(21)

To delimit r(k) as the filtered signal, which is the
convolution of the reference signal and the secondary path
transmission function can be expressed as

r(k) � X(k)∗C(k). (22)

'e derived error signal is

e(k) � d(k) + s(k) � d(k) + r
T
(k)W(k). (23)

'e relation of the filter weight can be derived by
equation (17).

W(k + 1) � W(k) − 2μe(k)r(k). (24)

R is defined as the autocorrelation matrix of the refer-
ence signal, by which its orthogonal matrix can be expressed
as Q.

R � QΛQT
. (25)

Λ is the diagonal matrix composed of the eigenvalues of
the R,

Λ � diag λ1, λ2, . . . , λL( ,

W(n + 1) � Ι − 2μQΛQT
 W(n) + 2μP,

E[W(n + 1)] � Q[Ι − 2μΛ]n+1
Q

−1
E[W(0)] + 2μP.

(26)

In the above formula,W(0) is the initial value of the filter
weight; thus, the convergence conditions of the above for-
mula are

1 − 2μλmax


< 1. (27)

Equation (27) can be transformed as

0< μ< 1/λmax. (28)

λmax is the maximum eigenvalue of the positive definite
matrix R, and the adaptive filtering weights converge when
the convergence step size factor μ satisfies equation (28).
Usually, the autocorrelation matrix R is unknown but the
reference signal is available, and themean square value of the
reference signal and the autocorrelation matrix R satisfy the
following relationship:

Tr[R] � 
N

i�0
λi � 

L

n�1
E x

2
(n) ,

λmax <Tr[R].

(29)

'erefore, the convergence step length μ satisfies the
following relationship:

0< μ<
1


L
n�1 E x

2
(n) 

. (30)

'e sum mean square of the reference signal is known,
and the value range of the convergence steps can be pre-
judged by the reference signal.

3. Results

3.1. Noise Sampling. 'is article collects the cabin noise as a
reference noise signal on a multigas carrier. 'e noise source
of the marine engine room is mainly derived from the noise
of a 6-cylinder two-stroke low-speed engine, and its main
parameters are shown in Table 1.

Usually, for a certain type of engine, the engine room
noise is greatly affected by the engine speed and power. 'e
higher the speed, the greater the power, and the more ob-
vious the corresponding noise. 'e position of the micro-
phone of the noise reference signal is located on the top of a
1m distance of the exhaust manifolder between cylinder 3
and cylinder 4. 'e sampling frequency of the reference
signal collection is 8 kHz, under the condition that the
engine speed of 125 rpm, the power is 3715 kW, which
corresponds to a 75% load operating condition. All the
generators are stopped, and the electric power consumption
on the vessel is provided by the main engine shaft belt
generator. Figure 6 shows the actual drawing of the low-
speed engine in the engine room. 'e main noise in the

Table 1: Engine parameter for sampling noise signal in the marine
engine room.

Items Unit Value
Bore mm 400
Stroke mm 1770
Speed rpm 125
Cylinder number — 6
Power kW 4950
Firing order — 1-6-2-4-3-5
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engine room comes from the friction, vibration, air trans-
mission, and combustion noise of the two-stroke engine.

3.2. Signal Processing and Modeling. Figure 7 is the char-
acteristics of the noise signal in the marine engine room.
Figure 7(a) shows the time domain map of the reference
signal after being analyzed. 'e engine running noise in the
engine room shows obvious periodicity, so the acquisition
signal within 50ms is selected as an input, and the analytical
spectrum map shows that the frequency at the peak noise is
concentrated between 80 and 400Hz, which is displayed on
Figure 7(b). 'ese low-frequency noises are difficult to
eliminate by the passive noise reduction method.

'e active noise reduction calculation model of engine
cabin noise with the FXLMS algorithm has been established
on the MATLAB platform. White noise is used as an ex-
citation to identify the secondary path transmission function
C′(z) offline. It is assumed that the characteristics of C′(z)

are variable and unknown at the first. 'e offline estimation
method can be used to identify the secondary path trans-
mission function, and the identification coefficient of C′(z)

is used as the fixed coefficient of the FXLMS algorithm. 'e
steps of offline identification are shown in Figure 8.

A white noise signal in the n moment is υ(n), the sec-
ondary path output value is d(n), yυ(n) is the value of the
white noise through the secondary path identification, and
e0(n) is the error value between the secondary path output
value and secondary path identification value. It can be
considered that the secondary path identification function

Figure 6: Schematic diagram of reference noise signal picking up position in the marine engine room.
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Figure 7: Characteristics of the noise signal in the marine engine room. (a) 'e time domain diagram of reference noise signal; (b) the
spectrum diagram of reference noise signal by fast Fourier transform (FFT).

∑−
+

υ (n)

C′ (z)

d (n)

e0 (n)yv (n)

LMS

C⌃′ (z)

Figure 8: 'e block diagram of offline identification for secondary
transmission path function.
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C′(z) is closer to the secondary path function C′(z) when
the error value e0(n) is close to zero through the LMS al-
gorithm’s constantly iterative update.

Offline identification is a system identification indepen-
dently separated from theANCsystem,whichwill not increase
the operation burden of the ANC system, and also will not
damage the robustness of the ANC system. If the secondary
path transmission function of the ANC system remains un-
changed, offline identification has certain advantages.

During the simulation tests, the primary and secondary
transmission functions are set as equations (31) and (32).

p(z) � z
−1

− 0.07z
−3

+ 0.006z
−4

, (31)

C(z) �
1

(z + 0.1)
. (32)

'e filter order of the FXLMS algorithm N was set as 16,
the convergence step factor μ was 0.1, the sampling fre-
quency was 8000Hz, the total simulation discrete sampling
data was 8000, and the whole simulation time was set within
one second.

3.3. Disclosed Results. Figure 9 shows offline identification
results for the secondary path transmission function and
output control signal. 'e offline identification error and the
iteration coefficient of the secondary path transmission
function are shown in Figure 9(a). After the two-order it-
eration and the simulation discrete step length of 600, the
offline system identification error tends to be zero. It shows
that the LMS algorithm is accurate and efficient for the offline
identification of the secondary path transmission function.
As shown in the simulation calculation results in Figure 9(b),
the control signal of the adaptive output of the speaker agrees
well with the reference noise signal after 4000 iteration steps.

'e residual noise continuously drops under the action
of the active noise reduction system quickly, and gradually
stabilizes to a low error value of 0.01 after 5000 steps, and no
divergence phenomenon occurs. Comparing the signal
amplitude and sound pressure level on the time domain
diagram, the blue curve in Figure 10 is the original noise
reference signal, and the red curve is the error signal pro-
cessed by the FXLMS algorithm ANC noise reduction
system, indicating that the ANC system significantly reduces
the active noise reduction of marine engine room noise.
From the perspective of SPL degrees, it shows that the
maximum SPL is reduced by about 20 dB at the end of the
simulation.

'e noise reduction effect was evaluated from the per-
spective of power, and Spectrum Analyzer was used to
analyze the input noise signal and the output error signal by
frequency spectrum. 'e analysis results are shown in
Figure 11. As can be seen from Figure 11, the error signal
which is colored in blue is generally lower than the input
noise signal which is colored in yellow in the full frequency
range, and the noise reduction effect at the peak frequency of
125Hz and 300Hz is about 20 dB. It is obviously noticed that
the ANC system has a better noise reduction effect in the
low-frequency range of 20-500Hz. 'e ANC system based
on the FXLMS algorithm has a good active control effect on
the cabin noise of the periodic, low-frequency, and high-
intensity noise signal.

When considering the impacts of the different conver-
gence step factors μ, three sets of different μ have been
studied. 'e noise reduction performance is shown in
Figure 12 for μ� 0.1, 0.5, and 0.9, respectively.

'e results show that the noise reduction performance is
linearly improving with the decreasing with the convergence
step factor μ. In Figures 12(a) and 12(b), when μ � 0.9, the
maximum SPL decrease is about 10 dB, not also a large
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Figure 9: Offline identification results for secondary path transmission function and output control signal. (a) 'e simulation results of
offline identification by LMS algorithm; (b) the output control signal of FXLMS ANC systems.
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Figure 12: Continued.
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fluctuation for the final residual noise signal but also a weak
or even bad noise reduction performance for the frequency
range of 1.5-4 kHz are observed. As a comparison for
μ � 0.5, the results in Figures 12(c) and 12(d) show a better
noise reduction performance, the maximum SPL decrease is
about 15 dB; for μ � 0.1, the results in Figures 12(e) and
12(f) show the maximum SPL decrease is about 20 dB. 'e
results show that the convergence step factor has great
importance for the ANC workings.

4. Discussion

'is article studied the significant noise reduction perfor-
mance in the marine engine room for ANC systems with the
FXLMS algorithm. 'e first part of the article explained the

composition of active noise reduction systems and the
modeling theory basis of LMS and FXLMS algorithms. 'e
latter part of the article introduced the simulation condi-
tions, ANC modeling, as well as the disclosed results. In
detail, the reference marine engine room noise signal from a
gas carrier has been imported and analyzed, which indicated
that periodic and peak low frequency are the main char-
acteristics of the noise signal. An ANC system with an
FXLMS algorithm was designed to control the sample noise.
'e model calculation shows that the ANC system based on
the FXLMS algorithm significantly suppressed the marine
engine room noise. During the entire one-second simulation
time, the residualmarine engine roomnoise signal after active
control is significantly lower than the input noise signal, as
well as the SPL drops by about 20 dB. 'e controlled marine
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Figure 12: Noise reduction performance for different convergence step factors μ. (a)'e time domain diagram for u� 0.9; (b) the spectrum
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engine roomnoise is generally improved over the input noise
over the full frequency range, especially a drop of SPL by
about 20 dB for the peak low frequency at 125Hz and 300Hz
which can be concluded on the spectrum analyzer diagram.
While the noise reduction performance for ANC systemwith
FXLMS algorithm has important variations on the conver-
gence step factor. 'e residual signal error increases linearly
with the convergence step factor when compared to the re-
sults for different convergence step factors 0.1, 0.5, and 0.9. It
shows some limitations in the performance of ANC systems
with FXLMS algorithms. When considered, the engine room
noise is always stable and can even continue throughout the
ship’s life cycle; the limitations can beminimized by the initial
optimum for the convergence step factor. Further research
will focus on multipath ANC systems design and variable
convergence step factor optimum for ANC systems [31].
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Based on the high-frequency price data, this article estimates the extent of price stickiness, identi�es the pricing model, and applies
the micro-results to analyze the dynamic characteristics of in�ation. �e results show that the price moves downward steadily
during the COVID-19 epidemic. Secondly, the commodity price displays low stickiness, and the pricing model shows the time-
dependent pricing (TDP) model in general. Finally, the in�ation inertia is negative, indicating the macro-control is e�ective on
COVID-19 epidemic and has the feature of contradiction to the economic cycle. And in�ation inertia mainly comes from food
commodities, which means that the anchoring object of the policy should be food commodities during the COVID-19 pandemic.

1. Introduction

In recent years, epidemics have a�ected human health and
social stability.�e COVID-19 epidemic that outbroke at the
end of 2019 posed a great challenge to economic and social
development. It has broken the original balance between
supply and demand and directly a�ected macroeconomic
stability. �erefore, it is increasingly important to ensure
e�ective macro-control measures when we face the impact of
the outbreak.

Price stickiness refers to the fact that price does not
react to market in time, making price sticky [1]. Price
stickiness is usually observed in daily life. However, it is
not individual commercial price stickiness but aggregate
price patterns and in�ation that a�ect the macroeconomic
operation [2], which lead to discussions on the pricing
model and the relationship between price stickiness and
in�ation. Previous studies have shown that price stickiness
is closely related to price adjustment [3–5]. At present,
price adjustment mainly falls into two models: One is the
time-dependent pricing (TDP) model, that is merchants
adjust the price in a �xed time which price changes are
exogenous. �e other is the state-dependent pricing (SDP)

model, that is the adjustment of commodity prices by
merchants depends on the market. �e price changes are
endogenous.

�ere have been abundant researches on price stickiness.
In the early stage, due to the di�culty in obtaining price
data, they mainly focused on speci�c categories of com-
modities. Based on this, scholars concluded that commodity
prices had high price stickiness [6, 7]. Moreover, menu cost
[8, 9], sticky information [10], and consumer sentiment [11]
were the main causes of price stickiness. With the devel-
opment of e-commerce, the sample range was expanded. Bils
and Klenow found that price changes were frequent, and the
price lasted less than 4.3 months when they investigated 350
sorts of goods price from the Bureau of Labor Statistics [12].
Similarly, Klenow and Kryvtsov detected that the price lasted
3.8 months, and the pricing model adopted the time-de-
pendent pricing (TDP) model on the basis of the data from
BLS from 1988 to 2003. �e web crawler technology further
enriched the commodity category and frequency [13].
Cavallo held that the pricing model was the combination of
SDP and TDP by capturing daily online commodity data of
�ve countries [14]. Jiang et al. supported this view. �ey also
found that the price lasted 2 months or less, and the price
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adjustment model was the combination of SDP and TDP by
the data from China’s high-frequency goods price [15].

Some research on price stickiness found that it was
related to inflation inertia. Lunnemann and Matha studied
the price data of 15 EU countries and found that the price
stickiness of service price and regulated service was posi-
tively correlated with the inertia of service price inflation
[16]. Mato reached the same conclusion based on Brazilian
commodity prices [17]. In contrast, Cecchetti and Debelle
found that the higher the price stickiness, the lower the
inflation inertia [6].

It can be seen that price stickiness is closely related to the
pricing model, and there are differences in price setting
behavior, resulting in changing the inflation inertia.
Moreover, there is no unified conclusion about the rela-
tionship between price stickiness and inflation inertia. At the
same time, empirical research on price stickiness under the
outbreak is still very scarce.'erefore, this article uses online
high-frequency price data to study the price stickiness
during COVID-19, observes the pricing model and inflation
inertia, and provides more reliable empirical evidence for
macroeconomic models.

'e purpose of this article is to investigate the price
stickiness during COVID-19. Compared with the previous
literature, the contributions are mainly as follows: Firstly, we
use web crawling technology to get the daily commodity
prices on COVID-19. 'e micro-results are used to analyze
inflation inertia for the first time, which effectively connects
the micro-basis with the macro-application. Secondly, we
attempt to measure the price stickiness when the epidemic
outbroke. At the same time, the variance decomposition
method is used to judge the pricing mode. 'is article finds
that price performs low stickiness, and the pricing model is
state-dependent pricing on COVID-19. Finally, we construct
an AR model to analyze the inflation inertia and find that
inflation inertia is negative, which means the effectiveness of
macro-management during the outbreak. And inflation
inertia mainly comes from food commodities, which means
that the anchoring object of the policy should be food
commodities on COVID-19.

'e rest of the article is organized as follows: Section 2
introduces data acquisition and data processing; Section 3
shows the measurement results of price stickiness; Section 4
analyzes inflation inertia based on the results of price
stickiness; and Section 5 obtains conclusions.

2. Data

2.1. Data Collection. 'is article collects the commodity
price from Taobao platform with the web crawling tech-
nology [18, 19]. 'e data acquisition process is as follows:
'e first step is to access the Taobao platform with Python to
obtain information such as product names, classification,
links, and others and store the commodity information in
the MySQL database. 'e second step is to retrieve the
product links from the database and matched them on a
price comparison website to acquire the historical prices of
commodities. 'e final step is to process the price data with

Python and measure the price stickiness to further analyze
the inflation.

Compared with offline data, online data are used to study
price changes with certain advantages. Firstly, online data
increase the frequency of price analysis, and daily data could
reflect the price changes more flexibly. Secondly, more
enterprises select online sales as an alternative to offline sales
when they consider the segmented domestic market.
'irdly, online and offline data are the same about 72% of
the time, and online data have a good representation.

2.2. Data Source. 'e data collected in this article covers
48,073 sorts of commodity information on Taobao from
December 2019 to August 2020, with a total of 7,712,415
observations. We match the commodities with eight cate-
gories that are divided by State Statistics Bureau (NBS) to
facilitate the subsequent analysis. We divided the goods
category into food; clothing; residence; household equip-
ment; transport, post, and telecommunication; culture,
education, and recreation; medicine and health care; and
other goods and services.'e data description of commodity
is shown in Table 1.

2.3. Data Preprocessing. 'is article refers to the existing
literature and preprocesses the original data in combination
with the characteristics of online price as follows:

2.3.1. Missing Value Processing. 'is article uses daily price
data to analyze price stickiness. Some random factors (i.e.,
software problems, message interrupt, etc.) might result in
the missing of price information on a certain day or period,
which is required to add the missing information.'erefore,
we use the price of missing values in the previous period to
replace the missing price until the new price appears [19, 20].

2.3.2. Outlier Processing. 'e abnormal fluctuations in price
will affect the measurement of price stickiness and interferes
with the price changes.'is article defines the values that the
price increased by over 500% or the price decreased by over
90% as outlier value, according to the former research [21].
We choose to eliminate the outlier value to ensure the re-
liability of results, considering a small number of abnormal
values in the dataset.

2.3.3. Period Processing. 'e sample period referred to the
time span from the first appearance of the price to its last
time [22]. 'is article gets rid of the sample periods of less
than 7 days to warranty the measurement feasibility.

Table 1: Data sources.

Observations 7712415
Product number 48073
Date 2019/12/16–2020/8/22
Product information Brand, ID, selling price, product link
Retailer information Name, ID, location
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'is article ultimately selects 47,219 commodities and
7,709,816 observations by processing the missing value,
abnormal value, and sample period.

3. Measurement of Price Stickiness

3.1.Price Index. 'eprice index is an index that reflects price
changes. 'is article measures the price index by indexing
the commodity price obtained by Taobao. We use the Jevons
geometric index formula to calculate the commodity price
index.

Firstly, we calculate the relative price of each commodity
i in period t, pcrti

pcrti �
pti

pt−1i

, (1)

where pti is the price of commodity i at day t, and pt−1i is the
price of commodity i at day t-1.

Secondly, the relative prices of all commodities are
geometrically averaged in period t, pcgtz

pcgt �
���������������������
pcrt1 ∗pcrt2 ∗ · · · ∗pcrtn

n


. (2)

Finally, using equation (2), the first day of the sample
period is set to 100 to obtain the commodity price index, pcit

pcit � pcgt ∗pcgt−1 ∗ · · · ∗pcg1 ∗ 100. (3)

Figure 1 shows the trend of commodity price index, in
which the green dotted line indicates the outbreak time of
COVID-19 in China: January 20, 2020. We can see that the
price moves downward steadily during the COVID-19
epidemic.

In order to further study the changes of commodity
prices on COVID-19, we analyze eight categories of com-
modities that are divided by NBS. 'e results are shown in
Figure 2.

3.2. Descriptive Statistics. 'is section makes the descriptive
statistics of price changes. 'e statistical results are reported
in Table 2. We find that 81.24% of the commodities generally
change price during the sample period, price adjustments of
a commodity are 15.70 times, and commodity price shows
low price stickiness. In the meantime, commodities of price
increased account for 34.65%, while the decreased goods are
65.35%. It can be drawn that the majority of commodity
price is changed and the price moves downward during
COVID-19. 'en we further classify the commodities into
eight categories, and the results are similar to the above.

3.3. Frequency and Period. 'is section evaluates the price
stickiness by calculating the frequency and period of price
changes. On the one hand, the price frequency refers to the
number of price changes during the sample period. We
figure up the price frequency based on the methods of
Gopinath and Rigobon (GR methods) [23]. 'e detailed
methods are as follows:

We calculate the price frequency of commodity i in
category dfreqdi:

freqdi �
npcdi

obsdi

, (4)

where npcdi is the price change times of commodity i in
category d. obsdi denotes the numbers of observations. Using
(4), we divide the commodities into eight categories that are
provided by NBS and calculate the price frequency of each
category by using the median method, freqd:

freqd � median freqdi( . (5)

In order to get the overall price frequency, we calculate
the change frequency of eight categories of commodities by
the weighted average method where the weight of eight
categories of goods is based on the method of He [24]. 'e
overall price frequency is:

freq �  wd ∗ freqd, (6)

where wd is the relative weight of goods i. In order to ensure
the robustness of the results, we adopt the BK method to
measure the price adjustment frequency.'e BKmethod was
used by Bils and Klenow. 'ey calculated the arithmetic
mean of each category of goods based on a single good price
frequency and got the overall price frequency by the weighted
average method. On the other hand, price period refers to the
duration of the price until it changes. We obtain the price
period according to the method of Jin et al. (4), which is

period � −
1

ln(1 − freq)
. (7)

It can be seen that there is a negative relationship be-
tween price frequency and period, that is to say, the higher
the price frequency, the shorter the price period, indicating
that the price stickiness is higher.'e specific results of price
frequency and period are shown in Table 3.

'e price stickiness is low during the COVID-19 epi-
demic as shown in Table 3. According to the GRmethod and
BK method, the overall price frequency is 7.85% and 9.65%,
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respectively, and the overall price period is 12.23 days and
9.86 days. 'e extent of price stickiness is far lower than the
result of existing studies. Jiang et al. (2020) discovered that
the price frequency is 2.24% (GR method) and 3.39% (BK
method). As shown in Table 3, the results show that the price
period is shorter and price adjustment is more frequent
during COVID-19.

We find that there are differences in the price frequency
and period among eight main categories. 'e extent of price
stickiness is ranked from low to high: clothing; other goods
and services; household equipment; transport, post, and
telecommunication; culture, education, and recreation;
medicine and health care; food; and residence. It can be
drawn that clothing goods have the lowest price stickiness,
whose price frequency is 13.50% and the price period is 6.90

days. 'e results explain that the commodities that change
the price make up 13.50% and price adjustment cycle is 6.90
days. Residence goods have the highest price stickiness. Its
price frequency is 4.17% and the price period is 23.48 days,
which prove that commodities of clothing are best sold
during the COVID-19 epidemic. 'e results are similar to
the findings of Jin (2013).

3.4. Price Size. 'e preceding section discovers that the price
stickiness is low during the COVID-19 epidemic by esti-
mating the price stickiness in terms of price frequency and
period. In order to further observe the price stickiness, this
section measures the size of price changes. 'e detailed
processes are as follows:

2019/12/15

2020/01/13

2020/02/11

2020/03/11

2020/04/09

2020/05/09

2020/06/07

2020/07/06

2020/08/04

2020/09/02

80 85 90

10095

105

food

Price Index

2019/12/15

2020/01/13

2020/02/11

2020/03/11

2020/04/09

2020/05/09

2020/06/07

2020/07/06

2020/08/04

2020/09/02

80 85 90

10095

105

clothing

Price Index

2019/12/15

2020/01/13

2020/02/11

2020/03/11

2020/04/09

2020/05/09

2020/06/07

2020/07/06

2020/08/04

2020/09/02

80 85 90

10095

105

residence

Price Index

2019/12/15

2020/01/13

2020/02/11

2020/03/11

2020/04/09

2020/05/09

2020/06/07

2020/07/06

2020/08/04

2020/09/02

80 85 90

10095

105

household equipm
ent

Price Index

2019/12/15

2020/01/13

2020/02/11

2020/03/11

2020/04/09

2020/05/09

2020/06/07

2020/07/06

2020/08/04

2020/09/02

80 85 90

10095

105

transport,post and telecom
m

unication

Price Index

2019/12/15

2020/01/13

2020/02/11

2020/03/11

2020/04/09

2020/05/09

2020/06/07

2020/07/06

2020/08/04

2020/09/02

80 85 90

10095

105

culture,education and recreation

Price Index

2019/12/15

2020/01/13

2020/02/11

2020/03/11

2020/04/09

2020/05/09

2020/06/07

2020/07/06

2020/08/04

2020/09/02

80 85 90

10095

105

m
edicine and health care

Price Index

2019/12/15

2020/01/13

2020/02/11

2020/03/11

2020/04/09

2020/05/09

2020/06/07

2020/07/06

2020/08/04

2020/09/02

80 85 90

10095

105

other goods and services

Price Index
Figure 2: Price index of eight categories.

4 Scientific Programming



We calculate the price size of commodity i at t in cat-
egory d, sizedi:

sizedi �
pdit

pdit−1




, (8)

where pdit is the price of commodity i at day t in category d.
pdit−1 denotes the price of commodity i at day t-1 in category
d. Using (7), we divide the commodities into eight categories
that are provided by NBS and calculate the price size of each
category by using the GR method and the BK method,
sizemd and sizead are

sizemd � median sizedi( , (9)

sizead � mean sizedi( . (10)

In order to get the overall size of price change, we
calculate the size of eight categories of commodities by the
weighted average method. 'e overall price frequencies
based on eq (9) and (10) are

sizem �  wd ∗ sizemd,

sizea �  wd ∗ sizead.
(11)

Based on the results of Table 4, during the COVID-19
epidemic, the scale of price change was small, and the
difference between the scale of price increase and price
decrease was not obvious.'e size of price changes is 13.62%

and 13.18% by calculating separately with the GR and BK
methods, which is less than the results of previous studies.
Jin found that the price adjustment range was 24.90%. Jiang
et al. found that the median of commodity price adjustment
is 19.49% and the arithmetic average is 20.07%. Meanwhile,
we find that the difference between the price size increased
and that decreased is 0.04%, indicating that the price change
is symmetrical during COVID-19. Combined with the re-
sults in Table 1, we find that the times of price reduction are
greater than that of price raise. 'erefore, we obtain that the
price moves downward steadily during the COVID-19 ep-
idemic. One cause is that the pricing behavior of merchants
will consider consumer sentiment in accordance with fair
pricing theory.'e abnormal fluctuation of prices causes the
consumers’ negative emotion, which would influence the
partnership between merchants and consumers [25, 26].
'erefore, merchants do not arbitrarily change price during
the epidemic, when they will consider the consumer feelings
that merchants should deliver the altruism to consumers.

We find that there are differences in the price size among
eight categories of goodswhich are divided byNBS.'e size of
price change is ranked from low to high: residence; other
goods and service; household equipment; transport, post, and
telecommunication; medicine and health care; culture, edu-
cation, and recreation; food; and clothing.'e commodity of
clothing has themaximumdifference in the price increase and
decrease, which is 1.06%. Residence goods have theminimum
difference, which is 0.06%. 'e size of price changes among

Table 2: Statistical description of price change.

Index (1) Price change (%) (2) Adjustment time (3) Price rise (%) (4) Price down (%)
All 81.24 15.70 34.65 65.35
Food 75.03 12.63 46.49 53.51
Clothing 80.14 16.96 28.88 71.12
Residence 34.24 5.41 43.93 56.07
Household equipment 84.79 17.32 30.86 69.14
Transport, post, and telecommunication 79.64 12.50 33.35 66.65
Culture, education, and recreation 84.71 15.32 38.72 61.28
Medicine and health care 74.45 11.26 39.03 60.97
Other goods and services 83.10 18.75 35.55 64.45
Notes: Column 1 shows the percentage of observations that have changed prices. Column 2 is the number of price adjustments. Column 3 has the percentage
of observations that price is increased during the sample period. Column 4 shows the percentage of observations that price is decreased during the sample
period.

Table 3: Price frequency and period.

Index
GR BK

(1) Price frequency (%) (2) Price period (day) (3) Price frequency (%) (4) Price period (day)
All 7.85 12.23 9.65 9.86
Food 7.92 12.12 10.18 9.32
Clothing 13.50 6.90 14.79 6.25
Residence 4.17 23.48 5.56 17.49
Household equipment 10.00 9.49 11.64 8.08
Transport, post, and telecommunication 9.09 10.49 10.90 8.67
Culture, education, and recreation 8.75 10.92 9.91 9.59
Medicine and health care 8.75 10.92 11.21 8.41
Other goods and services 12.08 7.77 13.49 6.90
Notes: Columns 1 and 2 match the price frequency and price period by the BR method. Similarly, Columns 3 and 4 report the results by the BK method.
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eight main categories of commodities has no significant
difference, explaining that the price changes are relatively
symmetrical.'us, this article discovers that theprices of eight
categories of commodities move downward stably.

3.5. Pricing Model. Based on the price frequency and size,
this article finds that the price moves downward steadily
during the COVID-19 epidemic. We inspect the pricing
model with the variance decomposition method (short for
KK method) proposed by Klenow and Kryvtsov in order to
further analyze the source of price fluctuations. KK method
decomposes the variance of price changes into time-de-
pendent pricing (TDP) terms and state-dependent pricing
(SDP) term and compares the variance contribution rate
between the two, so as to obtain the pricing model. 'e
details are as follows:

Let Iit represents an indicator of a price change for
commodity i in day t:

Iit �
1, pit ≠pit−1,

0, pit � pit−1,
 (12)

where pit denotes the log of price of commodity i in day t.
We use the following equation for aggregate inflation, πt:�

πt � 
N

i�1
wit pit − pit−1( 

� 
N

i�1
witIit

⎛⎝ ⎞⎠∗


N
i�1 wit pit − pit−1( 


N
i�1 witIit

 

� frt ∗dpt.

(13)

As shown, eq (13) represents that the aggregate inflation
can be expressed as extensive margin and intensive margin.
frt is the fraction of the commodities’ changing price
changes in day t, that is the numbers of merchants adjusting
price when inflation occurs. dpt signifies the weighted-
average magnitude of adjusting price in day t, that is the

magnitude of price changes by merchants when inflation
occurs. According to the model of Klenow and Krystov, the
external environment could influence the pricing behaviors
of merchants when inflation (πt) is relevant to fraction
(frt). Instead, pricing behavior cannot be influenced when
inflation (πt) is irrelevant to fraction (frt). 'erefore, we
reach that the pricing model is the time-dependent pricing
(TDP) model if inflation (πt) is uncorrelated with fraction
(frt). When inflation rate (πt) is relevant to magnitude
(dpt) and fraction (frt), the pricing model is the state-
dependent pricing (SDP) model. 'e results are shown in
Table 5.

We find that coefficients of πt is negative and small in
Table 5, indicating that there exists low inflation phe-
nomenon on COVID-19. Meanwhile, the overall inflation
decomposition result of all commodities price displays that
πt and dpt have a higher relevance degree where the
correlation coefficient is 0.601, and the regression coeffi-
cient of dpt is significant at 1% level. 'e correlation co-
efficient of πt and frt is 0.095, and the regression coefficient
of frt is not significant. 'e results show that the pricing
model fits the time-dependent pricing (TDP) model during
the COVID-19 epidemic, which explain that most mer-
chants can flexibly change price based on the market en-
vironment. In addition, we get that the pricing models of
eight categories of commodities are heterogeneous. 'e
correlation coefficient of clothing goods is 0.286. At the
same time, the regression coefficient of frt is significant. It
indicates that the pricing model of clothing goods is state-
dependent pricing (SDP) model where frt and dpt are
highly related to πt and regression results are significant.
However, the pricing model of other category goods is
time-dependent pricing(TDP) model where regression
between πt and frt is not significant at the 1% level. It
shows that the price changes of these commodities are
limited during the COVID-19 epidemic.

'en, the variance decomposition of the inflation (πt) is
made to clarify the contributions of time-dependent pricing
(TDP) term and state-dependent pricing (SDP) term. 'e
first-order Taylor expression is carried out on (13):

Table 4: Price size.

Index
GR BK

Size change (%) Size rise (%) Size down (%) Size change (%) Size rise (%) Size down (%)
All 12.79 13.62 13.18 20.17 24.58 18.09
Food 16.44 18.43 17.47 23.37 28.95 22.05
Clothing 14.99 15.52 16.58 18.73 21.06 19.66
Residence 9.96 9.69 9.75 21.03 25.79 16.77
Household equipment 13.26 14.11 14.02 19.37 23.46 18.09
Transport, post, and telecommunication 8.53 8.70 8.47 14.43 17.15 12.85
Culture, education, and recreation 10.99 11.70 11.11 15.88 19.20 14.14
Medicine and health care 14.70 15.98 15.61 22.27 27.39 20.50
Other goods and services 10.06 10.52 10.60 13.88 15.85 13.49
Note. Columns 1, 2, and 3match the size of price change, size of price increase, and size of price decrease, respectively, by the GRmethod. Columns 4, 5, and 6
report the results by the BK method.
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var πt(  ≈ var dpt( ∗frt

2
TDP term + var frt( ∗ dp2

t + 2∗frt ∗ dpt ∗ cov frt, dpt( SDP term,
√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√√

(14)

where frt denotes extensive margin, and dpt represents
intensive margin. When the TDP model is dominant,
var(frt) and cov(frt, dpt) are equal to 0 that the inflation
variance is decided by the TDP term. However, when the SDP
model is dominant, var(frt) is not equal to 0, that is the SDP
term has an influence on the inflation variance. 'e results of
the inflation variance decomposition are shown in Table 6.

'e variance decomposition results are reported in
Table 6. We discover that proportion of TDP term is far
more than that of SDP terms, which verify the results in
Table 5. However. TDP terms of clothing goods exceed
100%. 'e reason might be that the mean of frt raises the
TDP term and the variance of frt lowers the SDP term when
we consider the high frequency of price changes during the
COVID-19 epidemic.

As we know, commodity prices move downward
steadily; meanwhile, the low inflation phenomenon exists
during the COVID-19 epidemic. 'e overall pricing model
is time-dependent pricing model, and the pricing models of
categorized commodities are heterogeneous. 'e results led
to problems that whether macro-policies should respond to

price changes during COVID-19. If so, what commodities
should policy anchor? An analysis of the dynamic charac-
teristics of inflation is required to answer these questions.
Zhang (2008) supposed that the key to understand the
dynamic characteristics of inflation was to identify the in-
ertial characteristics, namely inflation inertia [27]. 'e next
section analyzes the dynamic process of inflation by mea-
suring the inflation inertia.

4. Inflation Inertia

4.1. ARModel. Inflation inertia refers to the duration which
inflation deviated from the equilibrium state due to being
disturbed by random factors [28]. As a general rule, the
greater inflation inertia is, the more obvious hysteresis effect
of policies is. 'erefore, it is of great significance to policy
regulation by accurately measuring the inflation inertia. By
referring to the existing literature on the measurement of
inflation inertia [27, 29], we evaluate the inflation inertia by
making use of the sum coefficients in the AR model. 'e AR
model is as follows:

Table 5: Correlations and regression results.

Index (1) Correlation
(2)

Coefficient P value

All
π 1.00 — —
frt 0.095 0.718 0.171
dpt 0.601 6.861 0.001

Food
π 1.00 — —
frt 0.135 0.846 0.042
dpt 0.778 7.280 0.001

Clothing
π 1.00 — —
frt 0.286 0.072 0.001
dpt 0.806 0.199 0.001

Residence
π 1.00 — —
frt −0.029 −0.413 0.538
dpt 0.5214 23.782 0.001

Household equipment
π 1.00 — —
frt 0.000 −0.074 0.904
dpt 0.779 5.701 0.001

Transport, post, and telecommunication
π 1.00 — —
frt −0.045 −0.415 0.598
dpt 0.756 8.319 0.001

Culture, education, and recreation
π 1.00 — —
frt −0.032 −0.148 0.767
dpt 0.879 8.218 0.001

Medicine and health care
π 1.00 — —
frt 0.032 0.122 0.777
dpt 0.540 8.143 0.001

Other goods and services
π 1.00 — —
frt 0.132 0.944 0.064
dpt 0.800 4.001 0.001

Notes: Column 1 shows correlation coefficient between inflation (πt), fraction (frt), and magnitude (dpt). Column 2 is the regression coefficient and p-value
that inflation (πt) regress on fraction (frt) and magnitude (dpt).
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πt � c + 
n

i�1
ρiπt−i + εt, (15)

where πt is the inflation rate, and  ρi represents the sum of
coefficients in the AR model, which measures the inflation
inertia. Considering the collinearity caused by the lag of
explanatory variable, OLS will result in deviations of esti-
mated results [30]. 'erefore, this article takes the median
unbias estimation that was proposed by Roy and Fuller [31]
in order to ensure the robustness of the results.

4.2. Empirical Results. 'e estimated results are reported in
Table 7. It can be seen that the overall inflation inertia is less
than 0. 'e main reason is that the economy is at the low
inflation state during the COVID-19 epidemic. We use the
Jevons geometric index formula to process price index
according to the method of Guo [32]. 'e overall com-
modity price index is 96.83, which contribute that the in-
flation inertia is reversal. 'e results are similar to the
research of Chen [33]. It illustrates that macroeconomic
policies are featured by going against the economic cycle,
and macro-management is effective [34]. Food commodities
has a higher inflation inertia than non-food commodities. It
can be sure that the inflation inertia mainly comes from food
commodities during the COVID-19 epidemic. 'e reasons
may include that food commodities have the largest weight
that reach nearly 1/3 among the eight categories of com-
modities, and the proportion of food expenditure is

relatively high that achieves 30.16%. 'e fluctuation of food
price caused by the COVID-19 epidemic will directly affect
the dynamic characteristics of inflation.

Further, the impact of COVID-19 may cause the
structural mutation of model estimation.When the outbreak
happened at the initial stage, people would be in a greater
demand for some commodities that improves the price of
these commodities. With the outbreak is to be gradually
brought under control, the demand for commodities will
weaken. 'e commodity price will go through a significant
adjustment, bringing out the structural mutation of the AR
model during COVID-19. On this account, we conduct a
structural breakpoint test by referring the method of Zivot
and Andrews [35]. As shown in Table 8, commodities of
clothing and culture, education, and recreation did not have
obvious structural mutations, while the other commodities
have significant structural breakpoints. In order to get more
accurate estimation results, we divided the time series into
two stages based on the structural breakpoint and held that
commodities of food still have great inflation where coef-
ficients are −0.208 and −0.684%, respectively. Meanwhile,
this article discovers that there is a great difference among
commodities of food, residence, household equipment, and
medicine and health care.

'e above results show that the demand for commodities
of food, residence, supplies and services, and medical ser-
vices greatly increase during the early period of the COVID-
19 epidemic and the price of that is increased. However, with
the gradual control of COVID-19, the demand for such

Table 6: Variance decomposition.

Index (1) cov(fr, dp) (2) TDP term (%) (3) SDP term (%)
All −0.000667 85.64 14.36
Food −0.000363 97.86 2.14
Clothing 0.000516 101.69 −1.69
Residence −0.000757 58.28 41.72
Household equipment −0.000762 87.05 12.95
Transport, post, and telecommunication −0.000456 79.91 20.09
Culture, education, and recreation −0.000373 94.95 5.05
Medicine and health care −0.00118 86.91 13.09
Other goods and services −0.000302 98.84 1.16
Notes: Column 1 shows the covariance between frt and dpt. Column 2 is the changes in the intensive margin, which account for all of the variation in
inflation in staggered TDP models. Column 3 shows changes in the extensive margin, which only contribute in SDP models.

Table 7: Inflation inertia.

Index Model (1) (2)
MUE OLS

All AR(3) −0.198 −0.199
Food AR(6) −0.664 −0.691
Clothing AR(3) −0.311 −0.313
Residence AR(2) 0.069 0.064
Household equipment AR(2) −0.106 −0.103
Transport, post, and telecommunication AR(3) −0.188 0.156
Culture, education, and recreation AR(4) 0.149 −0.296
Medicine and health care AR(3) −0.296 −0.141
Other goods and services AR(2) −0.152 −0.199
Notes: Column 1 shows inflation inertia coefficient usingmedian unbias method to estimate the ARmodel. Column 2 is inflation inertia coefficient using least
square method to estimate the AR model.

8 Scientific Programming



commodities is reduced, and the accumulation of com-
modity supply makes the inflation inertia larger.

5. Conclusions

Based on the online high-frequency price data, this article
measures the price stickiness of commodities during the
COVID-19 epidemic and analyzes pricing models and in-
flation inertia, which provide the micro-basis for macro-
policy. 'e main conclusions are as follows:

Firstly, the commodity price moves downward steadily
during the COVID-19 epidemic. On the whole, most
commodities of price shows a downward trend during the
sample period. In the meantime, the commodities of price
has a minor change size, and the difference between the size
increased and that decreased is not obvious. 'e price of
eight categories of goods is similar to the aggregate price
performance.'e reason lies in that merchant will formulate
pricing strategy based on consumer sentiment. 'e ab-
normal fluctuations of prices cause the consumers’ negative
emotion, which would influence the partnership between
merchants and consumers. 'erefore, price moves down-
ward steadily under the consumer sentiment.

Secondly, the commodity price displays the low sticki-
ness, and the pricing model shows time-dependent pricing
(TDP) model in general. We find that most commodities
show a time-dependent pattern through eight commodity
classification and only clothing commodity belongs to state-

dependent pricing (SDP) model. 'e results show that the
price adjustment of most commodities is limited during the
COVID-19 period.

'irdly, we construct AR model to estimate inflation
inertia and clarify the dynamic characteristics of infla-
tion. 'e results show that the inflation inertia is negative,
which means that the macro-control is effective during
the COVID-19 epidemic and has the characteristics of
going against the economic cycle. It indirectly indicates
that COVID-19 is a short-term market shock, and in-
flation inertia mainly comes from commodities of food,
which means that government should regulate the in-
flation by aiming at food goods during the COVID-19
epidemic.

'is article affirms the price stickiness of commodities
during the COVID-19 epidemic and thus has practical
significance. However, there are still some limitations that
need to be further studied. Firstly, we just consider the price
stickiness during the COVID-19 epidemic, ignoring the
control of other emergencies and limiting the scope of
application of our conclusions. Secondly, the data have not
been fully mined, and the processing method of high-fre-
quency data still needs to be further improved. 'irdly, the
sample data need to be expanded. For example, Amazon and
JD can be added as research objects, but it is difficult to
obtain and match cross platform commodity information.
'is is a key issue that needs to be solved in subsequent
studies.

Table 8: Structural mutation of inflation inertia.

Index Model (1) Inflation inertia (2) Breakpoint (3) t-value
All AR(3) −0.198 07 April 2020 −5.319
All-before AR(4) −0.114 — —
All-after AR(3) −0.282 — —
Food AR(6) −0.664 07 April 2020 −6.845
Food-before AR(1) −0.208 — —
Food-after AR(6) −0.684 — —
Clothing AR(3) −0.311 24 June 2020 −5.330
Clothing-before — −0.322 — —
Clothing-after — −0.301 — —
Residence AR(2) 0.069 21 June 2020 −4.802
Residence-before AR(2) −0.071 — —
Residence-after AR(3) −0.008 — —
Household equipment AR(2) −0.106 11 April 2020 −4.969
Household equipment-before AR(4) 0.053 — —
Household equipment-after AR(2) −0.373 — —
Transport, post, and telecommunication AR(3) −0.188 08 April 2020 −5.031
Transport, post, and telecommunication-before AR(5) −0.057 — —
Transport, post, and telecommunication-after AR(3) −0.112 — —
Culture, education, and recreation AR(4) 0.149 19 March 2020 −2.948
Culture, education, and recreation-before — — — —
Culture, education, and recreation-after — — — —
Medicine and health care AR(3) −0.296 05 May 2020 −4.636
Medicine and health care-before AR(4) −0.225 — —
Medicine and health care-after AR(3) −0.404 — —
Other goods and services AR(2) −0.152 11 April 2020 −6.169
Other goods and services-before AR(4) −0.119 — —
Other goods and services-after AR(2) −0.24 — —
Notes: Column 1 shows inflation inertia coefficient using median unbias method to estimate the ARmodel. Column 2 is the date of structural mutation in AR
model. Column 3 is the P value that test the structural mutation.
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�is paper takes the village in the city as a case study, through the investigation of the basic information of the village in the city,
such as housing construction, construction quality, property rights characteristics, and so on. We use GIS technology to evaluate
the construction and reconstruction cost of the plot. �is paper puts forward di�erent transformation schemes and explores the
application of GIS technology in the transformation planning of urban villages. Finally, this paper designs a GIS-based spatial
experience system for micro-transformation of urban villages.

1. Introduction

At present, urbanization is an inevitable trend of social and
economic development in the world [1–5]. With the strong
impetus of reform and opening up and the development of
the market economy, China’s urbanization process con-
tinues to accelerate. In 1978, China’s urbanization rate was
17.9%. In 2011, it reached 51.27% and exceeded 50%. In
2017, China’s urbanization rate reached 58.52%. From the
perspective of urbanization development laws in the world,
when the urbanization rate exceeds 50%, it means that
urbanization has entered a rapid development stage, which
will inevitably lead to profound social changes. What follows
is that the urban spatial structure, industrial positioning,
urban planning, urban management, and other aspects will
face new development. However, in the process of China’s
rapid urbanization, a universal and unique phenomen-
on—village in city has emerged. �e village in the city is the
product of urbanization under the urban-rural dual system
in China and has developed into a typical problem gathering
place in the process of the evolution of the urban-rural dual
system to the uni�cation. At present, the focus of China’s
reform and development is to reform the urban-rural dual
system. Among them, dealing with the problem of villages in
cities is an important content related to the overall

development of China’s urban and rural areas and the
formation of a new pattern of urban-rural integration. It is
also the key to solving the urban-rural dual system.

�e essence of urbanization in developing countries is
the process of constantly breaking the urban-rural dual
structure and gradually realizing urban-rural integration
[6, 7]. China’s urban-rural dual system was formed in the
planned economy era. It is undeniable that in that special
historical period, this economic system played an important
role in China’s economic and social development at that
time. However, with the development of the times, China
has turned from a planned economy to a market economy.
�e progress of industrialization has accelerated the de-
velopment of urbanization. �e urban-rural dual system,
which once played a role in promoting China’s economic
and social development, has not only become a stumbling
block to the development of urbanization. At the same time,
it has also become one of the adverse factors restricting the
development of the whole society and has been intensively
re�ected in the villages in the city. Under China’s urban-
rural dual management system, although urban villages have
already belonged to cities and towns within the geographical
scope, they are still rural systems and rural organizational
systems in terms of the management system. Although the
villagers in urban villages no longer engage in agricultural
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production, they cannot enjoy the same social security as
urban residents in terms of education, medical treatment,
and health care. Nowadays, a series of environmental, social,
and economic problems caused by villages in cities have not
only become one of the most difficult problems in urban
transformation and urban governance in large and medium-
sized cities in China, but also become a bottleneck restricting
urban development. It can be said that the emergence of
urban villages is an inseparable knot in the process of ur-
banization. Most Chinese cities, large and small, are facing
the problem of urban villages. (e transformation of urban
villages has become a major event that the local government
must pay attention to. However, in the actual process of
urban village reconstruction, no matter which city or place
in China has encountered great challenges, such as insuf-
ficient funds for urban village reconstruction and the in-
ability to guarantee the legitimate interests of villagers in the
process of reconstruction.

(e village in the city is the form of urban material space
in the process of urbanization in China. It is the product of
the imbalance between urban and rural areas and has deep
and complex social problems. From big cities to small- and
medium-sized cities, there are many urban village problems
involving economy, society, environment, and so on, which
has become a chronic disease that seriously puzzles the
healthy, harmonious, and sustainable development of cities.
In order to promote the healthy development of China’s
urbanization and improve the quality of urbanization and
urban quality, we must take reasonable and effective control
measures to transform villages into cities and actively
promote the healthy development of urbanization.

At present, the phenomenon, existing problems, and
formation mechanism of the village in the city have been
thoroughly revealed by the academic circles, and the idea of
the transformation of the village in the city has gradually
become clear, but the implementation effect of the case study
and planning scheme of the transformation is not very ideal.
(e research on urban village reconstruction planning
mainly involves two aspects: system reform and material
space transformation. In the process of promoting the
transformation of urban villages, many places first adopted
the reform of the administrative management system, and
the research also relatively focused on the contents of
registered residence, land, management, grass-roots orga-
nizations, and the operation of the village collective econ-
omy. On the one hand, the research on the transformation of
material space is a theoretical discussion, involving trans-
formation ideas, operation modes, technical schemes, de-
molition compensation and resettlement, economic analysis,
social analysis, system and policy support, etc. On the other
hand, it is the empirical study of transformation planning,
which is mainly manifested in the planning and design
scheme of urban villages. Although the scientificity and
operability of the planning scheme are closely related to the
complexity of the transformation of urban villages, the lack
of in-depth research on the basic situation of urban villages
and insufficient application of technical methods in the
planning process are also important reasons for the lack of
feasibility of the planning scheme. (e application of GIS

technology [8–13] can establish a detailed basic database.
(rough the statistical analysis function of GIS, planners,
and reconstruction implementers can clearly grasp the
difficulty of reconstruction of urban villages, the reasonable
sequence of reconstruction, the arrangement of demolition
and resettlement, etc. (e application of GIS technology will
provide a powerful technical guarantee for the reconstruc-
tion planning of villages in cities.

2. Related Work

2.1. Urban Village. Village in the city is a special phe-
nomenon in the process of rapid urbanization under the
urban-rural dual system in China. Compared with China,
the phenomenon of urban villages in some developed
countries is relatively rare. In addition, urban villages
appeared relatively late. (erefore, scholars have not con-
ducted much special research on urban villages in China.
However, urban problems similar to the characteristics of
“village in city” have also appeared in the urbanization
process of some developed countries, especially the urban
sprawl in the United States after 1950, and the slums in Latin
America, Asia, and other developing countries in the process
of rapid urbanization and excessive urbanization. Although
the formation mechanism of these phenomena in some
developed countries is different from that in China, the
theoretical basis for the transformation of urban villages in
China can be found from the western urbanization theory
and the research on urban fringe. (e scholar who first
proposed and used the concept of urbanization was a serda,
who defined the concept of urbanization in the book basic
principles of urbanization published in 1867 [14]. In the
mid-eighteenth century, the rise of the industrial revolution
accelerated the pace of urbanization. With Britain as the
representative, under the influence of the industrial revo-
lution, France, Germany, the United States, and other
countries have successfully completed the industrial revo-
lution. With the substantial improvement of labor pro-
ductivity and productivity, the industry of these countries
has developed rapidly, while the development of industri-
alization has also led to the rapid development of Urbani-
zation in these countries, and emerging cities continue to
appear.

(e industrial revolution not only promoted the de-
velopment of industrialization, but also prompted more and
more rural people to gather in cities. With the continuous
expansion of urban scale, coupled with the lack of scientific
and reasonable urban planning, urban spatial layout was
disordered, and social security and residents’ living stan-
dards were getting lower and lower. In the mid-nineteenth
century, some western industrial cities represented by
London, England had different problems one after another.
(e emergence of this phenomenon has attracted more and
more western scholars’ attention to the direction of urban
development. During the discussion on the direction of
urban development, two completely different views were
formed. One was represented by the British scholar Howard,
who advocated that the future direction of urban develop-
ment should be an idyllic city [15]. (e other is represented
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by Le Corbusier, who advocates that the future direction of
urban development should be modern cities [16]. Compared
with the view of developing modern cities, although the idea
of developing garden cities is somewhat idealistic, the idea of
urbanization that garden cities focus on pursuing low
density in regional space and advocating that life should
return to green nature provides a certain theoretical refer-
ence for China’s sustainable urban development and ef-
fective land use.(emodern urban theory put forward by Le
Corbusier argues that cities must be concentrated if they
want to develop. Only when cities are concentrated can they
bring power to urban development. Cities also need to build
a large number of high-rise buildings tomake the population
concentrated in the city, and the traffic, housing, environ-
ment, and other problems caused by population concen-
tration can be solved by other technical means. Le
Corbusier’s modern urban thoughtfully embodies the
concept of intensive land use and advocates that the ex-
pansion of urban scale should take the road of connotation
development.

Scholars began to systematically study the urban internal
spatial structure very early. For example, in 1826, von
(unen, a German economist, published the book “the
relationship between agriculture and national economy in
isolated countries,” in which he put forward the famous
agricultural location theory. (e theory points out that the
level of economic development and its productivity deter-
mine the type of agricultural land use and the degree of
intensification of agricultural land use, and further points
out that the distance between agricultural production land
and the agricultural product market has a greater impact on
the type of agricultural land use and the degree of inten-
sification of agricultural land use. In 1909, the German
economist Weber put forward the famous Weber’s indus-
trial location theory in his book on industrial location. (e
theory chooses the industrial production activities of the
three basic links of production, circulation, and consump-
tion as the research object, scientifically analyzes and ac-
curately calculates the relationship between factors such as
transportation and labor agglomeration, and puts forward
the principle of minimum cost, that is, for industrial
products, the lowest point of production cost is the most
ideal location for industrial enterprises. From the devel-
opment of location theory, the early location theory did play
a positive role in the scientific and rational use of land, but
this theory also has its limitations, such as single research
object, pure theoretical derivation, and lack of practicality.
After that, with the proposal of concentric circle theory, fan
theory, and multicore theory, the location theory has been
further developed. (ese three theories profoundly reveal
the general laws of urban land use and functional zoning and
emphasize the leading role of CBD in urban development
and functional zoning, which has a positive guiding sig-
nificance for the planning and construction of Chinese cities.

Urban fringe and urban village have different meanings,
but they are closely related. From a regional perspective, the
urban fringe is a transitional zone between the periphery of
the urban built-up area and the rural area. Its boundary is
not very obvious, and it also has dynamic characteristics.(e

village in the city is a construction area within the urban
built-up area and the fringe, and it is a “point” of the urban
fringe. From the aspects of land use, economic character-
istics, and social structure, the two have certain similarities.
(ey are both in the process of obvious transformation from
rural to urban. Compared with the urban fringe, the urban
village has more urban characteristics. (erefore, the re-
search theories and methods on the urban fringe can be used
for reference in the study of villages in cities in China. (e
first scholar to put forward the concept of “urban fringe” is
German geographer L. Louis. At the same time, his expla-
nation of this concept has also been widely recognized by
scholars all over the world. In 1936, Herbert Louis studied
Berlin, a large European city, from the perspective of
morphology. In his study of the regional structure of Berlin,
he found that some areas that were originally located on the
edge of the city were gradually surrounded with the con-
tinuous expansion of the city and eventually became part of
the urban area. Herbert Louis called this surrounded area the
urban fringe.

Since the 1970s, there have been more and more studies
on the urban fringe in some developed countries, and most
of them focus on the rapid development of urbanization.(e
research content has also changed from the initial spatial
form to the research on the development law, influencing
factors, and dynamic mechanism of the urban fringe. In the
research on the characteristics of regional structure, Gol-
ledge believes that there are seven differences between the
urban fringe and the rural and urban areas. (ey are a small
amount of agriculture in the urban fringe, intensive crop
production, flexible and changeable population, medium
density, rapid expansion of new residential areas, and
widespread provision of incomplete services, public facili-
ties, and speculative housing. In the study of suburban
characteristics, R.E. Boll discussed from a sociological point
of view that the urban fringe has the suburban characteristics
of living tendency according to class, selective immigration,
frequent commuting, weakened geography, and social hi-
erarchy. Adedayo Adesina takes Nigeria as the research
object, analyzes the social structure characteristics of urban-
rural fringe in developing countries, and points out the
potential impact of informal economic activities on gov-
ernment policies. In the study of urban-rural integration, he
emphasized the concept of continuous unity between urban
and rural areas, analyzed the relationship between changes
in real estate structure, land use structure, agricultural
structure, and social and community structure, and found
that there were environmental differences in the process of
such regional transformation between different cities. In the
study of land use difference, the urban fringe is divided into
inner edge zone and outer edge zone according to the nature
and intensity of land use. (e inner edge area means that the
land use has been in the advanced stage from rural to urban.
(e outer edge area refers to the agricultural land use as the
main landscape, but the land use has obvious suburban
characteristics.

In developing countries, slums generally refer to in-
formal settlements, where urban poverty is most evident.
Although there are different names, different land tenure
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systems and different building structures, overcrowding,
unsafe living conditions and the lack of clean water, elec-
tricity, sanitation, and other basic living services are com-
mon characteristics of slums.(e rapid growth of urban and
rural migrants, growing poverty, and unsafe land tenure
have led to the continuous emergence of slums, and the most
important factor is the large-scale migration of the rural
population to cities. Since the 1950s, the rural population in
developing countries has decreased by an average of 25%.
Compared with a large number of rural to urban migrants,
the construction of urban planning and urban management
system has been slow, which has accelerated the formation of
slums and led to the growing scale of slums. Some expe-
riences and lessons can be learned from the practice of slum
reconstruction in some developed countries.

2.2. GIS Technology. With the development of computer
technology, it has been applied in various fields [17–20]. In
the process of using GIS spatial data, better analysis ability
can be obtained [10–13]. With the assistance of GIS spatial
data, it can ensure that the planning and design personnel
can simulate the current planning scheme, and make an
objective evaluation of the scheme content under the
condition of reasonable screening, so as to obtain better
planning decision-making content. Under the support of
GIS spatial data, the buffer area can also be superimposed
in the form of layer superposition, and the best planning
path can be selected in the form of automatic matching.
Based on this form of spatial analysis, the perfection of the
planning area setting is guaranteed from many different
levels, such as residential area, Park Square, public facil-
ities location, pedestrian and vehicle route selection, and
the best arrangement, and gradually replaced the tradi-
tional form of planning and design methods. In addition,
in the process of using the GIS system, it can compre-
hensively consider the social development, economic
growth, natural conditions, and other factors within the
scope of the urban planning area. In the case of multiple
factor superposition analysis, it ensures the comprehen-
siveness and objectivity of the prediction and evaluation
and further makes an accurate prediction of the economic
development trend within the planning area on the basis of
the planned urban land grade. (e application of GIS
technology in the field of urban planning industry can not
only improve the overall design efficiency in the process of
planning and design, but also obtain better planning and
design results and improve the implementation quality of
urban planning and design under the condition of
shortening the design cycle. In the process of managing
data information with the help of GIS technology, it can
not only expand the storage capacity of data information,
but also improve the data maintenance and updating
ability of the system with the help of a variety of different
types of spatial data, provide convenient support for the
display of data query, superposition, clustering, network
proximity, spatial information, and other functions, and
make the urban planning and design scheme gradually
transform toward the rational direction.

In the process of using GIS to carry out management
work, it is necessary to comprehensively analyze the specific
application requirements of urban planning and design, so
as to ensure that in the process of using traditional surveying
and mapping technology, it can avoid the impact of other
interference factors and reduce the adverse effects on urban
planning and design. (e system operation mode based on
GIS technology needs to take the satellite system as the basic
support within a specific range. In the subsequent use
process, the detection work should be carried out for the
satellite data information system to ensure the convenience
of the detection work. Due to the special nature of relevant
external factors, it is necessary to take effective application
measures through the rational use of GIS technology in
various regions to ensure the visual characteristics of
measurement links and provide support for the update of
Surveying and mapping technology.

In the process of accelerating urbanization construction,
higher requirements are put forward for software surveying
and mapping management, which needs to be based on the
concept of strictness and rigor, in the form of manual
measurement and with the help of the actual utility of
measuring instruments, to ensure the accuracy of the finally
measured data information, so as to ensure the timeliness of
data information update. In addition, there are relatively
many types of interference factors caused by the degree of
measurement results, which puts forward higher require-
ments for the traditional surveying and mapping work, and
it is necessary to ensure the perfection of the satellite de-
tection process setting. It is necessary to take GIS technology
as the basic guarantee to ensure the effectiveness of satellite
detection after the completion of satellite detection. In the
implementation stage of the actual measurement work, it is
necessary to process the collected information to ensure the
timeliness of information processing, set the range according
to the existing value, and reduce it to the minimum within a
limited time. In addition, during the implementation of
measurement, the main purpose is to ensure the accuracy of
data information, ensure the accuracy of satellite position-
ing, and enable it to operate stably in orbit 120 km away from
the Earth.

When surveying and mapping the ground area based on
GIS, it is necessary to strictly follow the specific require-
ments of signal reception, so as to preset and process the
relevant devices, and adjust and evaluate the relevant
technical information based on the fully automatic obser-
vation form. In addition, in the process of introducing
relevant surveying and mapping instruments, it is necessary
to ensure the effectiveness of the use of instruments, take this
aspect as the focus of the surveying and mapping link,
strengthen the management of various types of instruments
and equipment, lay a good foundation for the sustainable
development of surveying and mapping operations, ensure
that the actually obtained surveying and mapping infor-
mation has the characteristics of detail, and draw the to-
pographic map in an intuitive form. It can not only reduce
the use of labor costs, but also ensure the feasibility and
operability of GIS mapping mode on the basis of improving
work efficiency. Comparing the GIS surveying and mapping
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technology with the traditional human light surveying and
mapping method, it can be seen that in the process of using
GIS technology to carry out surveying and mapping work, it
can effectively improve the actual surveying and mapping
efficiency and can be used under complex environmental
conditions. In full combination with the actual situation, it
ensures the effective implementation of Surveying and
mapping work andmanagement work andmeets the specific
requirements of urban planning and design work.

3. Research on the Application of Urban Village
Reconstruction Scheme

3.1. Research Framework. (e working process of urban
village reconstruction planning is as follows: (1) investiga-
tion and analysis of the basic situation. (rough the on-the-
spot survey, questionnaire survey, personal interview, lit-
erature reading, and other means, we mainly understand the
basic information of urban villages, such as population,
housing and land income, policies, and systems. (2) Col-
lection and analysis of basic data. Establish GIS analysis
database to collect basic data including land cadastre (to-
pographic map, house cadastre data, etc.), house conditions
(structure base area, floor height, house property right,
building quality, etc.), and social and economic factors
(house cost, demolition cost, population, etc.). (3) Analysis
and evaluation of transformation ideas. (rough GIS
technology, this paper studies the scheme of urban village
reconstruction, the method of demolition and resettlement,
and the sequence arrangement of reconstruction and re-
construction. (4) Form a preliminary plan and ideas.
(rough communication and coordination with villagers,
local managers and reconstruction implementers, the re-
construction scheme is revised. (5) Preparation of planning
scheme (as shown in Figure 1).

3.2. Data Collection. (e data collection of the GIS database
is mainly based on the following sources: (1) the topographic
map is imported to form the GIS base map, which digitizes
the basic information such as roads, river waters, and houses,
including the house base range and area, floating platform
range and area, floor height, and other house information.
(2) According to the house cadastre and property rights data
of the Housing Administration Bureau, confirm the prop-
erty right information of all houses in the reconstruction
area and enter it into the attribute of the house object in the
GIS database. (3) (e construction quality of all houses is
determined through on-site investigation, which is divided
into four grades: A, B, C, and D. At the same time, the
buildings with historical protection value shall be
determined.

3.3. Evaluation and Classification of Existing Buildings. In
general, three different technical schemes can be adopted for
the transformation of Urban Villages: first, overall trans-
formation, which refers to the comprehensive transforma-
tion from the overall pattern to individual buildings, but
some historical buildings may also be retained, mainly for

urban villages with poor overall human settlements. Second,
local transformation refers to the key transformation of local
areas and key elements without major adjustment of the
overall pattern, mainly aiming at the villages in the city
where the problems are not prominent. (e third is to retain
the renovation, which means that the internal environment
of urban villages is renovated without adjustment of the
overall pattern, mainly for urban villages withmild problems
and good living environment. What kind of transformation
plan should be adopted for the transformation of urban
villages? Not only the living environment of urban villages,
but also the economic feasibility of the transformation
should be considered. (e reconstruction of urban villages
involves the demolition compensation of the original houses
and the relocation and resettlement of the original residents
after the reconstruction, which increases the cost of house
demolition and resettlement compared with the general real
estate development. (erefore, the economic cost and in-
vestment income of the transformation should be consid-
ered in the selection of the transformation scheme of urban
villages. (erefore, it is necessary to evaluate the plot ratio,
building quality, property rights, and rental benefits of urban
villages. Figure 2 presents the research idea map.

3.3.1. Plot Division. (ere are obvious differences between
the buildings in the East and the west of the village in the
city, so it is necessary to adopt different transformation
strategies according to local conditions. Firstly, according to
the natural geographical environment (such as ponds and
rivers), road conditions, and architectural characteristics,
the village in the city is divided into 17 plots of similar size.

3.3.2. Statistical Analysis. By using the statistical analysis
function of GIS, the basic building conditions of each plot
are obtained.

3.3.3. Cluster Analysis. According to the building conditions
of each plot, the index values that can best reflect the
building characteristics, such as building area, building floor
area ratio, average floors, and building quality index, are
selected as variables for hierarchical cluster analysis. After
testing, the method of sum of squares of Wald’s deviation is
the best for classification and can analyze the building
conditions of each group:

Investigation of the situation

Build GIS database

GIS Statistics and Analysis

Program Planning

Figure 1: Preparation of the planning scheme.
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(e first group is a low-density building area. (e main
feature is that the natural landscape in the plot is good, there
are large ponds and waters, and the building density,
building floor area ratio, and the average number of floors
are relatively low. It is a low-cost or high-efficiency re-
construction area. However, the building quality of each plot
varies greatly. (e plots with a good living environment
should be retained and renovated, while the plots with a poor
living environment should be listed as key reconstruction
areas.

(e second group is a medium-density building area,
which belongs to a typical traditional rural settlement type.
(e main characteristics are that the building density in the
plot is high, the living environment is relatively poor, and the
building quality, floor height, and floor area ratio are general.
It is an area in urgent need of reconstruction.

(e third group is high-density building areas. (e main
features are that the average number of floors of buildings in
the plot is relatively high, the building quality is relatively
good, the building plot ratio is relatively high, and the re-
construction cost is large. It belongs to a local reconstruction
area.

3.4. Establishment of 0ematic Map and Analysis of Influ-
encing Factors. (e above statistical analysis is aimed at the
economic evaluation of the amount of housing recon-
struction and demolition, which provides a fundamental
basis for the determination of the reconstruction scheme.
However, it still stays at the level of the mathematical
analysis method, and more objective factors must be
considered in determining the transformation plan. With
the application of GIS technology, the planning can es-
tablish thematic maps according to these factors for
analysis, and finally achieve the purpose of comprehensive
consideration.

Because the original rural planning and management
system is not perfect and the villagers’ legal meaning is
weak, illegal buildings in urban villages are quite common.
(erefore, for the houses that have been planned and le-
gally built, the planning should be retained as far as pos-
sible.(e vast majority of houses in Dongxifang, a village in
the city, have incomplete formalities. (e main purpose of
urban village reconstruction is to improve the environment
of urban village. (erefore, the quality of housing con-
struction and the overall construction landscape should
become the main evaluation factors of urban village
reconstruction.

4. System Design and Application Platform
Based on GIS Architecture

With the putting forward of the GIS concept, GIS appli-
cation terminal is developing toward miniaturization and
mobility. GIS Server is developing toward a cross-platform
and service-oriented architecture and supports minicom-
puter, mainframe, cluster, and other applications. (e new
generation t-c-v three-tier software architecture (terminal
cloud virtual), a GIS application model for cloud services
proposed by MAPGIS, a large domestic GIS manufacturer,
provides users with a cloud GIS basic platform suitable for
geographic information services. T-c-v architecture is a
loosely coupled software architecture [21–23]. (e three
layers refer to the terminal application layer, cloud com-
puting layer, and virtual device layer, respectively. Based on
the concept of service orientation, each layer is connected by
standard service interfaces to provide all-round sharing of
data, functions, and services, as well as aggregation and
migration of services; replace the current small andmedium-
sized computing mode with the super large-scale computing
mode. (e framework can solve the problems of isolated
services and difficult integration, make data integration and
mining easier, improved data storage organization and
management capabilities, and provided users with fast,
convenient, and broader information service capabilities.
(e terminal application layer provides users or developers
with standard interfaces to access, so as to facilitate the
construction of various terminal applications. Table 1
presents the T-C-V three-layer software architecture.

4.1. Virtual Device Layer (V Layer). (e virtual device layer
refers to the organization of software and hardware devices
such as computers, network facilities, storage devices, and
large databases at the bottom based on virtualization
technology, shielding the heterogeneity of different com-
puters, networks, and storage devices, managing all software
and hardware resources in an integrated manner, virtual-
izing them into corresponding logical resource pools, and
providing a unified and efficient operating environment for
cloud computing layer applications. (e virtual device layer
is the foundation to support cloud computing and cloud GIS
services. Users can use various terminal devices to obtain
GIS services at any place and at any time.

4.2. CloudComputing Layer (CLayer). (e cloud computing
layer combines the current cutting-edge cloud computing
technology and the characteristics of geospatial information
to establish a framework for massive geographic information
data, functions, resource management, and service system.
On the basis of supporting super large-scale and virtualized
hardware architecture, a massive GIS data, function and
resource management, and service system framework are
established, and services are established according to the
idea of “plug and play” and the concept of aggregated
services. (e cloud computing layer deploys the cloud GIS
services provided by GIS application developers and end
users. Among them, basic GIS platform developers can

Plot division Statistical 
analysis

Cluster 
analysis

Figure 2: Research idea map.
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provide basic GIS function services, GIS application software
developers, and other end users from all walks of life can
provide GIS function services of different granularity that
can form various applications. (e energy source of the
cloud computing layer constantly generates new resources
and expands the cloud, while ensuring that other resources
can be smoothly connected to the cloud. (e cloud service
warehouse is mainly used to manage various cloud GIS
services. (e cloud management center is used to manage
the registration, discovery, scheduling, and security of all
services in the cloud and ensures the normal operation of
online transactions of cloud services.

4.2.1. Cloud Production Center. One of the important roles
of the cloud computing layer is to generate various cloud
resources for users to customize. In order to ensure that all
cloud resources can be connected to the cloud for global
users and that these resources can be aggregated and
reconstructed. Map GIS 10 has launched the development
mode of “framework + plug-in.” All applications in this
development mode are composed of frameworks and plug-
ins. (ese frameworks and plug-ins are independent of each
other. (ey are connected through certain standards and
specifications. As long as the frameworks and plug-ins
contained in applications that meet the same standards and
specifications can be freely aggregated and reconstructed. At
the same time, MAPGIS 10 provides powerful runtime
support and can easily access third-party applications. Users
can directly customize, aggregate, and reconstruct the ap-
plication system based on the rich kernel resources provided
by MAPGIS 10 and use the existing framework and plug-in
resources. (ey can also customize the development func-
tions based on unified development standards and devel-
opment processes based on various end application
development runtime and API resources provided by
MAPGIS 10 to form cloud service resources.

4.2.2. Cloud Service Warehouse. (e cloud computing layer
is also the cloud GIS Service Center, and the cloud service
warehouse is the window to share cloud GIS services to
various users. All cloud services managed in the cloud
service warehouse are built based on unified service stan-
dards, which ensures that third parties can make arbitrary
calls according to the unified call standards, so as to facilitate
the global sharing of cloud services. MAPGIS 10 adopts a
floating flexible architecture and uses a function warehouse
and a data warehouse to manage function services and data
services respectively, so as to ensure that functions and data
can be completely separated, thus ensuring the “drift,

aggregation and reconstruction” characteristics of cloud
services.

4.2.3. Cloud Management Center. (e cloud computing
layer is also the cloud management center, providing the
whole process management and monitoring of cloud GIS
services from discovery, registration, and invocation; unified
management of all resources of cloud environment opera-
tion, including management of cloud online use, delivery,
security, and other contents. According to the cloud business
model, it restricts the online transaction and payment, se-
curity, as well as the registration, discovery, and invocation
of cloud services, so as to provide a good operating envi-
ronment for the cloud.

4.3. Terminal Application Layer (T Layer). (e terminal
application layer provides users with standard access in-
terfaces, and users can build various terminal applications. It
allows users to access the cloud and obtain resources
through various terminal devices such as PC computers,
intelligent terminals, various monitoring devices, and var-
ious application software with distinctive applications
running on these devices. (rough the cloud services pro-
vided in layer C, terminal applications can be freely scalable,
customized, expanded, and developed tomeet various public
and private cloud applications from individuals, groups,
enterprises, the public, the government, and so on.

5. Conclusion

GIS technology provides an effective analysis tool for data
and graphics processing for urban research. It is widely used
in urban planning management, urban information system,
and other fields and is mostly combined with transportation
research, land use, and other research. At present, the do-
mestic GIS technology mainly focuses on the macro prob-
lems of physical space, while some developed countries
begin to pay attention to the micro-level analysis of social,
economic, and psychological factors, which has been widely
used in the reconstruction of old cities. (e task of urban
village reconstruction in many cities in China is urgent.
However, due to the lack of collection of basic data and the
application of advanced technical methods, the urban village
reconstruction schemes are often lack scientificity and op-
erability. As a means of quantification and visualization, GIS
analysis is a good tool for observing and analyzing the
construction of urban villages. It is helpful to establish a data
database for transformation analysis and to help planners
analyze and study the social and economic factors of urban
villages. In the future, it can be seen that the application of
GIS in urban village reconstruction project provides strong
analytical support for the determination of the recon-
struction scheme, the implementation of the reconstruction
sequence, and the evaluation of investment income.

Data Availability

(e dataset can be accessed upon request.

Table 1: T-C-V three-layer software architecture.

Layer Specific structure
V layer Virtual device layer

C layer
Cloud production center
Cloud service warehouse
Cloud management center

T layer Terminal application layer
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�e emergence of Internet technology has changed the technological innovation path and knowledge acquisition paradigm of
enterprises and promoted the construction of digital technology, digital platform, and digital infrastructure. A large number of
companies have begun to create brand communities and obtain suggestions for product improvement and innovation from the
communities. However, obtaining innovative opinions and inspiration through the community to the �nal realization is not
achieved overnight. It needs to go through the process of knowledge sharing to user interaction, from user interaction to
knowledge creation and discovery and from knowledge discovery to innovation contribution. To study the e�ciency of Internet
community innovation, it is necessary to decompose the innovation process into two parts: problem adoption and problem
solution, and then analyze them separately to get the in�uence combination and path. Taking Xiaomi (one of the world’s largest
mobile phone manufacturers) online community as an example, this article decomposes the process of issue solution into
adoption stage and solution stage by crawling the relevant data of posts through web crawlers, takes the adoption e�ciency and
problem-solving e�ciency as antecedents, and uses fuzzy set qualitative comparative analysis method to analyze the combination
of conditions that a�ect the former two. It is of great signi�cance to improve the knowledge sharing and innovation research of the
open innovation community.

1. Introduction

With the increase in the number of manufacturers and the
types of goods in the market, consumers have higher re-
quirements for purchasing products. In order to cope with the
changes in themarket, enterprisesmaintain the originalmarket
by improving the shortcomings of their products and con-
stantly carry out technological and product innovation,
expecting to expand the market scale. �e emergence of new
and powerful Internet technology promotes the construction of
digital technology, digital platform, and digital infrastructure,
and changes the path of technological innovation and
knowledge acquisition paradigm of enterprises to a great ex-
tent, so that enterprises cannot carry out closed innovation as
in the past. �ey should refer to external ideas while seeking
technological progress. Chesbrough calls this new model open
innovation. NASA, Toyota, P&G, IBM, Xiaomi, Starbucks,

Haier, and other enterprises have realized the importance of
open innovation, and began to put the technical problems
encountered by enterprises on the platform, hoping that third-
party personnel can provide solutions; or absorb users’ product
opinions on the platform, and constantly improve old products
and develop new products that meet users’ preferences.
�erefore, at the moment when open innovation is widely
used, the e�ciency of adopting and solving the opinions
provided by users of the research platform plays an important
role in improving products, accelerating innovation, and de-
veloping products that meet the needs of consumers.

2. Literature Review

Digital technology and tools have penetrated into modern
business, and have been applied in a variety of companies
[1]. �e use of digital technology has a signi�cant impact on
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the innovation process, redefining the creation of products
and services [2]. Chesbrough proposed that companies in
the new century should not innovate in a vacuum, but
should carry out open innovation, and can refer to external
opinions when seeking technological progress [3]. With the
rapid advancement of information technology, Internet-
based user-generated content continues to emerge, pro-
viding sufficient knowledge resources for enterprises’ open
innovation. In order to make full use of user-generated
content to improve corporate innovation capabilities and
maintain competitive advantages, more and more compa-
nies have begun to create and use Internet-based user-
generated content platforms, that is, open innovation
communities, and have gradually become an important
platform for companies to gather innovative resources. At
present, innovation platforms with relatively mature systems
have been established at home and abroad. InnoCentive
platform in the United States is the world’s top place for
discussion and solutions to problems. Toyota, P&G, and
NASA have launched research and development problems
on this platform. Starbucks’ mystarbucks idea platform has
accumulated 150,000 ideas from users in 5 years [4]; one-
third of the R&D innovation of Xiaomi company comes
from fans, and 80% of the modification opinions of MIUI
system come from users of Xiaomi community [5]; Haier has
realized significant financial and innovation benefits
through open innovation through the hope platform [6].
*erefore, it is necessary for enterprises to carry out open
innovation.

At present, the research on open innovation platform
includes the following aspects:

(1) Research on the connotation of open innovation
communities: in 2003, Chesbrough introduced the
concept of closed and open innovation platform,
which defined open innovation as a model. In the
open new era, enterprises can use external ideas
when seeking technological progress, and combine
internal and external ideas into an architecture and
system according to the needs of business model [3].
Open innovation community has become an im-
portant platform for enterprises to gather innovation
resources. Many enterprises relied on the Internet to
build a content production and release platform to
attract users to directly or indirectly participate in
innovation-related activities such as the creativity,
R&D, and promotion of enterprise internal products,
and carried out high-quality user-generated content
creation [7]. Obviously, open innovation community
is a platform concept, and its most important con-
stituent element is “knowledge.” *rough the
combination of external knowledge and internal
knowledge, new knowledge is generated, and then
enterprise science and technology innovation can be
accelerated [8]. In addition, some scholars believe
that innovation elements are not only limited to
knowledge, but also include a variety of innovation
resources. For example, Laursen and Salter [9] be-
lieve that the important point of open innovation

community is to connect internal and external in-
novation resources of enterprises, and “user” is also
one of the important elements of knowledge col-
laborative innovation in the open innovation com-
munity. *e process of technological innovation is
no longer completed by enterprises alone. *e en-
terprise can guide users to participate in the inno-
vation of products or services, and promote the
innovation of products or services through sharing
among users [10].

(2) *rough the perspective of social network and social
capital, some scholars studied the behavior and
motivation of platform users. For example, some
scholars have studied the relationship between open
innovation network structure and social network
caused by user interaction. Starting from the
structural dimension, relationship dimension, and
cognitive dimension, there is an article that
attempted to explore the relationship between three
dimensions of social network and its impact on the
user innovation participation behavior, and then
analyzed its impact on the utilization of enterprise
innovation knowledge points, and constructed a
relationship model of user participation in innova-
tion and enterprise innovation performance based
on social network [11]. From the perspective of social
networks, there was an article taking innovation
community members as the research object, incor-
porating them into the social network analysis
framework, and describing customer participation in
the context of innovation communities from the
three dimensions of network characteristics, network
behavior, and network capabilities [12].

(3) Research on the main body of open innovation
platform. Some scholars have studied that the con-
struction of an open innovation platform for small
and medium-sized enterprises under the Internet+
should rely on the external environment and pro-
fessional management and operation teams, and
make full use of the resources of large enterprises
[13]. Z.Zhenggang and J.Silong [14] studied the
construction of innovation platforms for industrial
clusters and classified the platforms according to the
role played by the government in the process of
platform construction and operation. In the context
of digital and open innovation, the most significant
change in innovation network is that “customer” or
“consumer” has become one of the main bodies of
the innovation network. *ese consumers form
clusters, surpassing enterprises, universities, and
scientific research institutes, and they provide more
and more extensive elements for innovation [15].

(4) Research on platform user behavior. Some scholars
analyzed the influencing factors of users’ continuous
knowledge-sharing behavior in the open innovation
community. It showed that the degree of users’ self-
presentation, available social learning opportunities,
recognition of enterprises, and recognition of users
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with creative sharing experiences had a significant
positive impact on users’ continuous creative sharing
behavior [16]. Some scholars used data mining to
obtain platform data and studied the impact of
quantity, quality, and emotion on individual inno-
vation contribution in the open innovation com-
munity [17]. Li et al. [18] conducted theoretical
research on the characteristics of leading users in
open innovation communities, and proposed three
characteristics: demand leadership, active expres-
sion, and community influence. *en based on the
improved weblogmethod, the qualitative weblog and
quantitative data analysis were combined to con-
struct theoretical steps to identify leading users.

(5) Research on platform knowledge sharing and collab-
orative innovation. *e latest research progress in this
area has examined how the factors of platform users’
collective or community level affect the actions and
decisions of individuals and enterprises in different
ways and under different backgrounds. Verstegen et al.
[19] combined the analysis of the individual and col-
lective levels of the use of digital technology within the
platform, and explained how collective promotion (i.e.,
the possibility of target-oriented action by multiple
members of the group) is implemented by a group of
heterogeneous participants. Zhou et al. [20] studied the
influencing factors of user knowledge sharing in the
open innovation community, and believed that inno-
vation self-efficacy, result expectation, social identity,
and community influence have significant positive
effects on user knowledge-sharing behavior. Ren [21]
and others have studied the factors influencing inno-
vative users’ knowledge sharing in the community
under the open innovation paradigm, and explored the
development path of their knowledge sharing. *ese
studies indicate that by examining the interaction
between individual-level factors and community- (or
collective-) level factors, it is expected to have a more
detailed understanding of the innovation process of
digital platform.

As shown in Figure 1, the Internet open innovation is a
process from knowledge sharing to user interaction, from
user interaction to knowledge creation and discovery, and
from knowledge discovery to innovation contribution.

*e current research mainly focuses on the first half of
the knowledge innovation process, focusing more on the
motivation and behavior of knowledge sharing, the influ-
encing factors of knowledge discovery and user behavior,
etc. *e research framework and the selected influencing
factors and indicators mainly point to the behavior and
motivation of users participating in knowledge sharing, and
the research on the efficiency of problem-solving in the open
innovation community is very limited.

However, it is of great significance for innovation plat-
forms and communities to discover problems from the final
solution of problems in products. Only when users get
feedback on problems and convey their opinions to enter-
prises through the platform, the role of innovation commu-
nities can form a closed loop, enabling users to play a role in
product design and upgrade the final effects. *erefore, the
main research work of this article is to analyze the combi-
nation of factors affecting the efficiency of problem-solving in
the open innovation community, identify the combination of
factors contributing to the current efficiency in different sit-
uations, andput forward suggestions to improve the efficiency
of problem-solving.

3. Research Design

3.1. Research Objects and Data Acquisition. *is article
chooses Xiaomi community as the research object. Xiaomi
Companywas founded inApril 2010. In only 1 year, its annual
income has exceeded 100 billion yuan. In the rapid rise of
Xiaomi Company, its unique business model has played an
important role. One year after the company was founded,
Xiaomi community began to build. In the early days of its
establishment, the influence of Xiaomi community was lim-
ited, butwith the increase of content and functions, it began to
play a role in product development, new product promotion,
paid rush purchases, and other activities, and became an
important bridge connecting companies, products, and users.
It is a typical and successful open innovation platform. *e
crawler is used tocrawl thepost data in theXiaomi community
forum.*ecrawleddatacontent includespost type,numberof
replies, number of approvals, number of views, time of issue
creation, time of issue establishment, time of issue develop-
ment, and time of issue optimization. *e time of data ex-
traction is December 2020. After preliminary integration, this
article chooses to crawl the relatively complete content of
notebook circle, mobile phone manager, router, Red-
minote88pro, network signal, cloud service, control center,
super power saving,Xiaomihealth,XiaomiBluetoothheadset,
and Xiaomi extreme 10 data for analysis.

3.2. Path Identification Method and Variable Setting. *is
article chooses the fuzzy set qualitative comparative analysis
method to identify the combinationof conditions that affect the
efficiency of the problem being adopted and solved. At first, we
introduce the process of the issue solution as shown inFigure 2.

Qualitative comparative analysis first appeared in
Ragin’s book “Comparative Methods.” As a case-oriented
research, this method is based on mathematical theories
such as sets and Boolean algebra, and it realizes an organic
combination of quantitative and directional optimal char-
acteristics [22].

Knowledge
sharing

User
interaction

Knowledge
discovery

Innovation
contribution

Figure 1: *e process of internet open innovation.
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Qualitative comparative analysis methods include
multivalue set, clear set, and fuzzy set. According to the
theory of fuzzy sets, the relationship between sets in reality is
not as clear as that in the traditional set theory [23].
According to the concept of fuzzy set, the membership score
of a set may be any number between 0 and 1. In a fuzzy set
qualitative comparative analysis, each case is regarded as a
combination of attributes [24], abandoning the net effect of a
single variable, and looking at the problem from the overall
perspective and configuration thinking. Different attribute
combinations correspond to the results.

After the users put forward questions, only a part of the
issues can be adopted by the platform and put on file for
settlement, and the settlement time of different issues on file is
not the same. *erefore, the fuzzy set qualitative comparative
analysismethod is used to scientifically reveal the combination
of conditions that affect the efficiency of the adoption and
settlement of issues, and to deeply analyze under what cir-
cumstances the issues will be first adopted and put on file, and
whatare thecharacteristicsof issues thatneed less time to solve.
Table 1 shows the variable setting of issue adoption efficiency.

As shown in Table 1, issue adoption efficiency is mea-
sured by the time difference between question creation and
project establishment as the result variable of the analysis;
the antecedent variables include the number of dynamics in
the circle, the number of employees stationed in the circle,
the number of answer groups composed of platform users,
the type of post, the number of posts, the number of ap-
provals, and the number of views. *ere are two types of
posts: help and suggestions. *e number of posts refers to
the number of posts that users reply to in the question posts
that have been adopted for filing. *e number of approval
and the number of views, respectively, indicate the data of
approval and views of the adopted issues.

As shown in Table 2, problem-solving efficiency refers to
the difference between the time of question creation and the
time of solution. When problem-solving efficiency is ana-
lyzed as a result variable, the adoption efficiency of the issue
needs to be increased in the antecedent variables.*e shorter
time for the issue to be adopted, the more attention the
enterprise pays to the issues, and it will inevitably give
relatively more human resources and material resources to
improve and solve the issue. *erefore, when we analyze the
combination of conditions that affect the efficiency of the
issue solution, it is necessary to consider the adoption ef-
ficiency put into the antecedent variable.

4. Data Processing

4.1. Descriptive Statistical Analysis. Before in-depth analysis
of the data, in order to understand the distribution of the
data, the descriptive statistical analysis is carried out first as
shown in Table 3.

From the results of descriptive statistical analysis, it can
be seen that the dispersion degree of dynamic variables is the
highest, the communities where popular products are lo-
cated usually have more dynamic, while the dynamic
number of products with small audience is limited, so the
dynamic will be less. And the standard deviation of other
variables is not different, which indicates that the data
distribution of these variables is relatively concentrated and
the range of change is small.

In this article, the post type variable is treated as a 0–1
dichotomous variable, in which 1 corresponds to the help
post and 0 corresponds to the suggestion post. *e de-
scriptive statistical analysis of the dichotomous variable is of
little significance. *rough simple statistics, it is found that
the vast majority of post types are help type, and a small part
are suggestion type.

4.2. Data Calibration. *e calibration reported below and
the set relation analysis was performed using the fuzzy set/
QCA 3.0 program [25]. Data calibration is to set up three
critical points: complete membership point, cross mem-
bership point, and complete nonmembership point, and use
fsQCA software to convert the data to 0–1. When selecting
the critical point, according to the existing theory and
knowledge, combined with the data and quantile points, this

Issue
creation

Issue
adoption

Issue
Development

Issue
solution

Figure 2: *e process of issue solution in Xiaomi Community.

Table 1: Variable setting of issue adoption efficiency.

Variable type Variable name
*e result variable Issue adoption efficiency

*e antecedent
variable

*e number of dynamics in the circle
*e number of employees stationed in the

circle
*e number of answer groups composed of

platform users
*e type of post

*e number of posts
*e number of approvals
*e number of views

Table 2: Variable setting of issue solution efficiency.

Variable type Variable name
*e result variable Issue solution efficiency

*e antecedent
variable

*e number of dynamics in the circle
*e number of employees stationed in the

circle
*e number of answer groups composed of

platform users
*e type of post

*e number of posts
*e number of approvals
*e number of views

Issue adoption efficiency
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article refers to the calibration methods ofWei et al. [26] and
Fiss [27], and defines 95% as the full membership point, 50%
as the cross membership point, and 5% as the complete
nonmembership point.

4.3. Necessity Analysis. Since the post type is a dichotomous
variable, the data itself is already between 0 and 1 (Table 4),
so it is not necessary to calibrate the data, so it can be used
directly [28].

After the data calibration, the data need to be checked for
necessity. If a necessary condition appears in the antecedent
variable, the parsimonious solution obtained by software
processing data will eliminate the necessary condition, but
only when the condition appears in the condition combi-
nation, the result will occur. *erefore, the necessity of
checking variables is an essential step. Generally speaking, if
the consistency is greater than 0.9, it is considered as a
necessary condition.

4.3.1. Necessity Analysis of Adopting Efficiency as an Ante-
cedent Variable. As shown in Table 5, for the results of the
necessity of adoption efficiency, it is found that the con-
sistency of post type is as high as 0.97, which indicates that
the type of help or suggestion has a significant impact on
whether the topic is adopted. *erefore, it is necessary to
eliminate the necessary condition of post types in the
subsequent data processing.

4.3.2. Necessity Analysis of Solution Efficiency as an Ante-
cedent Variable. As shown in Table 6, for the results of the
necessity of solution efficiency, it is found that the consis-
tency of post types is as high as 0.98, which indicates that
whether the post is a help or a suggestion type also has a
significant impact on whether the issue is implemented.

*erefore, it is necessary to eliminate the post type in the
subsequent data processing.

4.4. Sufficiency Analysis. Sufficiency analysis is needed after
the necessity test. Different from the above necessary con-
dition analysis, configuration analysis attempts to reveal the
sufficiency analysis of the results caused by different con-
figurations composed of multiple conditions [29], that is, to
discuss whether the set composed of multiple antecedent
conditions is a subset of the result set. *e same as the
necessity test is that it is necessary to set a minimum
consistency threshold to check the sufficiency. *e mini-
mum recommended threshold of consistency is 0.75. *e
previous articles on the qualitative comparison of Fuzzy Sets
set different thresholds for consistency, Zhang Ming sets the
threshold value to 0.76; Zhao sets the threshold value to 0.75;
and Zhang Weiguo sets the threshold value to 0.8. After the
analysis of the test threshold, 0.85 is selected as the con-
sistency threshold, and the case threshold is set to 1
[28, 30, 31].

*rough the qualitative comparative analysis of fuzzy sets,
we can get the parsimonious solution, intermediate solution,
and complex solution. *e parsimonious solution includes all
the logical remainder, but does not consider whether the logical
remainder is reasonable, so the parsimonious solution often
deviates from the fact; the complex solution does not include
any logical remainder, only observes the solution formed by the
case data; and the intermediate solution includes the theoretical
remainder which is in line with the expectation of the theo-
retical direction and verified evidence. Some articles choose
different solutions to analyze the results. Wan andWang chose
to analyze the complex solutions; Zhang reported the inter-
mediate solutions supplemented by the simplified solutions;
Wen and Fiss [27, 28] choose to analyze the intermediate
solutions. Due to a large number of paths, in order to better

Table 3: Descriptive statistical analysis of variables.

Variable name Mean Std Min Max
*e number of dynamics in the circle 27038 1591.72 1132 84000
*e number of employees stationed in the circle 38 3.01 11 135
*e number of answer groups composed of platform users 74 3.30 17 155
*e number of posts 81 14.39 1 1334
*e number of approvals 29 18.92 0 3933
*e number of views 189 22.00 1 1560
Issue adoption efficiency 19 2.96 0 327
Issue solution efficiency 31 3.55 0 332

Table 4: Data calibration.

Variable name Complete Cross Complete non
*e number of dynamics in the circle 1132 20000 63000
*e number of employees stationed in the circle 11 17 135
*e number of answer groups composed of platform users 17 79 155
*e number of posts 1 8 541.4
*e number of approvals 0 2 42.6
*e number of views 1 48 941.6
Issue adoption efficiency 0 4 114.4
Issue solution efficiency 1 11 139.8
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analyze the characteristics of each path and the relationship
between paths, we choose to interpret only the intermediate
solution.

4.4.1. Sufficiency Analysis of Adopting Efficiency as an An-
tecedent Variable. As shown in Table 7, for the sufficiency
analysis [32–38], the abbreviation of the variable will be used
below. We use DY (dynamics) to replace the number of
dynamics in the circle, use ES (employees stationed) to
replace the number of employees stationed in the circle, use
GOA (group of answer) to replace the number of answer
groups composed of platform users, use PO (posts) to re-
place the number of posts, use AP (approval) to replace the
number of approval, and use VI (views) to replace the
number of views.

Since the variables of dynamic, employees stationed, and
answer group are platform-level variables, and the variables
of post number, the number of approval, and views are issue-
level variables, different paths can be classified and analyzed
according to the level of function. It can be seen from the

Table 7 that the overall consistency of the obtained path is
0.834, which is greater than the set threshold, indicating that
the antecedent condition of the corresponding case com-
position is the sufficient condition for the occurrence of issue
adoption. *e overall coverage rate of the path is 0.785,
which shows that the results of this article can explain 78.5%
of the cases.

*ere are only two ways to act through the issue level.
Among them, the core function is the number of views and
posts, which measures the user’s attention to the problem.
Even if the platform variable does not play a significant role,
the more likely the problem will be adopted as long as there
are enough customers who pay attention to the issue and the
number of views on the topic reaches a certain scale. If the
general and significant defects of the products cause a lot of
attention, the possibility of the issue being adopted will
increase.

*ere are two paths that work through the platform level.
*e core variable in the first path is the answer group, and
the core variable combination in the second path is dynamic
and employees stationed. From the comparison of the two

Table 5: Necessity analysis of adopting efficiency.

*e result variable: issue adoption efficiency
Variable name Consistency Coverage
*e number of dynamics in the circle 0.588207 0.678658
∼*e number of dynamics in the circle 0.655170 0.797542
*e number of employees stationed in the circle 0.642569 0.688506
∼*e number of employees stationed in the circle 0.632391 0.837685
*e number of answer groups composed of platform users 0.612197 0.648111
∼*e number of answer groups composed of platform users 0.612601 0.823811
*e number of posts 0.755574 0.709604
∼*e number of posts 0.501858 0.805001
*e number of approvals 0.751858 0.740199
∼*e number of approval 0.491438 0.730810
*e number of views 0.729483 0.716633
∼*e number of views 0.483037 0.720655
*e type of post 0.967852 0.605151
∼*e type of post 0.032149 0.361818

Table 6: Necessity analysis of solution efficiency.

*e result variable issue solution efficiency
Variable name Consistency Coverage
*e number of dynamics in the circle 0.549777 0.621715
∼*e number of dynamics in the circle 0.670431 0.799902
*e number of employees stationed in the circle 0.612906 0.643673
∼*e number of employees stationed in the circle 0.642163 0.833726
*e number of answer groups composed of platform users 0.549118 0.569779
∼*e number of answer groups composed of platform users 0.642163 0.833726
*e number of posts 0.746003 0.686694
∼*e number of posts 0.500494 0.786862
*e number of approvals 0.764876 0.738052
∼*e number of approval 0.469095 0.683723
*e number of views 0.735784 0.708459
∼*e number of views 0.479891 0.701735
*e type of post 0.975853 0.598030
∼*e type of post 0.024147 0.266364
Issue adoption efficiency 0.729108 0.714621
∼Issue adoption efficiency 0.535438 0.762559
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paths, it can be concluded that when the issue-level variables
do not play a role, the interpretation group variables and
dynamics, and the variable combinations of employees
stationed can replace each other to improve the efficiency of
topic adoption. *is path is suitable for companies that
already have obvious improvement directions and optimi-
zation plans for their products, and file a case after a small
number of customers have put forward optimization
requirements.

*rough the dual level of platform and issue, there are
six paths, of which five paths have more than or equal to
two core variables at the platform level, and three paths
have all variables at the platform level, which shows that
the factors at the platform level can more affect the
adoption of problems. In the combination with platform
variables, the approval number appears three times, the
number of posts appears two times, and the number of
views appears one time. *e approval number and the
number of posts often have clear optimization and im-
provement needs, which can promote the adoption of
problems better than the number of views. *is path

describes that the enterprise itself has the intention of
optimization. After a large number of customers have
clear optimization requirements for a product at the same
time, it promotes the platform to pay attention to the
problem and take optimization actions.

4.4.2. Sufficiency Analysis of Solution Efficiency as an An-
tecedent Variable. Table 8 shows the results of the sufficiency
analysis [39–45] when the solution efficiency is taken as an
antecedent variable. Using the same classification method, the
results are divided into three categories. It can be seen from
Table 7 that the overall consistency of the obtained path is 0.859,
which is greater than the set threshold, indicating that the
antecedent conditions of the corresponding case composition
are sufficient conditions for the occurrence of issue adoption.
*e overall coverage rate of the path is 0.735, which shows that
the results of this article can explain 73.5% of the cases.

Among the six paths at the issue level, the core variable
combinations of the two paths with higher coverage are
adoption efficiency, the number of posts, adoption efficiency,

Table 7: Sufficiency analysis of adoption efficiency.

Function level Conditional combination Raw coverage Consistency
None ∼DY∗∼ES∗∼AP 0.357 0.902

Issue ∼DY∗∼ES∗VI 0.480 0.886
∼DY∗∼ES∗∼GOA∗PO 0.403 0.937

Platform ∼ES∗GOA∗∼AP∗∼VI 0.223 0.958
DY∗ES∗∼GOA∗∼PO∗∼AP∗∼VI 0.121 0.978

Issue + platform

DY∗ES∗GOA∗∼AP∗VI 0.222 0.852
DY∗ES∗GOA∗∼PO∗AP 0.204 0.859
DY∗ES∗GOA∗AP∗∼VI 0.232 0.850
DY∗ES∗∼GOA∗AP∗VI 0.237 0.957
DY∗∼ES∗GOA∗PO 0.234 0.956
∼DY∗GOA∗PO∗∼AP 0.242 0.927

Solution coverage 0.785
Solution consistency 0.834

Table 8: Sufficiency analysis of solution efficiency.

Function level Conditional combination Raw coverage Consistency

Issue

∼DY∗∼ES∗∼PO∗VI 0.330 0.905
∼DY∗∼ES∗∼PO∗∼AP∗AD 0.222 0.889
∼DY∗∼ES∗∼GOA∗PO∗AD 0.362 0.955
∼ES∗∼GOA∗∼PO∗VI∗∼AD 0.220 0.918

∼DY∗∼ES∗∼GOA∗PO∗AP∗∼VI 0.254 0.968
∼DY∗∼ES∗AP∗VI∗AD 0.372 0.939

Platform DY∗ES∗∼GOA∗∼PO∗∼AP∗∼VI∗∼AD 0.113 0.972

Issue + platform

DY∗ES∗GOA∗AP∗∼AD 0.276 0.844
DY∗GOA∗PO∗AP∗∼AD 0.265 0.857
DY∗ES∗∼GOA∗AP∗VI 0.247 0.980

∼DY∗ES∗GOA∗PO∗∼AP∗∼VI 0.207 0.951
DY∗∼ES∗GOA∗∼AP∗∼VI∗AD 0.146 0.967
DY∗ES∗GOA∗∼PO∗∼VI∗∼AD 0.177 0.850
∼DY∗GOA∗PO∗∼AP∗∼AD 0.195 0.909

Solution coverage 0.735
Solution consistency 0.859
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and the number of views. At the same time, the adoption
variable appears three times, the number of views appears three
times, the number of approval appears two times, and the
number of posts appears two times in these six paths. From the
summary of the characteristics of the path: whether the topic is
adopted or not is the key to whether the problem can be solved.
*erefore, the company pays attention to the issue, and the
issues that are filed will definitely respond later; meanwhile, the
characteristics of path variables are the same as those in the
adoption stage, and the number of views and posts are high-
frequency variables, which indicates that the attention of a large
number of users not only improves the enterprise’s attention
from the beginning of the problem establishment, but also
promotes the platform interaction. In the process of problem-
solving, continuous attention can also supervise the efficiency of
enterprise problem-solving. *is path corresponds to the
implementation of the problem that has been filed by the
enterprise and has a large number of views.

In one path at the platform level, dynamic and employees
stationed are its core variables, which play a significant role
in promoting the implementation of issues. However, the
coverage rate of this path is relatively low, indicating that
most of the problems in reality cannot be solved by platform
alone.

*ere are seven paths formed under the dual effects of
platforms and issue, and the number is slightly more than the
first type. At this level, the highest frequency of platform
variables is the answer group, which refers to the group of
question-answering users in the circle. *e larger the size of the
answer group, the more likely the problem is to be solved. *e
second highest frequency variable is dynamic, which refers to
the active state of users in the circle. A circle with more dy-
namics indicates to a certain extent that the number of users
who use the product and follow the product is large. *e
variables that appear more frequently in the issue level are the
number of approval and the number of posts. Users can convey
clear modification opinions through posting or expressing
opinions. *erefore, this group of paths describes the situation
that has been concerned by a large number of users, and the
problems that have put forward clear opinions or have been
concerned by a large number of users, and in the circle where
the questions are located, the larger scale of the answer group
are executed more efficiently.

4.5. Robustness Test. Robustness testing can be done from
two perspectives: set theory and statistical theory. From the
perspective of set theory, the robustness test is realized by
changing the calibration threshold and increasing or de-
creasing variables; from the perspective of statistical theory,
the robustness test is realized by changing the data time span
and other methods. In this article, the robustness test is
carried out from the perspective of set theory. After changing
the threshold of the adequacy test to 0.86, the path is basically
consistent, which proves that the results are robust.

5. Research Conclusions and Prospects

5.1. ResearchConclusion. By collecting various data on posts
in the Xiaomi community, the fuzzy set qualitative

comparative analysis method is used to identify the com-
bination of conditions that affect the efficiency of issue
adoption and solution.

First of all, in the necessary analysis, the consistency of post
type is as high as 0.97, which is the necessity index. So, we need
to delete this variable in the sufficiency analysis. In this article,
when processing the data, the assignment of the post type for
help is 1, and the suggested assignment is 0. Usually, when users
have found that the product has problems hindering their use,
the help-seeking type of post appears and users will seek help
from enterprises through the platform. While the suggestion
type of post is often that the product itself does not have
problems hindering the use, and users hope to get a better sense
of use by improving a certain aspect of the product for more
convenient use. When the product is improved, it is generally
updated on the basis of the normal use of the product, so the
help type post will have higher efficiency in adoption and
implementation than the suggestion type post.

Secondly, from the path analysis of adoption effi-
ciency and solution efficiency, we can see that the most
common path is the combination of platform-level var-
iables and issue-level variables. *is shows that in the
whole process from the emergence of problems to the
solution, what we need is the cooperation of the platform
and the users. Only when the users actively raise prob-
lems and the platform actively cooperates to deal with
problems, can we more effectively promote the problem
solution. We can find that there are two paths through the
issue level, two paths of the platform level, and six paths
of the platforms and issue level when adoption efficiency
is an antecedent variable. *ere are six paths through the
issue level, one path of platform level, and seven paths for
the two-layer interaction of issues and platforms when
solution efficiency is an antecedent variable. From the
adoption stage to the solution stage, the number of paths
through the role of the issue-level increases significantly,
and a single issue level variable as the core variable can
become a path of the solution stage, which indicates that
the fluctuation of the issue-level variable can significantly
affect the process of the issue implementation.

*irdly, in general, the coverage of paths with fewer core
variables is higher than that with more core variables. *e
greater the number of core variables, the higher the re-
quirements for corresponding cases, and the fewer cases
corresponding to them.

5.2. Shortcomings and Prospects. In this article, the data
obtained from the Xiaomi community is limited. At
present, the data only includes the platform level and the
issue level. If we can increase the personal information
data of platform users and the related data of different
circles, we can establish a more reasonable structure. We
can analyze the influencing factors of problem adoption
and problem solution from the three levels of platform,
circle, and issue, and carry out more in-depth research. If
we can get more relevant data about the appropriateness
of problem solution methods, we can also study the
combination of variables to promote the generating of
high appropriateness solutions.
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With the development of the intelligent and interactive power system, the elements of distribution network planning continue to
increase. �e distribution network connects the transmission system and individuals, directly a�ects the individual’s power
consumption experience, and is a key link in the power system. A reasonable planning scheme can not only improve the power
supply capacity and reliability of the distribution network but also fully apply the data of each system in the distribution network
to realize the optimal planning of the medium-voltage distribution network driven by data. Firstly, this paper constructs the CIM
model and the distribution network topology model and establishes the wiring pattern recognition feature library. �e network
reconstruction and planning method research was carried out for the target line, and a typical operation scenario of the dis-
tribution network was generated. At the same time, based on the time period network loss index, the distribution network
recon�guration optimizationmodel and distribution network expansion planningmodel are established, and the solutionmethod
of the distribution network reconstruction and expansion planning model is expounded. A reconstruction optimization scheme
with the best overall network loss performance is in the network operation scenario. �e experimental results of the �nal example
show that based on the proposed time period network loss index, the overall operation loss of the distribution network in a period
can be calculated more accurately, and the optimized planning scheme is more suitable for the load power consumption
characteristics of the region, and the method has certain feasibility.

1. Introduction

Since the reform and opening up, my country’s economy has
matured rapidly, people’s living criteria have been constantly
heightened, and the demand for electric energy has con-
tinued to rise. With the continuous acceleration of my
country’s socialist modernization handle, electricity plays an
increasingly important role in all �elds of society. Electricity
supply and safety have become the basis for national, social,
and economic development and are related to national se-
curity issues. With the rapid construction of modern allo-
cation net and the construction of power big data platform,
the informatization and automation level of allocation net
have been greatly improved. �e wide application of allo-
cation net GIS system, production management system,
operation management system, and allocation net auto-
mation system makes the data analysis between di�erent

systems of the allocation net easier, and provides a solid
foundation for the application of big data to the planning
and optimization of the allocation net. Base. In 2016, my
country's electricity “13th Five-Year Plan” clearly stated that
it is necessary to increase the construction of the allocation
net. �e “13th Five-Year Plan” period, a modern allocation
net that is compatible with a well-o� society, will be basically
built [1]. �e implementation of the “13th Five-Year Plan”
for electric power has signi�cantly accelerated the trans-
formation and construction of my country's allocation net
system, and the power supply capacity, safety, and reliable of
the allocation net have been greatly improved. However,
there are still many problems in the current allocation net
operation, such as the speed of social development is too fast
and the load is not balanced, resulting in heavy overload
problems in allocation net lines and station areas [2].
�erefore, the optimization plan and structure of the
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allocation net still need to be improved. *e 10 kV medium-
voltage allocation net is the core component of the allocation
net, which directly affects the individual's power experience
and is also a key link in the power system. A suitable al-
location net grid planning optimization scheme should not
only have good performance in uncertain scenarios but also
improve the power supply capacity, reliability, and equip-
ment utilization of the network, which is more conducive to
social and economic development [3]. If there are defects in
the planning and optimization scheme of the allocation net
grid, it may lead to unstable network operation, poor power
supply capacity and reliability, and even detrimental to the
long-term development of society [4]. *erefore, it is nec-
essary to study the optimization planning method of 10 kV
medium-voltage allocation net.

*e identification of the wiring pattern of the allocation
net feeder is an important part of the distribution planning
and optimization work.*is workmode, whichmainly relies
on the manual judgment of planning staff to screen and
integrate different system data and problems, and then
propose corresponding planning and construction projects
based on experience, and then carry out corresponding
calculation and analysis and comparison, not only has a huge
workload but also because of the data.*e lack of calculation
and analysis tools leads to the remediation plan relying more
on manual experience and lack of rigorous calculation and
analysis. In the previous allocation net optimization plan-
ning work, extreme situations are often considered, which
may not match the actual situation. So as to make the al-
location net optimization planning schememore suitable for
the actual allocation net, it is more necessary to consider the
actual operation scenarios of the regional allocation net.
With the gradual deepening of the construction of the big
data platform, the allocation net planning has the oppor-
tunity to obtain more sufficient operation data than before,
so that based on the data-driven idea, according to the al-
location net GIS system, production management system,
allocation net automation system, and operation compre-
hensive analysis of data from various systems such as
management systems.We realize the analysis and simulation
of the typical operation scene of the allocation net under the
data drive. By considering typical operation scenarios,
combined with the existing structural requirements of the
power grid, the network can be more reasonably optimized
to improve the network operation performance and better
arrange the investment of capital resources. With the more
and more extensive application of artificial intelligence al-
gorithms in practical work, the work that could only be done
manually in the past can be realized through intelligent
discrimination and analysis of computers.

2. Research Status of Optimization Planning
Methods for Distribution Network at Home
and Abroad

With the rapid construction of the modern allocation net
and the construction of the power big data platform, the
informatization and automation level of the allocation net

have been greatly improved, and the wide application of GIS
systems, production management systems, power marketing
systems, and allocation net automation systems makes the
data analysis of the allocation net easier and lays a solid
foundation for the data-driven optimization planning of the
allocation net. With the more and more extensive appli-
cation of artificial intelligence algorithms in practical work,
the work that could only be done manually in the past can be
realized through intelligent discrimination and analysis of
computers. In the actual allocation net optimization plan-
ning work, the export and comprehensive analysis of the
allocation net historical data are mainly done manually, and
the comparison of the implementation effects of different
planning schemes requires a lot of manual calculations. *is
work mode, which mainly relies on the manual judgment of
planning staff to screen and integrate different system data
and problems, and then propose corresponding planning
and construction projects based on experience, and then
carry out corresponding calculation and analysis and
comparison, not only has a huge workload but also because
of the data. *e lack of calculation and analysis tools leads to
the remediation plan relying more on manual experience
and lack of rigorous calculation and analysis.

2.1. Research on Optimization and Reconfiguration of Dis-
tribution Network. Distribution network reconfiguration is
an allocation net optimization method that enables the al-
location net to achieve the optimal operation mode by
changing the opening and closing states of the segment and
tie switches in the allocation net, on the premise that the
allocation net is connected and radiated. *e optimization
goals of allocation net reconfiguration usually include bal-
ancing the load, reducing network losses, and improving
power supply reliability [5–7]. On the time scale, we aimed at
optimizing the network structure for the manipulation of the
allocation net, while dynamic reconfiguration takes into
account the time scale, and reconfigures and optimizes the
manipulate of the allocation net within a period of time.
Static reconstruction generally takes the typical load of a
certain period as the object to optimize the allocation net
structure, and the research focuses on the improvement of
the optimization algorithm [8, 9]. In the literature [10], the
inertia weight is introduced into the traditional firefly al-
gorithm, and chaos is used. *eoretical adjustment of al-
gorithm parameters, and the addition of an elite retention
strategy to solve the problem of reconfiguration of allocation
net with DG, improves the calculation speed and global
performance of the algorithm. Dynamic reconstruction
studies the real-time and dynamic optimization of the
network structure during the manipulation of the allocation
net. Usually, the specific operation modes of each time
period are reconstructed, respectively [11, 12]. Reference
[13] uses the interval number to DG and continuous load
forecasting, uses the improved FCM (Fuzzy c-means) al-
gorithm to divide the time period of the reconstruction, and
uses the decimal particle swarm algorithm to solve the static
reconstruction problem to achieve dynamic reconfiguration
of allocation net.
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*emain problem of static refactoring is that refactoring
in the face of a single typical operating scenario does not
necessarily guarantee the optimal refactoring target for the
entire period. *e traditional typical scenario construction
handle lacks scientificity and is often formed by using the
maximum operation mode of the allocation net or the
distribution transformer capacity combined with the load
coefficient. *erefore, allocation net reconstruction scheme
makes it to perform the best in the entire action period of
allocation net. Strictly speaking, traditional allocation net
reconfiguration belongs to the category of operation opti-
mization. However, in recent years, power grid companies
have put forward indicators of capital utilization efficiency
and equipment utilization, and more reasonable arrange-
ments for planning funds and planning project progress
have become one of the very important considerations for
planning departments. Due to the limitation of investment
scale and project construction period, through reasonable
transformation of distribution network, the power supply
capacity of existing distribution network framework is fully
explored, load distribution is balanced, network loss is re-
duced, and voltage level is improved. It is effective in the
utilization rate of funds with equipment utilization to solve
the weak links of the existing power grid.

2.2. Research on Distribution Network Planning. *e re-
search on distribution network planning develops with the
development of society. *e early research on allocation net
planning is mainly about the location and capacity of power
supply and the planning method of grid. From the per-
spective of time, load considerations can be divided into
static load planning and dynamic load planning. From the
perspective of planning objects [14–16], planning can be
divided into subsystem planning and overall system plan-
ning [17–19]. Static load planning regards the load of the
network as constant and considers the network planning in a
relatively single scenario; dynamic load planning considers
the load changes of the network and usually divides the
planning into multistage planning. Subsystem planning is
the planning for a single system of the allocation net, which
can usually be divided into power subsystem planning and
grid planning. *e overall system planning is the planning
for the overall system of the allocation net. *e relationship
is between the power supply and the grid. In the static
programming model, the literature [20] used the 0, 1 mixed
integer model for the first time in the circuit planning of the
allocation net. In the dynamic programming model, refer-
ence [21] uses the dynamic load planning model to plan the
allocation net substation, and the model solves the problems
of the capacity, location, and construction time of the
substation. In addition, the current allocation net planning
model research includes economic model, reliability model,
comprehensivemodel, and research on practical engineering
application of allocation net planning. Reference [22]
established a planning model with the goal of maximizing
the annual comprehensive income of DG operators, the
smallest annual comprehensive cost of power distribution
companies, and the largest annual comprehensive income of

individuals participating in demand-side response. Refer-
ence [23] added reliability cost calculation to the established
multistage planning model and considered constraints such
as energy storage charging and discharging constraints and
extreme load scenarios. Reference [24] is oriented to the
allocation net problem and designs a method for auto-
matically generating planning schemes for solutions to
different problems in the allocation net, and quantitatively
forms an automatic generation method for various typical
problems. *e planning method is based on the established
planning model. In terms of planning algorithms, the use of
allocation net optimization planning algorithms can be
roughly divided into mathematical optimization algorithms
and heuristic algorithms. Because there are usually a large
number of integer decision variables in the allocation net
planning problem, there are often linear and nonlinear
objective functions and constraints in the planning model.
When solving large-scale system decision-making combi-
nations, mathematical optimization algorithms are prone to
the “curse of dimensionality” problem, so it is difficult to use
traditional mathematical optimization methods to solve
them directly. By contrast, heuristic algorithms are now also
called artificial intelligence algorithms, which solve prob-
lems by simulating the evolution and development of things
in life.

3. BuildingaData-DrivenDistributionNetwork
Operation Scenario Method

A large amount of historical load data of the distribution
network records the load operation characteristics of the
allocation net. If an allocation net optimization planning
scheme that is more in line with the regional load power
consumption characteristics is required, the operating
feature of the allocation net should fully considered. In this
paper, the generationmethod of typical operation scenarios
is introduced. Based on this, a period network loss expo-
nent is put forward to assess the overall network operation
wear and tear manifestation of the scheme in the whole
scheduled time. *e not-alike load amalgamation and each
node of the allocation net are called the operation scenarios
of the allocation net. Because the load points in the allo-
cation net are different, the load type operation scenes of
the allocation net are very large. Directly taking the node
load value as the node load feature is able to rashly write the
action scene of the allocation net at a fixed time hint, no
more than its troublesome to depict the operation scene of
the allocation net in a fixed time hint interval. To fully
consider the historical operational site of the allocation net
and reduce amount of calculation, this paper proposes a
period network abrasion index in light of the typical op-
erating scenarios obtained by clustering and the proportion
of the duration of the scenarios, to achieve a practical
overall evaluation of the reconstruction scheme. *e al-
location net is divided into several types of typical oper-
ation scenarios and their time proportions in a period of
time. A network loss evaluation index is established as
follows:
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Hi � fsi(x)tsi, (1)

H � 
K

i�1
Hi. (2)

In formulas (1) and (2), fsi is the network fray count
function in the i typical operating script, which originates
from the propulsion spread calculation equation, x is the
allocation net reconstruction scheme, the switching con-
dition vector, tsi is the time occupation the i operational site
ratio, K is the quantity of representative scene, Hi is the
network loss index of the i scenario, and H is the network
loss index of the entire period, all in power units.

Since the calculation of the time period network loss
index requires the calculation of the network loss index of
each typical scenario, the accuracy of the network loss index
of each scene is the premise of the validity of the time period
network loss index. To verify the validity of the proposed
network loss index during the period, the load data of an
allocation net for 30 days is analyzed and calculated in the
scenario. *e network loss of all actual scenarios in various
scenarios is used as a comparison, and the calculation results
are shown in Table 1.

*e actual network loss in the scenario in Table 1 is the
precise network loss obtained after the power flow calcu-
lation for all the monitoring sections classified in the typical
scenario, which requires a large amount of calculation. *e
scenario network loss index comprehensively considers the
network loss and its time proportion corresponding to
typical scenarios, which is different from the network loss.
However, the data in the table show that the use of the time-
scenario network loss index can correctly characterize dif-
ferent scenarios while reducing the calculation scale. *e
relationship between the sizes of the network loss shows the
effectiveness of the index to characterize the network loss of
the allocation net.

4. Reconstruction of Distribution Network and
Model Planning

Based on the idea of comprehensive analysis of distribution
network representative scene, combined with time period
network abrasion index, a mathematical model of allocation
net reconfiguration optimization and planning is estab-
lished. Due to the high global requirements of the algorithm
to solve the model, a relatively mature genetic algorithm was
selected to optimize the model. *e algorithm coding
method and the method of judging the effective solution
were introduced, and the feasibility of the method was
verified by an example analysis.

4.1. Distribution Network Reconstruction and Planning Based
on Operation Scenario Analysis. *e flow chart of distri-
bution network expansion planning in this paper is shown in
Figure 1. *rough the work in the previous chapters, the
current status information data of the allocation net have
been obtained, including the topology structure of the al-
location net and the historical load of the allocation net. On

this basis, according to the installation information reported
by individuals, the analysis and construction of the future
allocation net are carried out, and feasible lines are pre-
established. A planning model with the lowest compre-
hensive cost is established, and the genetic algorithm is fi-
nally used for optimization. Allocation net expansion
planning refers to the reasonable expansion and optimiza-
tion of lines and substations under the premise of satisfying
regional development and current operation to further
improve the power supply capacity and reliability of the
network [25].

To improve the efficiency, the cost of the planning
scheme should be reduced asmuch as possible while meeting
the requirements of the expansion plan. In actual projects,
the cost of allocation net expansion planning mainly in-
cludes the cost of new lines and the cost of operating losses
after the lines are built. *e goal of the allocation net ex-
pansion planning in this paper is to reduce the cost of new
lines and operating losses, and establish a mathematical
model with the lowest comprehensive cost as the planning
optimization goal.

4.2. Genetic Algorithm for Distribution Network Reconfigu-
ration and Planning. *e distribution network reconstruc-
tion problem is a large-scale nonlinear mixed integer
programming problem. It is easy to converge to the local
optimum when solving so that the algorithm jumps out of
the local optimum and calculates to the global optimum
solution hot spot. *e methods for solving nonlinear op-
timization problems can generally be divided into mathe-
matical optimization algorithms and heuristic algorithms.
Among them, the mathematical optimization algorithm is
prone to the “curse of dimensionality” problem when
solving larger system decision-making combinations.
*erefore, the heuristic algorithm is more widely used in
comparison, such as the use of the following algorithms: the
experimental design of the three groups: the allocation net
reconstruction modus in the light of the used to gain re-
construction scheme 1 as group 1, an average load scenario is
established, and the reconstruction scheme 2 is solved as
group 2 and is used for comparison as group 3. We calculate
the period network loss index of each group of recon-
struction schemes and the homologous equivalence net wear
and tear power calculation, the homologous equivalence net
wear, and tear power calculation under the power. *e
obtained reconstruction optimization scheme and corre-
sponding index calculation are shown in Table 2.

*e calculation results of the total network loss of each
group of schemes are shown in Table 3.

*e average voltage in the node period of the allocation
net under each scheme is shown in Figure 2.

It can be seen from Figure 2 that the reconfiguration
optimization scheme obtained by the method proposed in
this paper makes the average voltage of each node more
balanced during the period, and the network operation is
improved. Table 3 shows that the reconstruction scheme 1
has taken many by optimizing the network loss index of the
scheme period. Compared with the reconstruction scheme 2,
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the performance is better in the whole period, and the actual
quarterly total compared with scheme 2, the network loss is
decreased by 42.54MWh. Compared with scheme 3 without
the optimization of allocation net reconstruction, the grid
power scheme 2 is decreased by 298.88 MWh. From the
calculation of the indicators of each scheme in Table 2,
scheme 1 also shows simply using a single average load value.
Instead of load characteristics, it is impossible to obtain the

optimal reconstruction scheme within the allocation net.
*e simulation of the example verifies the feasibility of the
allocation net reconstruction and planning method based on
the analysis of the operation scenario.*e lack of calculation
and analysis tools leads to the remediation plan relying more
on manual experience and lack of rigorous calculation and
analysis. *e results of the example show that the recon-
struction and planning scheme considering the regional

Table 1: Comparison of network loss scenarios.

Scenes Scenario
duration Duration ratio (%) Scenario network loss Scenario network loss index Scenario actual network loss amount

1 161 22.36 127.96 28.61 20.86
2 147 20.42 591.66 120.80 87.49
3 159 22.08 40.49 8.94 6.56
4 147 20.42 201.85 41.21 29.85
5 106 14.72 358.51 52.78 38.32
Sum 720 100 1320.47 252.34 183.08

Start

Finish

Running Scenario
Cluster Analysis

K typical scene
construction

Typical scene
duration T

Time period network
loss index H

Optimized model
building

Genetic Algorithm
Optimizing x

Figure 1: Process of allocation net reconfiguration.

Table 2: Reconfiguration solutions and corresponding performance.

Group 1 2 3
Reconstruction plan 9,14,28,33,36 7,9,14,28,32 33,34,35,36,37
Network loss index H during the plan period 154.76 173.8 307.93
Network loss P under the average load scenario 146.67 139.98 246.84

Table 3: Calculation results of total network loss of each solution.

Group 1 2 3
Quarterly actual total network loss 343.95 386.49 685.37
Equivalent total network loss for scenario analysis 341.71 383.75 679.91
Calculation error 2.24 2.74 5.46
Equivalent total network loss for average load scenarios 323.85 309.08 545.02
Calculation error 20.1 77.41 140.35
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allocation net operation scenario can be more effective than
considering a single operation scenario. It fits the load power
consumption characteristics of the region, and the overall
performance is better.

5. Conclusion and Outlook

*is paper mainly studies and applies the data of each system
in the allocation net, and carries out the research on the
optimization planning of the medium-voltage allocation net,
including the identification of the wiring pattern of the
medium-voltage allocation net and the optimization and
expansion planning of the network frame reconstruction.
*e data of the method study come from the allocation net
GIS system, production management system, operation
management system, metering system, and allocation net
automation system, based on the CIM model obtained by
each system, regional historical load data, load increase, and
decrease report data research. *e topology analysis and
wiring pattern recognition of allocation net based on CIM
are realized.

5.1. Summary. Aiming at the related problems in the op-
timization and planning of allocation net reconfiguration,
an allocation net data-driven allocation net operation
scenario generation method is introduced. *e typical
operation scenarios of allocation net reconstruction are
generated. In the region and the information of industrial
expansion and installation, the planning scene of the al-
location net is generated, and the effectiveness of the scene
generation is analyzed. *e mathematical model and so-
lution method of allocation net reconfiguration and
planning are introduced, and the mathematical model of
allocation net reconfiguration and planning for operation
scenario analysis is established based on the time period
network loss index. Since the mathematical model has high
requirements on the global convergence ability, a relatively

mature genetic algorithm with strong as algorithm, and
coding method of the genetic algorithm and the effective
solution judgment method are introduced. *e data-driven
allocation net optimization planning method is as follows.
*rough the allocation net topology analysis and wiring
pattern recognition, the wiring to be optimized with heavy
overload problems is found, and the reconstruction opti-
mization solution is given priority. We make expansion
plans. *e simulation of the example verifies the feasibility
of the allocation net reconstruction and planning method
based on the analysis of the operation scenario. *e results
of the example show that the reconstruction and planning
scheme considering the regional allocation net operation
scenario can be more effective than considering a single
operation scenario. It fits the load power consumption
characteristics of the region, and the overall performance is
better.

5.2. Prospect. Although the research has achieved certain
results, there are still many problems that need to be im-
proved. *e research prospects are as follows:

(1) *e historical load data from the allocation net and
how to make full use of the historical load data to
construct a more realistic operation scenario can still
be deeply considered and studied, in the planning
research of this paper; although a certain loadmargin
is reserved in the setting of the allocation net
planning requirements, there are still many uncer-
tain factors in the actual allocation net operation,
such as the uncertainty of the future load. *e re-
search considerations such as the uncertainty of
electricity prices and electricity prices are still not in-
depth enough.

(2) In the proposed method for optimization, recon-
struction, and expansion planning of allocation net
operation, the optimization algorithm used is the
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Figure 2: Node voltage under each solution.
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widely used genetic algorithm, but when applied to
large-scale networks, local optimal results may still
occur. Improvements in use can still be studied.
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Artistic graphic design is the aesthetic result of the designer’s fusion of various elements, with a high degree of independence.
Considering the lack of signi�cant visual design scope and aesthetic indicators of graphic design, our research aims to build an
upgraded network model that can categorize di�erent types of artistic graphics with labels and realize the free combination of
graphic solutions. We realize the scheme reorganization of artistic graphic design from the perspective of computer vision and
propose the artistic graphic design method based on memory neural network. We built a computer vision environment and
reconstructed the computer vision network to set up an independent deep camera vision range calculation law. Considering the
artistic graphic region segmentation problem, we propose the self-attentive mechanism, which can quantitatively segment
di�erent artistic graphic regions according to temporal features, before arranging them in a sequence to obtain the graphic region
feature vector. We also add the LSTM structure based on the attention mechanism to match with the self-attention features of the
graphical region segmentation module and pass the matched attention feature vector to the LSTM network to extract the labeled
text feature information of the graphs. To test the e�ectiveness of our method, we build a database of artistic graphics and set up an
adaptive training process. We also compared deep learning methods of the same type, and the experimental results proved that
our method outperformed other deep methods in artistic graphic design by keeping the scheme reorganization accuracy and
quantitative evaluation of artistic models above 90%.

1. Introduction

�emost critical purpose of art graphic design is to solve the
positioning solution and emergency plan of the product in
the complete solution. During the establishment of the �nal
solution of the product, di�erent design processes and
emergency measures need to be presented in visual com-
munication in real time [1, 2]. Based on the artistic design
needs of the client’s feedback, the appearance and approach
are reconstructed in terms of appearance, methodological
improvement, and style review on di�erent levels such as
screen, space, structure, and logic. In the �eld of visual
design, textual language is active in another way in the
coordination of solutions. Professional artists and design
will communicate textual elements to the audience in visual
form according to the client’s perception of the product, and
this creative design style is the key point of �guration of
artistic graphic design [3]. �e representation of artistic
graphics is shown in Figure 1.

�e elements of art graphic design consist of both static
and dynamic, and for all artistic design, graphic design
applies to a range of disciplines such as painting, sculpture,
and drawing. Graphic design as a basic discipline is widely
used in various art industries and is also used in industry.
Selecting independent design elements, building perceptual
logic models, and constructing visual environments
according to di�erent design principles are all part of artistic
graphic design. Considering the high professional require-
ments of artistic graphic design for manual labor, many
researchers started to study automatic combination systems
for artistic graphic design [4–7]. �is research requires the
integration of an artistic graphics database, computer vision
unit, deep learning algorithm unit, data preprocessing unit,
etc. Many researchers have already started their work
accordingly.

Artistic graphic design solutions generate many unstable
situational factors when it comes to human-environment
communication scenarios. When dealing with image key
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issues feature extraction, most researchers take the approach
of fusion of different algorithms. Behavior recognition al-
gorithms are mainly justified for personal graphic design,
and image recognition algorithms are mainly utilized for
environmental static buildings [8, 9]. Combining the two
algorithms, dynamic features of the person and static fea-
tures of the environment can be obtained separately, and
matching the appropriate classifier can subdivide the per-
son’s action features andmap themwith static features. Most
researchers in artistic graphic designers prefer to use deep
learning methods in the experimental phase [10–14]. Deep
neural networks can capture different types of graphical
features, and in artistic scene construction, different levels of
combinations can be generated in the design scheme
depending on the database coverage of the graphics. Each
combination has independent network training parameters
with generalizability. In the early visual communication
research, researchers tried to construct 3D scenes using deep
cameras, using deep learning algorithms to learn pixel el-
ements in the scenes, and embedding the trained models
into the artistic graphic design system, which can auto-
matically match different scene combinations according to
the customer’s needs. Customers can choose the corre-
sponding graphic design solutions according to their needs.
)e application of deep learning accelerates the speed of
scenario design and reduces the complexity of scenario
design. In convolutional neural network weight screening,
the training parameters and weights can be specified within a
specified threshold according to the complexity of the
original graphic data, and the model with the best graphic
design is used in the test results.

)e current character recognition algorithms cannot
achieve nodal feature connection at the temporal level,
resulting in missing longitudinal features between nodes at

the time of acquisition. In the process of predicting behavior,
artistic graphic design requires the dynamic coexistence of
character features and environmental features, but the
spatial information error is impossible to compensate for at
the temporal level, which causes the problems of time
consuming, inefficient, and low accuracy in image design
solution generation [15–17]. To meet the special needs of
different artistic graphic designs, some researchers have
adopted 3D scanners for scene reconstruction and then used
motion capture methods to reconstruct characters and
environments on demand. Such an approach enables di-
rected scene reconstruction for different graphic design
projects, and researchers who adopt this method mostly use
RGB images in the selection of behavior recognition data.
Although this method has high timeliness and low experi-
mental cost, it is the preferred method for most researchers.
However, the method requires a certain experimental en-
vironment, and the graphical design scheme can be mis-
combined in the case of unstable nonstructural factors. To
solve this problem, some researchers have used an ap-
proximate linear method to optimize the data minimization
problem and extracted to generate predefined templates on
the scene reconstruction combination problem to prevent
combination errors that lead to system whiteout [18, 19].

Considering that the graphic design contains skeletal
information of each node in the character model recon-
struction, there is a directional problem between the nor-
malization of skeletal information and vector information
transfer, which reduces the generalization of the character
graphic design. )e extraction of temporal level behavioral
features from skeletal information becomes exceptionally
difficult under the dual effect of nonstructural factors [20].
To solve this problem, some researchers strictly control the
input of experimental conditions to reduce the influence of
nonstructural factors. )e depth camera is used as the only
channel for depth information extraction, and the correla-
tion between temporal convolution features and behavioral
labels is obtained by matching the data video frame rate with
the temporal convolution layer. In the matching of skeletal
points with skeletal joints, some researchers try to create
multiple spatial dimensions to match from different mea-
sures as a way to obtain the maximum match. )e results of
reasonable graphical design tests can be filtered according to
the set range of criterion values [21–24]. When setting the
graphic windows dynamically, all the dynamic windows are
set to a uniform size to avoid the problem of inconsistent
output features, and it is the deep neural network that can
flexibly identify multiple skeleton sequences when receiving
skeletal point feature data to increase the robustness of the
model. We analyzed the visual effects and principles of
composition of artistic graphic design. Considering the
differences and independence of art graphic design, we
realize the scheme reorganization of artistic graphic design
from the perspective of computer vision and propose a
memory neural network-based artistic graphic design
method.

)e rest of this study is organized as follows. Section 2
presents the history of research and research results on the
intelligent design of artistic graphics. Section 3 describes in

Color Balance

RegularEmphasis

Figure 1: Expression of artistic graphics.
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detail the principles and implementation process related to
visual memory neural network-based art graphics design.
Section 4 shows the related experimental setup, the exper-
imental data set, and the analysis of the experimental results.
Finally, Section 5 summarizes our research and reveals some
further research work.

2. Related Work

In the process of character graphic design, artists and
technicians have different requirements for the effect of the
dynamic presentation of characters, and there is a gap be-
tween the overall retention effect of graphics and the effect
achieved by deep neural network models. To balance the
requirements of both artistic design and technical pro-
cessing, some researchers try to use RGB graphic data as the
input of the scheme combination, and for the requirement of
optical flow information in the scheme, graphic design
artists require full traversal of still life appearance and dy-
namic character features. Some of the node-tracking in-
formation is often lost in the implementation process of
technicians, and the behavioral linear resolution cannot be
completed for dynamic character features. )erefore, some
researchers have treated the above features separately, with
the study in literature [25] oriented toward still life contour
feature acquisition and the study in literature [26] oriented
toward dynamic character skeletal point optical flow in-
formation feature capture. In addition, researchers in the
literature [27] proposed a dense trajectory extraction al-
gorithm for still life feature classification, which is based on
the SVM algorithm and classified by feature association, and
the efficiency of this classification method is experimentally
proven to be excellent. Researchers in the literature [28]
optimized the former study based on the addition of RGB
cameras to capture optical flow features and optimize the
bad trajectory data by matching the trajectory information
co-generated by optical flow features with dense trajectories.
Traditional RGB algorithms require manual labeling of
behavior types and preprocessing management of data labels
to prevent behavior label overlap. )e biggest drawback of
the RGB algorithm is that it relies too much on manual label
classification design, and cannot freely combine solutions
according to feature types in the graphical design combi-
nation scheme.

Traditional graphic design solution combination
methods do not perform well at the level of accuracy and
speed, and the graphic solution classification and frame rate
processing effects cannot achieve real-time results. Some
researchers have tried to optimize the visual graphic design
solution combination using deep learning methods. Deep
neural networks for graphic design can process the visual
effects brought by graphic design solutions from the pixel
level, and different visual presentation effects are easier to
achieve at the pixel level according to the specific needs of
the customer. Researchers in the literature [29] proposed a
two-layer CNN algorithm when dealing with graphic design
optical flow features, and the method can obtain deep pixel
features between combinations of graphic schemes. Re-
searchers in the literature [30] optimized based on dual-

stream neural networks and proposed an independent frame
feature fusion convolution algorithm, which was designed to
achieve feature optimization and compensation in the deep
convolution of graphic features in the first and second layers,
and the experimental final output of the graphic design
model was tested with better efficiency.

A convolutional neural network, as the most basic
network structure for image recognition, is more relevant for
video data with continuous frames. Compared with single-
frame data processing, graphic contextual feature infor-
mation is more easily linked. If a series of natural language
processing neural networks are to be adopted for graphic
sequences, they will be more closely related to the inte-
gration requirements of data sequences. Recurrent neural
networks were the initial adaptive training model used in
this study to complete the pretraining of primary combi-
natorial solutions for graphic design. As graphic design
became more demanding at the artistic level, the researcher
gradually focused his research on the complementarity of the
strengths between different neural networks. In the literature
[31], a recurrent neural network and a memory unit network
were fused in dealing with the graphic design sequence
problem, and an ordered graphic sequence integration was
accomplished with the assistance of attention mechanisms.
)e literature [32] utilized computer vision to complete the
directed graphical visual scene reconstruction in advance,
and the method was also directly cited as a template by
subsequent studies, which reduced the time cost and ex-
perimental cost and improved the efficiency of visual re-
construction. )e literature [33] proposed a two-layer
network nesting structure, where the authors selectively
arranged some structures of RNN and LSTM algorithms in a
spatial network in a flashback manner, and the graphical
input was also RGB data. Researchers in the literature [34],
on the other hand, proposed a new and improved LSTM
approach, where the authors proposed the model for dense
graphical target labeling and segmentation, where the input
and output times are automatically ordered according to the
matched image sequences in the design of the attention
mechanism. To address the influence of unstructured fac-
tors, some researchers try to represent the graphical design
in 3D space with RGB three channels as the width of feature
extraction, and the method is experimentally proven to work
better in the face of graphical design schemes with depth
information. Some researchers extract interference infor-
mation in the original graphic data and realize label mapping
linkage through interference information and unstructured
factors, which can directly filter out most unstructured
factors during the model training process. )e method
works better in subsequent experimental demonstrations
but is more dependent onmanual processing of the raw data,
which is more workload.

3. Method

3.1. Computer Vision Reconstruction. In graphic recon-
struction design, the mapping relationship between pixel
distances and realistic distances of graphic designs is usually
determined from a two-dimensional graphic pixel
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coordinate system. To ensure the accuracy, most re-
searchers use the camera calibration method, through
which the graphic elements under the pixel coordinate
system can be converted to the world coordinate system by
the camera calibration operation. )e system of automatic
combination of schemes for artistic graphic design is to
realize automatic extraction of artistic graphic features, an
automatic combination of schemes, etc. For this purpose,
we designed a computer vision reconstruction mathe-
matical equation as follows:

xti
′ � f1 xij

′ ,

yti
′ � f2 yij

′ ,
(1)

where f represents the mapping association between real
coordinates and pixel coordinates, and the automatic
transformation of the projection matrix can be done given
the predetermined pixel coordinates.

According to the art graphic design requirements, the
corresponding heights and nodes of different design patterns
can be obtained according to the camera calibration. For
irregular geometric art graphics, we can zone the graphics
and subdivide them into rectangles, squares, triangles, and
so on. Rectangles and squares are relatively easy to calculate
and can be directly brought into the mathematical equation.
For triangular clusters, trigonometric functions need to be
added to the original equation to calculate the node distances
and feature vector information of the art figure. )e com-
puter vision system is built as shown in Figure 2.

For a given graphic design target, dimensional mapping
and pixel coordinate positioning can be done within the first
line of action. In a real scene, the dynamic movement
distance can be accurately measured in the projection and
camera angle as long as the range of the graphic design target
is within the range limit. )e area between the first action
line and the second action line belongs to the maximum
distance where the depth information of the depth camera
acts, and within this area, it can be used for 3D graphic
design, and the spatial information of each graphic node can
be accurately recorded in the detailed vector information
due. )ose beyond the second action line belong to the
invalid region. According to the calculation equation of the
triangle function, we can get the information of camera
angle, action line angle, action range angle, and the angle of
nodes inside the graphical target.)emathematical equation
of the clip angle calculation is shown below.

α � arccos
d2aj + d2ak − d2jk

2daj × daj

⎛⎝ ⎞⎠ − arcsin
djd × sin ∠ajk

dad
 

− arcsin
dek × sin ∠ajk

dae

 .

(2)

3.2. Self-Attentive Based Neural Network for Artistic Graphic
Design. We refer to many literature on the construction of
neural networks for graph design, and according to our need

for graph design solutions with only combinations, we use the
partial structure of convolutional neural networks and tem-
poral convolutional networks. In the temporal convolutional
network part, we divide the graphics into different regions, all
of which will be arranged in a certain order, assuming that the
input sequence is X � (x1, x2, . . . , xn), n represents the
number of graphic design time regions division, and xi
represents the pattern node data in the ith feature acquisition
stage of the art graphics, which is represented as a projection
matrix with dimensions T×M×D dimensions, where D
represents the graphic design dimension, T represents the
temporal label of the region, andM represents the number of
graphic nodes. In the structural design of the temporal
convolution layer, we use a 3× 3× t filter as the initial feature
extraction, set the pooling layer to 3× 3×1, and the rest of the
initial convolution layer dimensions are set to 3× 3× 3. )e
last graphical temporal convolution result will come with the
temporal depth information of all the previous convolution
layers, and according to the temporal depth range obtained
from the test, the best temporal convolution result can be
retained for each feature [35].

We segment the art graph into regions and then combine
the node vector features of each region into different se-
quences, each sequence will also be subjected to pooling
operation and batch normalization after the initial convo-
lution calculation. Finally, n feature vectors of different time
regions of the art graphics at the time level will be obtained.
Each set of sequences represents a combination of art
graphics in an independent period. )e scale of each
graphical feature is X ∈ RN×M×K, where K represents the
feature dimension of each time region node. On top of this,
we add an attention mechanism to weight the weighted
features of each art-graphic region. To migrate the self-at-
tentive weighted features to the original art graphics, we
reshape the region nodes in the attention network. As-
suming that the expression of the region node X after
reshaping is Y � [y1, y2, . . . , ym], where yi ∈ RNK, by for-
warding propagation network we define the self-attention
weighting calculation ai as the following equation:

ai � σ W
a

× yi + b
a
i( , i � 1, 2, . . . , m, (3)

where Wa and ba
i denote the self-attentive parameters with

matrix bias and σ(∗ ) represents the activation function. We
denote the mathematical equations of the self-attentive
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Figure 2: Computer vision system construction.
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model as satt � [s1, s2, . . . , sm] in the artistic graph input
matching X ∈ RN×M×K. To ensure the generalization of the
input graphics in, we denote the attention graph as
A ∈ RN×M×K, where K represents the artistic graphics fea-
tures after K feature extractions. Finally, we weight all the
previously obtained features for conversion, and the
mathematical equation is as follows:

fn � A · X,

f
(1)
n � FNN MultiHead f

(0)
n , f

(0)
n , f

(0)
n   ,

(4)

FNN stands for feed-forward neural network and f(1)
n

features of node sequences in art graphics regions.

3.3. Attention-Based LSTM. To facilitate the traversal and
association of temporal convolutional features, we used the
LSTM algorithm as an association network, and to the
LSTM, we added an attention mechanism to associate with
the self-attention layer in the temporal convolutional net-
work. Our proposed visual memory neural-based art
graphics design network is shown in Figure 3.

In the above figure, c represents the comprehensive fusion
output of the attention feature vector, and ρ represents the
average weight fusion output of the attention feature vector.
During the reorganization of the art graphic design scheme, we
assigned a different focus of attention mechanism to each
graphic area. In the face of different art styles, each art style was
evaluated under the artist’s assessment with multiple indicator
scores according to the differences in expression. For example,
the difference between color art and rule art, color art mainly
emphasizes RGB pixel intensity and establishes the assignment
point of color art attention mechanism based on the local pixel
threshold response.)e contour intensity is mainly used as the
threshold response for rule art, and the attention mechanism
assigns weights based on the response threshold. In each pe-
riod, the improved LSTM network can extract feature vectors
of the same dimension from the same attention mechanisms.
In this way, different dimensional features are extracted in
batches, and finally, the global graphic combination scheme
features are obtained in the final class.

Suppose the art graphics data has N feature sets
f � [f1, f2, . . . , fn], each of which is obtained in the dual
association role of temporal convolutional network and long
short-termmemory network. When the feature sets are used
as input, the inverse network of the temporal convolutional
layer receives only one fused feature graph at a time, and the
first half of the network can output a high-level feature graph
at any time under the action of the LSTM network, and the
outputs of the different dimensional attention mechanisms
are calculated as shown below.

hi � g fi( , i ∈ (1, n),

Q � h1, h2, . . . , hn ,

α � softmax w
Ttanh(Q) ,

r � QαT
,

(5)

where g denotes the extraction method of LSTM network in
artistic graphic region features. Q represents the combina-
tion of temporal features in different dimensional outputs. If
the feature outputs in the same dimension are used as local
feature sequence inputs, the forgetting gate will not be able
to filter useful features due to the existence of blank features
between periods. α denotes the attention of n features in the
predicted output of the memory network unit. r denotes the
weighted sum of attention of all time dimensions. To solve
the problem of the inconsistent combination of multiple
artistic graphics schemes and uncoordinated input dimen-
sions, we also propose a graphics feature compression
method based on variable pooling operations. )is method
can compress the attention of different dimensions
according to uniform dimensions and decompress the
uniform features at the graphical design combination net-
work layer, and each network layer has a built-in data
preprocessing layer to avoid the problem of confusing data
formats. )e variable pooling feature compression network
is shown in Figure 4.

4. Experiment

4.1. Training. Artistic graphic scheme free combination
model for scheme requires huge graphic database support.
For the creation of the database, the database classification
can perceive the differences in art graphics in drawing style,
color, and contour, to extract the different features of each
type in the deep neural network. We map the depth in-
formation in the depth camera to the pixel coordinates, to
obtain the representation of the contour nodes in space
according to the graphic contour extraction algorithm. )e
pixel coordinates and depth information will produce in-
formation mapping in two different data sequences, and to
check whether the graph and combination classification are
unified, we set independent region thresholds. It has an
excellent scheme combination effect for still life graphics. In
the model training process, we plan a reasonable training
process according to the demand for artistic graphics
combinations, as shown in Figure 5.

4.2. Data set. At the initial stage of the art graphics database
creation, we invited professional art aestheticians to evaluate
art graphics for aesthetic indicators, object emphasis, color
harmony, balance elements, motion blur, and other indi-
cators and developed an independent evaluation system. In
the art graphics design data collection, we manually labeled
the art graphics that have generated economic benefits, and
the labeled information contains graphic size, artistic cat-
egory, combination direction, etc. For the database sequence
classification, we adopted the rule of thirds and experi-
mentally reconstructed a quantitative evaluation model. In
the quantitative evaluation model, the art graphics’ ease of
use, aesthetics, balance, and contrast remain the perfor-
mance evaluation benchmarks for the automatic art graphics
combination model. In all art graphics data sets, we set 80%
of the training set and 20% of the test set. In the experimental
implementation of the art graphics data set, we defined only
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three categories of artistic graphics at the beginning of the
study, namely color category, regular combination category,
and multiple arrangement category. )e details of the art
graphics data set are shown in Table 1.

4.3. Analysis. In the prior experiments, we found in the
method validation experiments that machine learning
methods have poor accuracy in the visual communication of
artistic graphics and cannot achieve real-time requirements.
Deep learning methods perform better in the scheme
combination of artistic graphics; therefore, in the later ex-
periments, we use deep learning methods as the base ref-
erence. In the first stage of experiments, we compare the
effect of three methods, CNN [36], RNN [37], and LSTM
[38], on the combination of artistic graphics. )e first phase
experiments are evaluated in terms of precision (P) and
recall (R). )e experimental results are shown in Table 2.

According to the experimental data in Table 2, it is clear
that the combination of artistic graphic design solutions
performs better in the image-based deep learning approach.
However, the image-based deep neural network method
cannot access the information contained inside the artistic

graphic labels and cannot achieve the fusion and general-
ization of data features at the textual level. )e accuracy of
CNN-like methods stays around 80% in the three types of
artistic graphic scheme combinations. Our method incor-
porates not only CNNmethods but also LSTMmethods.)e
structure of the dual network makes up for the model’s
feature capture of textual information of art graphics, and
the joint mapping of pixel features and textual features can
effectively compensate for the shortcomings of the pure
image-like methods. )erefore, the experiment proves that
our method can keep the accuracy above 90% in all the art
graphics combinations, which is significantly better than
other methods.

In the second phase of the experiment, we validated the
artistic graphic aesthetic index. Based on the opinions of
professional art aestheticians, we chose three important in-
dicators for validation: Balance Element (BE), Color Har-
mony (CH), and Object Emphasis (OE). )e balance element
is to verify the visual balance of art graphics after recon-
struction. Color Harmony is to verify that the artistic graphic
features are fully captured at the pixel level. Object Emphasis
is to highlight the art graphics in similar combination
schemes. )e results of the experiments are shown in Table 3.
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)e experimental data in Table 3 shows that the best
performing type of art graphics among the balanced ele-
ments is the multiple arrangement art graphics, which is
more advantageous when evaluating the balanced elements
because of the multiple arrangement graphics with different
combinations of elements. In the color harmony, the best
effect is in the color art graphics, and the color harmony
index is not good enough because the regular combination
andmultiple arrangements pay more attention to the outline
and space planning. Target emphasis performs well in all

Graphic Data

2D Graphic pixel
coordinates

Graphic area segmentation
point depth information

Depth feature estimation

Graphic area segmentation
point remapping

Identify the categories

Whether the graphics combination
scheme meets the preset criteria

Output Feedback

Our model

Yes
No

Combination

Figure 5: Art graphic design model training process.

Table 1: )e detail of art graphics data sets.

Data sets
Color Regular combination Multiple arrangement

Train 42880 34880 53040
Test 10720 8720 13260
Total 53600 43600 66300

Table 2: Experimental results of combining the accuracy of dif-
ferent art graphics schemes.

Color Regular
combination

Multiple
arrangement

P (%) R (%) P (%) R (%) P (%) R (%)
CNN 73 83 85 86 80 83
RNN 66 75 61 74 69 76
LSTM 77 76 79 77 71 79
Ours 93 89 95 90 90 89

Table 3: Experimental results of the accuracy of aesthetic indicators
of art graphics.

Color Regular combination Multiple
arrangement

Balance element 0.89 0.87 0.92
Color harmony 0.96 0.81 0.90
Object emphasis 0.92 0.96 0.95
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three art types. )is shows that we should fully consider the
role of color harmony and balance elements when classifying
database categories. Our method maintains an accuracy rate
of 80% in both evaluation indexes, and the experimental data
are more accurate in the actual test, thus showing the high
efficiency of our method in the experiment.

In the third phase of the experiment, we validated the art
graphics quantitative evaluation model, and we tested the
experimental performance in the three phases according to
the three aspects of art graphics design ease of use, graphic
combination balance, and graphic category aesthetics, and
the experimental results are shown in Table 4.

From the above experimental results, it can be seen that
CNN and RNN methods are not stable enough in the
quantitative evaluation model. )e LSTM method keeps
above 0.8 in the quantitative evaluation model, and due to
the memory units embedded in the LSTM network, the
under-conditioned feature vectors can be selectively
screened in the quantitative evaluation model through the
forgetting gate. Our method achieves 0.9 in the quantitative
evaluation model, which shows that our method outper-
forms other deep learning methods and proves the supe-
riority of our method.

5. Conclusion

In this study, we analyze the visual effects and principles of
composition of artistic graphic design. Considering the
differences and independence of artistic graphic design, we
realize the scheme reorganization of art graphic design from
the perspective of computer vision and propose the method
of art graphic design based on memory neural network.
Referring to numerous deep learning methods such as CNN,
RNN, and LSTM, we experimentally validated each method
and finally designed a two-layer network structure based on
CNN and LSTM networks. We built a computer vision
environment and reconstructed the computer vision net-
work to set up an independent deep camera vision range
computation law. Considering the artistic graphic region
segmentation problem, we proposed a self-attentive
mechanism, which can quantitatively segment different
artistic graphic regions based on temporal features, after
arranging them in a sequence to obtain the graphic region
feature vector. In the last part of the network structure, we
propose the LSTM structure based on the attention
mechanism to match with the self-attention features of the
graphic region segmentation module and pass the matched
attention feature vector to the LSTM network to extract the
labeled text feature information of the graphics. To test the
effectiveness of our method, we build a database of artistic
graphics and set up an adaptive training process. We also

compare deep learning methods of the same type, and the
experimental results demonstrate that our method outper-
forms other deep methods in artistic graphic design in terms
of scheme reorganization accuracy and quantitative evalu-
ation of artistic models.

Intelligent design of art graphics is a very complex study,
where visual scene construction and graphic area segmen-
tation are key point technologies. In the research of this
paper, we only choose three simple art categories as research,
in fact, there are more complex art categories. In future
research, we will try more art types and use the two-layer
LSTM algorithm to enhance the feature capture range of the
model and improve the generalization of the model.
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[27] H. Wang, A. Kläser, C. Schmid, and C. L. Liu, “Dense tra-
jectories and motion boundary descriptors for action

recognition,” International Journal of Computer Vision,
vol. 103, no. 1, pp. 60–79, 2013.

[28] F. Perronnin and C. Dance, “Fisher kernels on visual vo-
cabularies for image categorization[C],” in Proceedings of the
2007 IEEE conference on computer vision and pattern recog-
nition, pp. 1–8, IEEE, Minneapolis, MN, USA, 2007.

[29] K. Simonyan and A. Zisserman, “Two-stream convolutional
networks for action recognition in videos[J],” Advances in
Neural Information Processing Systems, vol. 27, 2014.
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Garćıa-Bermejo, “Classification of architectural heritage im-
ages using deep learning techniques,” Applied Sciences, vol. 7,
no. 10, p. 992, 2017.

[35] K. He, X. Zhang, and S. Ren, “Deep Residual Learning for
Image recognition,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pp. 770–778, IEEE,
Las Vegas, NV, USA, 2016.

[36] J. Gu, Z. Wang, J. Kuen et al., “Recent advances in con-
volutional neural networks,” Pattern Recognition, vol. 77,
pp. 354–377, 2018.

[37] W. Zaremba, I. Sutskever, and O. Vinyals, “Recurrent neural
network regularization,” arXiv preprint arXiv, vol. 1409,
p. 2329, 2014.

[38] S. Hochreiter and J. Schmidhuber, “Long short-term mem-
ory,” Neural Computation, vol. 9, no. 8, pp. 1735–1780, 1997.

Scientific Programming 9



Research Article
An Empirical Study on the Training Characteristics of Weekly
Load of Calisthenics Teaching and Training Based on Deep
Learning Algorithm

Hao Xu ,1 Huiying Feng,2 and Zhangrong Liu2

1Department of Physical Education, Fujian Forestry Vocational and Technical College, 353000 Nanping, China
2Fujian Forestry Vocational and Technical College, 353000 Nanping, China

Correspondence should be addressed to Hao Xu; xuhao@sg.edu.vn

Received 25 May 2022; Revised 18 June 2022; Accepted 28 June 2022; Published 16 August 2022

Academic Editor: Lianhui Li

Copyright © 2022Hao Xu et al.�is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Load training is an important part of the daily training of aerobics athletes. �erefore, the research on the characteristics of
aerobics movement of athletes in load training has been paid extensive attention by teaching units. Deep learning algorithm in
arti�cial intelligence algorithm is used to study the characteristics of calisthenics teaching and training, which is a bene�cial
exploration to improve the scienti�c of calisthenics training programs. �e basic principles of the neural network algorithm and
implementation process are described. After the basic structure and characteristics of the network are analyzed, a comprehensive
solution to optimize and improve the regularized deep belief network algorithm is proposed.�e results show that compared with
other learning algorithms, the feature classi�cation error rate of the optimized regularized deep belief network algorithm is 6%
lower than that of other algorithms. Although the training speed of the model decreases, the convergence period of the deep neural
network algorithm can better achieve the extraction accuracy of abstract features of training data when the deep learning period
increases. Being less a�ected by input parameters, the algorithm will have better stability and be more conducive to extracting the
features favorable to classi�cation. In the �eld of deep learning, the advantages of the deep neural networks can e�ectively classify
the training characteristics of aerobics athletes and provide scienti�c decision-making basis for subsequent teaching and training.

1. Introduction

Arti�cial intelligence algorithms supported by machine
learning, deep learning, and other theories, with the help of
computer-aided platforms, better realize accurate and e�-
cient rule classi�cation and feature mining of large amounts
of data. In the training of aerobics, a lot of functional
training is needed, so it is necessary to e�ectively improve
the level of aerobics skills. In the past, the research on feature
data of functional training mainly relied on arti�cial means,
and the analysis period was often long and the analysis e�ect
was not very ideal. In this paper, the deep neural network is
introduced to carry out feature classi�cation research on the
load characteristics of aerobics teaching and training, aiming
to �nd out the movement characteristics of athletes’ func-
tional aerobics training accurately and to provide scienti�c

and accurate data support for the optimization of subse-
quent training programs.�emain direction of this research
is to discuss the feasibility of neural network algorithms in
deep learning theory by analyzing the basic theory of arti-
�cial neural networks. Based on the deep belief model, the
regularized deep belief network algorithm with batch nor-
malization is constructed. �e simulation results show that
the optimized regularized deep belief network algorithm has
advantages in the accuracy of feature classi�cation and al-
gorithm iteration.

A deep neural network plays a very good supporting role
in feature extraction, pattern recognition, and other aspects.
�e principle of a feature extraction algorithm based on a
deep neural network is to select important feature infor-
mation from research data by simulating the information
characteristics of the biological nervous system. In this
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paper, the study focuses on the neural network algorithm,
pays attention to the latest achievements in the field of in-
depth learning, analyses the basic modules, model structure,
and implementation process of the in-depth neural network,
explores how to better improve the advantages of the
indepth neural network algorithm, and helps to effectively
classify the characteristics of athletes’ load training in
Aerobics Teaching and training.

(e deep learning theory is introduced to the basic
artificial algorithm. Based on the need of extracting load
training features, which are optimized to improve the ac-
curacy and robustness of the deep neural network in mining
training features. For the analysis technology of the basic
principle and process of the artificial neural network, in-
sufficient training of traditional deep belief network, com-
bined with batch normalization algorithm, a batch
orthodoxy classification method is proposed, and the
modified optimization algorithm is applied to the classifi-
cation of aerobics load training characteristics. Experiments
show that the optimized deep belief network effectively
enhances the classification and mining of large-scale and
complex training data by the neural network algorithm and
provides real and reliable data support for the subsequent
optimization of the aerobics teaching program.

(e main contents of this paper are as follows: Section 1
discusses the advantages of deep neural network algorithm
in data feature classification and how the artificial intelli-
gence algorithm based on computer technology can effec-
tively and accurately analyze complex data. Section 2
describes the principle and advantages of the deep neural
network algorithm and puts forward the original intention
of this paper. (e principles and implementation process are
described. Section 3 gives the design flow of the deep neural
network algorithm. (e reliability of the batch normaliza-
tion algorithm of the basic depth confidence network al-
gorithm for data feature classification is introduced. Section
4 introduces the optimization strategy and performance
characteristics of the hybrid algorithm which combines the
batch normalization algorithm and the depth neural net-
work algorithm. Section 5 summarizes the research content
of the optimized depth neural network algorithm and an-
alyses the future research direction of aerobics teaching
classification and training data mining.

2. Related Work

Research on neural networks by scholars at home and
abroad have been well applied in many industries and fields.
In the research on GPS positioning, Sun et al. proposed a
hybrid algorithm to improve the selection of optimal satellite
combinations. (e accuracy of satellite positioning is im-
proved by improving the accuracy of geometric dilution. [1].
In Wozniak and Giabbanelli’s research on forest data rec-
ognition, the way to improve the accuracy of recognition and
classification by BP neural network is discussed. (e clus-
tering algorithm is introduced to optimize the BP neural
network, which makes up for the slow convergence of the BP
neural network algorithm [2]. Tian et al. introduced an
optimized BP neural network to solve the reliability problem

of excessive noise data by using a new executive [3]. In the
application of gesture recognition, Li et al. discussed how to
improve the BP neural network algorithm to search for local
minima. By introducing the chaos principle, a hybrid al-
gorithm model of genetic algorithm and BP neural network
is constructed, which improves the quality of the optimal
solution of the algorithm [4]. Wang and Jeong discussed the
feasibility of optimizing the BP neural network by using
wavelet transform theory and discussed back propagation
characteristics [5]. Li et al. explored the application of op-
timization in the comprehensive error compensation of
multiaxis machine tools. By updating both the read factor
and amplification factor, the convergence effect of the al-
gorithm is improved. In practical application, an error
prediction model of machine tool processing accuracy is
constructed [6]. In Song et al.’s study on forest data rec-
ognition, the way to improve the accuracy of BP neural
network recognition and classification is discussed. (e
clustering algorithm is introduced to optimize the BP neural
network, which makes up for the slow convergence of the BP
neural network algorithm [7].

In academic research in recent years, Liu explored how
to use visualization tools to help users better interpret depth
models in recent years [8]. By developing and deploying an
interactive visualization system based on improved ActiVis
and constructing multiple coordinated views, the results of
deep neural network models at various levels, such as in-
stances and subexample, can be studied [9]. Ahn et al.
studied how to classify driver’s head data using a depth
neural network, and proposed a multitask learning depth
neural network based on the small gray images. (e mul-
titask learning to monitor accurately by using the multiview
pictures transmitted by sensors under different environ-
mental conditions such as illumination, vehicle vibration,
driver’s posture change, and external occlusion [10]. Sharma
et al. focused on how to reduce the operating bandwidth and
maintain the classification accuracy of the algorithm. By
constructing a bit-level processing element array, the op-
erating bandwidth of the deep neural network is dynamically
fused, so that the accuracy of the algorithm is not affected
under the finest granularity computing conditions [11].
Lubbers et al. introduced a layered interactive particle deep
neural network to study themolecular characteristics of two-
character computational data sets. (e deep neural network
achieves the most advanced prediction performance on
organic molecular data sets. It can also identify the uncertain
regions of the model while realizing the limited and accurate
prediction of energy [12]. Zhu et al. explore how to effec-
tively apply depth neural network in image classification. By
constructing a training model using features, the perfor-
mance of the algorithm is effectively improved [13]. Groene
al. studied the variance of human behavior and brain
measurement interpretation by building three feature
models. Among them, the deep neural network was used to
simulate the advanced visual features of human eyes. Ex-
periments show that the depth neural network can effectively
classify scenes, which is very similar to the function of the
human eyes [14]. In the research of computer single-layer
scanning data, You et al. explored the use of denoisingmodel

2 Scientific Programming



by the deep neural network, to improve the effective clas-
sification of images. Experiments show that this scheme can
improve the reliability of information retrieval and has a
good application prospect in clinical medicine [15].

(rough the analysis and application of artificial neural
networks and depth neural networks, it can be seen that
there are many good results of intelligent algorithms in
image classification, prediction models, image retrieval and
positioning, real-time picture monitoring, and other ap-
plications. However, under the support of current big data, it
is still a worthwhile research area to improve the intelligence
level of aerobics teaching and training by studying the
characteristic data of aerobics symbol load training.
(erefore, in this paper, the deep neural network algorithm
will be optimized, and it will be explored how the optimi-
zation algorithm model can provide strong data support for
feature classification in aerobics load training [16].

3. Methodology

3.1. Neural Network Algorithms. To solve the problem of
nonlinear separability, multilayer functional neurons need
to be used. (erefore, one or more hidden layers are usually
added between the input layer and the output layer. Both
hidden layers and output layers are functional neurons with
activation function and threshold. More generally, the
common neural network is the hierarchical structure shown
in Figure 1. (ere is no same-layer connection or cross-layer
connection between neurons. Such neural networks are
usually called multilayer feedforward neural networks. BP
algorithm is a typical learning algorithm with tutor guid-
ance. (e basic idea is to learn a certain number of sample
pairs (input and expected output), that is, the input of the
sample is transmitted to each neuron of the network input
layer. After being calculated by the hidden layer and output
layer, each neuron of the output layer outputs the corre-
sponding expected value [17]. If the error accuracy between
the expected value and the expected output does not meet
the requirements, the error is propagated back from the
output layer (note that the error is propagated) and modified
through the modification formula of weight and threshold,
so that the error between the output of the whole network
and the expected output is continuously reduced until the
accuracy is met. In other words, the BP network attributes
the error between the network output and the expected
output to the fault of weight and threshold. Backpropagation
apportions the error to each functional neuron. (e ad-
justment of weight and threshold should also be adjusted
along the direction of the negative gradient, which is the
fastest decline of the error function.

(e learning and training of the BP neural network
mainly include two processes: forward propagation and
error backpropagation. In the forward propagation process,
the external data variables are input from the input layer,
processed by the neural nodes of each hidden layer, then
transformed nonlinearly, and finally output information
from the output layer [18]. In this paper, an output error
prediction model of a parallel mechanism based on virtual
experiments and a BP neural network is constructed. A fast

prediction method for output error of parallel robot
mechanism is proposed. Considering the hinge installation
error and hinge axis error of the parallel mechanism, a
virtual prototype model containing the above input errors is
established. (e output error of the mechanism is solved by
virtual experiment simulation. It is assumed that the errors
of mechanical components in mass production obey normal
distribution and multiple groups of input error data subject
to normal distribution are constructed [19]. (en, the BP
neural network prediction model of the mechanism is
established. If the actual output result of the output layer
deviates greatly from the expected target value, the error
backpropagation is carried out. In this process, the error will
be backpropagated to each layer of BP neural structure one
by one, and the error value will be shared with all neural
nodes. Each neural node takes this information as infor-
mation to continuously and repeatedly adjust the connec-
tion weight between the input layer and the hidden layer, the
connection weight, and threshold between the hidden layer
and the output layer. Until the error is reduced to an ac-
ceptable level or until the preset number of learning times.
Its structure is shown in Figure 1.

From the above knowledge, the perceptron has only one
layer of functional neurons (the so-called functional neurons
are neurons with a threshold, and the input layer has no
threshold). It has poor learning ability and can only solve
linear problems, or even nonlinear separable problems such
as XOR.

To solve the problem of nonlinear separability, multi-
layer functional neurons need to be used. (erefore, one or
more hidden layers are usually added between the input
layer and the output layer. Both hidden layers and output
layers are functional neurons with activation function and
threshold. More generally, the common neural network is
the hierarchical structure shown in Figure 2. (ere is no
same-layer connection or cross-layer connection between
neurons. Such a neural network is usually called multilayer
feedforward neural network. (e BP neural network
learning algorithm flow is shown in Figure 2.

(e convergence speed is affected by the variety of error
surface distribution in two-dimensional space. (e factors
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Figure 1: Structure of BP neural network.
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that affect the stability and speed of nonlinear convergence
are mainly related to the model—mainly the structural
stiffness. For some structures, from a conceptual point of
view, it can be considered as a geometrically invariant stable
system. However, if the stiffness of several main members
with similar structures is very different, it may lead to large
errors in numerical calculation. (e gridding method is
essentially a method of using known point values for di-
mensional space interpolation. (e main differences be-
tween different methods are the range of sampling points
and the weight of known points. (e difference in sampling
point range is global interpolation and local interpolation,
and the difference in known point weight lies in the dif-
ference in weight function (basis function). Because the
multiple regression method is a trend surface mapping
method, and the local polynomial interpolation method can
also be regarded as the local trend surface method, that is,
using a surface to fit the known data can adopt different
powers, which is mainly used to distinguish the regional field
from the local field, so the method itself plays a role in
removing the fine structure. Although the number of hidden
layers can enhance the network’s ability to deal with negative

linearity, it will also bring too complex technical problems. It
is not right that the more the hidden layer is, the better the
situation will be. After it exceeds a certain number, the
number of hidden layers needs to be determined by ex-
periments (Figure 3).

3.2. Deep Neural Network Algorithms and 'eir Optimizing
Strategies. (e deep learning here mainly comes from the
deep learning model theory. It is to understand the number
of nonlinear operation combinations obtained in the neural
network learning from the level of multilayer flying linear
function relations. (e common shallow structure of the
neural network and deep structure of neural network often
use fewer neurons to get better generalization performance.
Figure 4 is a deep neural network structure with three hidden
layers. Deep learning makes good use of the learning
characteristics of deep neural networks. At present, there are
three main structures of deep neural networks. (e first is
the generative depth structure, which is used to describe the
joint probability distribution of the research object and the
high-order correlation characteristics of the data. (e sec-
ond is the discriminatory depth structure, which is to dis-
criminate and judge the pattern classification and describe
the posterior distribution of the data. (e third is a hybrid
structure, which is a combination of generative and dis-
criminatory structures, which can effectively distinguish
data.

It is a deep neural network superposed by a restricted
Boltzmann machine (RBM). Because of its multilayer
structure, it has advantages in obtaining compression coding
of data sets. Figure 5 is the construction process diagram of
the deep belief network. In the pretraining stage, a greedy
unsupervised learning algorithm is used to train each RBM
from bottom to top, so that an unsupervised deep belief
network can be obtained through repeated iterative training.
(e gap between the output structure of the money box
transmission and the label data can be obtained. In another
word, supervised learning from top to bottom is used to fine-
tune the deep belief network of unsupervised learning.

(e output of the previous RBM in the figure is the input
of the latter RBM. If the deep belief network contains one
hidden layer, the joint probability distribution of the model
can be shown in formula (1). Here, when hi+1 is known,
which is the probability distribution of the deep belief
network,

P v, h1, h2, . . . , hl(  � P v | h1( P h1 | h2( , . . . , P hi−2 | hi−1( P hi−1 | hi( 

� P v | h1(  

i−2

i�1
P h1 | hi+1( ⎛⎝ ⎞⎠P hi�1, hi( .

(1)

In practical applications, deep belief networks are often
undertrained.(erefore, the BN is a deep belief network.(e
batch regularization algorithm uses an independent

regularization method to process the scalar features, which is
the batch processing of input data samples. In the fine-
tuning of traditional deep belief networks, the distribution of
input data at each level is affected by the variation of

Initialization

Given input vectors and target vectors

The output of each unit in the hidden layer is
calculated

Find the deviation between the target value
and the actual value

Meet the
requirements endY

N

Hidden layer element error is calculated

Find the error gradient

Weight learning

Figure 2: Algorithm flow chart.
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parameters. Under this condition, the complexity of net-
works is very high. If the activation function is used to map
the output value as the input data to the latter layer, the
distribution of the input data will not change significantly in

the training. In another word, the optimization goal of
making the deep belief network run more stable can be
achieved. Based on this optimization idea, the batch regu-
larization is in the fine-tuning stage. (e structure of the

W2W1

E

Figure 3: Distribution in two-dimensional space.

input layer

hidden layer 1 hidden layer 2 hidden layer 3

output layer

Figure 4: Deep neural network structure diagram with three hidden layers.

RBM

RBM

RBM

h3

h2

h1

h2

h1 h1

vv v

Figure 5: (e construction process diagram of deep belief network.
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batch regularized depth belief network (BN-DBN) is shown
in Figure 6.

Figure 6(b) uses the batch regularization algorithm to
process the input features of the batch regularization al-
gorithm (BN) layer and then deactivate the function layer as
the input value. In BU processing of a deep neural network
with hidden layer l, formulas (2)–(4) will be used. Each batch
of training samples is D x1, . . . , xm . (e input value of a k
dimension x is expressed by x(k). (e sample set is D, the
mean is μB, and the variance is σ2B. Each dimension of the
input value x is regularized with xi
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Batch regularized deep belief network (BN-DBN)
mainly uses scale transformation and translation trans-
formation parameters to make the model more expressive.
In this way, the gradient propagation of the deep belief
network will not be affected if some layer of the network has
parameters to be transformed. When the weights of new
parameters are too large, the gradient of the whole model
will be reduced by using scale transformation. (is method
can realize that the whole batch regularized depth belief
network (BN-DBN) is always in a stable state during pa-
rameter training.

4. Batch Regularized Deep Belief Network (BN-
DBN) Performance Experiments

4.1. Experimental Conditions and Parameters. (e hardware
condition of this test is Windows 10 operating system, with
4.00GB memory and MATLAB R2014a tool. (e database

used in the experiment is the characteristic database of the
aerobics training team of M University in 2017. It contains
50,000 training samples and 12,000 test samples. (e ex-
perimental data collected in this database are randomly
obtained, using 5000 training samples and 1500 test samples.
(e parameters selected in the experiment are based on the
parameters obtained after a large number of experiments. In
the unsupervised learning stage, without considering the
batch regularization algorithm (BN), the number of hidden
dangerous layers of the network is 2, and there are 100
neuron nodes in each layer. (e batch size is 120. When the
number of iterations exceeds 10, the momentum parameter
is set to 0.85. When the number of iterations is less than 10,
the momentum parameter is set to 0.65. (e maximum
number of iterations is 200. (e initial learning rate of the
supervised stage is set to 0.05, and the maximum initial value
of fine-tuning times is 100. In the experiment, the batch
regularized deep belief network is compared with the
original model, and the performance advantages are dis-
cussed. (e experiment adopts the contrast method. (e
other feature extraction algorithms are basic depth belief
network (DBN) of an automatic encoder (AE) and dropout-
DBN.

4.2. Stability Experiment of the BN-DBN Algorithm. (e
setting of the initial learning rate in traditional DBN will
directly affect the stable operation and convergence speed of
the algorithm. It often needs a lot of practical experiments to
select the appropriate learning rate. In the experiment, it is
needed to verify the stability of the BN-DBN algorithm.
When other parameters are fixed, the learning rate should
change between 0.0005 and 0.05. Based on the characteristic
data set of aerobics athletes’ weekly load training in 2017, the
BN-DBN algorithm was compared with ANN, K-nearest
neighbor algorithm (KNN), basic depth belief network
(DBN), and dropout-DBN. (e results are shown in Fig-
ure 7. Under the curve operation of BN-DBN and other
algorithms, the classification error rate is 0.6% lower than
that of the dropout-DBN algorithm. (e results show that
the algorithm has high stability.
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Figure 6: BN-DBN structural drawing. (a) Pretraining. (b) Further optimization.
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4.3. Performance Experiment of BN-DBN Algorithm.
Compared with traditional neural network algorithms, the
greatest advantage is depth. (e algorithm is more likely to
exhibit overfitting phenomenon. To verify the performance
of the BN-DBN algorithm proposed in this paper on a
deeper level, it is needed to assume that other parameters are
fixed, which will increase slowly, up to 10 hidden layers, or to
use aerobics training data as experimental data. (is is the
performance of the classification accuracy of the BN-DBN
algorithm and other algorithms under the change of hidden
layer (Figure 8).

(e experimental data above show that, in the training of
feature extraction, the statement that the performance of the
network will be better if the number of hidden layers

increases is not right.With the same data scale, if the number
of hidden layers increases continuously, the classification
curves of the four algorithms are in a downward trend. (is
is mainly because the hidden layer has to extract sample
features at different levels in each different layer. (e more
the number of hidden layers is, the richer the concept of
feature expression will be, which will reduce the classifica-
tion. But the abstraction effect of the BNBDN algorithm is
better, which means that although the parameters will
change constantly, BNBDN runs well and is more suitable
for feature extraction.

5. Conclusion

ANN is an artificial intelligence algorithm that simulates the
neural structure of the human brain to reproduce the
thinking ability. It has a good application prospect in the
research of prediction, classification, and feature extraction.
(e general deep learning process refers to inputting the
feature vector into the neural network. After the operation of
the internal code, the neural network outputs the results we
need. Different from ordinary programs, the scale of the
neural networks is larger, and it can process a large amount
of data and get results more quickly. To achieve what a single
program cannot do, the premise of the use of the neural
networks needs a lot of data for training, that is, it takes
longer to create a neural network. A deep belief network
algorithm is proposed, and the algorithm is optimized and
updated according to the need for aerobics load training
feature classification. BN is introduced to optimize the deep
belief network. (e algorithm and the scalar features of each
layer in the neural network are processed by the independent
regularization method of the batch regularization algorithm,
which is the batch processing of input data samples. (is
paper has a 0.6% lower classification error rate than dropout-
DBN when it is optimized. (e BN-DBN can extract the
characteristics of data more accurately, and the algorithm
has high stability. (e abstraction effect of BNBDN algo-
rithm is better, and it is more suitable for feature extraction.
However, the study still has some limitations. BN-BDN
algorithm still has room for improvement, so building a
hybrid model structure is the direction of future research.
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�e Internet of �ings manufacturing technology is an important symbol for measuring the level of a country’s scienti�c and
technological development. Enterprises that apply the Internet of �ings manufacturing technology represent the level of a
country’s industrial development to a large extent. However, the introduction of IoT manufacturing technology will not au-
tomatically generate bene�ts. It needs to be matched with a suitable organizational structure to maximize the advantages of IoT
manufacturing technology. �e enterprise organization structure has always been the focus of enterprise organization research
and management research. From the linear system to the network organization, the innovation of enterprise organizational
structure has never stopped. �erefore, the research on the organizational structure innovation of IoTmanufacturing technology
enterprises has strong theoretical and practical signi�cance. �is study conducted an empirical study on the impact of orga-
nizational innovation climate and individual innovation behavior on organizational structure innovation in IoTmanufacturing
technology enterprises in the form of a questionnaire survey. �e structural equation model of organizational innovation climate
and personal innovation behavior is proposed, the data and questionnaires are statistically and factorially analyzed by software
such as SPSS 18.0 and AMOS 7.0, and the hypothesized structural equation model is veri�ed.

1. Introduction

Since Schumpeter put forward the theory of technological
innovation in 1912, innovation research has been a hot topic
in academic circles. Early research on innovation was mainly
carried out from a macro perspective, looking at innovation
from a highly macro and abstract perspective, viewing en-
terprises as participants in the economic system, and fo-
cusing on the output of the economic system rather than the
performance of the enterprise. With the change in envi-
ronment and the rise of organizational theory, organiza-
tional structure innovation has become a research topic. In
the late 1980s and early 1990s, the American manufacturing
industry �rst proposed the concept of IoT manufacturing
technology to enhance its own competitiveness and promote
national economic growth based on the opportunities and
challenges it faced. In the following years, there was a wave

of applying IoT manufacturing technology around the
world. New industrial countries such as Europe, America,
Japan, and China have listed IoTmanufacturing technology
as a national high-tech and key development project.
Manufacturing is the pillar industry of China’s national
economy. About a quarter of the population is engaged in
this industry, creating great material wealth. �erefore, it is
the core of China’s national economy and the driving force
of industrialization. China has introduced the Internet of
�ings manufacturing technology for more than 20 years,
which has played a good role in promoting its economic
growth because the theory of organizational innovation at
home and abroad is not very uni�ed and perfect. In addition,
with the gradual formation of the global economic inte-
gration development model, for enterprises applying IoT
manufacturing technology, the challenges faced by organi-
zations in their operation are becoming more complex and
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diverse, which inevitably requires organizational theory.
Keep up with the times. In particular, the global financial
crisis in 2008 had a great impact on our country. *e
downward pressure on the domestic economy was in-
creasing. *e state proposed to strengthen technological
transformation, accelerate the industrial adjustment of
technological innovation, and put forward higher require-
ments for the application of Internet of *ings
manufacturing technology [1–5].

*is paper studies and analyzes the dynamic system of
enterprise organizational innovation applying IoT
manufacturing technology, describes the entire emergent
process of IoT manufacturing technology enterprise orga-
nizational innovation, and proposes an organizational in-
novation process model with adaptive robust control links
according to the emergent characteristics. At the same time,
a questionnaire survey was carried out on the employees of
enterprises applying the Internet of *ings manufacturing
technology to investigate the organizational innovation at-
mosphere and personal innovation behavior, and empirical
data were obtained. SPSS 18.0 was used to conduct a sta-
tistical analysis of the data and questionnaires. By using
AMOS7.0 to verify the hypothetical structural equation
model of organizational innovation climate and individual
innovation behavior, the relationship between the two is
obtained, which is a useful tool for IoT manufacturing
technology enterprises. Achieving a higher degree of or-
ganizational structure innovation provides a valuable
reference.

2. Related Work

At the end of the twentieth century, with the emergence of the
new economy and the development of the theory of enterprise
innovation, the theory of organizational innovation began to
appear. *ere is no unified definition and classification of
organizational innovation, and the similarities and differences
between it and organizational structure innovation are un-
clear. For example, many scholars define organizational in-
novation as the organization adopting a new idea or behavior,
where innovation refers to a new product, a new service, a
new technology, or a new management practice. Alasoinni
defined organizational innovation as a change in the division
of labor and interactions within functions, between functions,
and between organizations. Knight divided organizational
innovation into four categories: product or service innova-
tion, production process innovation, structural innovation,
and people innovation. Michael Hammer and James Champy
put forward the theory of process reengineering and enter-
prise reengineering. BPR became a new method of business
organization that emerged in the United States in the early
1990s. *ey gave a precise definition of BPR: BPR is a fun-
damental rethinking of business processes and a complete
overhaul to achieve dramatic improvements in business
performance measures such as cost, quality, service, and
speed. *is definition contains four keywords: radical,
thorough, dramatic, and flow. At the same time, Peter Senge, a
professor at the Massachusetts Institute of Technology in the
United States and a famous management scientist, pointed

out the management concept of Learning Organization,
stating that today’s society has entered the information age,
and enterprises must remain in the social reform and market
economy tide. Invincibly, becoming a learning enterprise
organization is a development trend. Based on the basic
principles of system dynamics, he specifically conceived some
basic characteristics of future enterprises, including flat or-
ganizational structure, organizational informatization, more
open organization, and the relationship between employees
and managers gradually shifting from subordination to work.
Correspondingly, for IoT manufacturing technology, in the
1960s, Joan Woodward studied the impact of technology on
organizational structure. Lee and Leonard found that self-
guided trolleys changed the nature of employees’ work in a
low-volume manufacturing environment; scholars such as
Samson believed that the successful implementation of IoT
manufacturing technology should carefully consider orga-
nizational and human resource issues such as responsibilities,
recognition of changes, positions, and skills. Ghani et al.
proposed that necessary organizational changesmust bemade
in the application of IoTmanufacturing technology to obtain
higher performance. Saraph and Sebastian reviewed nu-
merous studies and concluded that the failure of IoT
manufacturing technology is mainly due to the neglect of key
human resource factors. Gerwin and Kolodny believed that
IoT manufacturing technology has led to many changes in
human resource management and practice and further
suggested that human resource development should be in-
tegrated with the design of new technologies in
manufacturing companies. Scholars such as Mital proposed
that the purpose of enterprise application of IoT
manufacturing technology is to enhance the reliability and
flexibility of production and improve product quality and
economy, pointing out that the key to the successful
implementation of IoT manufacturing technology lies in the
human factor. Mohammed Zhari published the paper “*e
Role of Total Quality Management on Organizational In-
novation,” which provided new ideas for organizational
structure innovation [6–11].

3. The Characteristics and Process of the
Innovation Power of the Organizational
Structure of the Internet of Things
Manufacturing Technology Enterprises

3.1. IOTManufacturingTechnologyEnterpriseOrganizational
Structure Innovation Power Mode and Relationship.
Foreign scholars attribute the power source of enterprise
organizational structure innovation to technology power
source, market power source, government power source,
and transaction cost source. Chinese scholar Zhang Gang
drew on the viewpoints of other scholars at home and abroad
and summarized the main contents of six aspects of the
dynamic mechanism of enterprise organizational structure
innovation, that is, six possible main sources of power for
organizational structure innovation: the introduction of new
technologies in enterprises and the orientation of enterprise
strategies. Changes in corporate value orientation and the
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company’s own development needs are the triggers for
social, political, and economic changes. *is paper believes
in the innovation of enterprise organizational structure as a
new organizational form for enterprises to adapt to envi-
ronmental changes and productivity development require-
ments based on advanced manufacturing technology
(Internet of *ings manufacturing technology). *e core
innovation power of enterprises can be roughly divided into
three modes. (1) Technology is the driving force of the
organizational structure innovation model of the induced
enterprise. From the perspective of the power source of
innovation, the driving force of the technology-induced
organizational structure innovation mainly comes from the
development of new technologies for the enterprise. For
enterprises in the fast “high-tech” industry, they have no
choice but to innovate because to achieve market leadership,
only continuous innovation and daring to take risks will
enable enterprises to have better development opportunities.
*erefore, the technology-induced enterprise organizational
structure innovation model is the most important driving
force for the organizational structure innovation of ad-
vanced manufacturing technology enterprises [12]. (2) *e
innovative power of the strategic-oriented organizational
structure mainly comes from the change in the strategic
orientation of the enterprise. For example, the senior leaders
or managers of the enterprise make advance judgments on
the changes in the internal and surrounding environment of
the enterprise or make quick responses according to the
existing changes. *e specific performance is that according
to the actual situation of the external environment and
internal conditions, the corresponding material and orga-
nizational resources are concentrated to determine the or-
ganizational vision, clarify the goal of planning, adjust
product structure, and realize strategic innovation. Subse-
quently, structural and cultural innovations are started along
with strategic innovation and proceed simultaneously to
realize the dynamic matching of the enterprise’s strategic,
cultural, and structural innovation and achieve the purpose
of promoting enterprise organizational structure innovation
[13]. (3) *e driving force of market pressure-oriented
organizational structure innovation mainly comes from the
pressure of market competition. *e increasingly fierce
competition environment pressure in the market makes
enterprises have to consider innovative changes to deal with
the problems of survival and development. *e competition
with competitors, the competition of products or services,
the competition of product quality, the competition of
capital strength, the competition of marketing and public
relations require enterprises to use new technologies to
develop and improve products and, at the same time, adjust
their organizational structure to achieve the purpose of
reducing enterprise costs and enhancing competitiveness
[14].

*erefore, the market competition is more intense.
Companies are more inclined to adopt new technologies and
restructure efficient organizations to build competitive ad-
vantage. *e development of new products and changes in
organizational structure and systems, among others, aim to
continuously provide high-quality goods and customer

service. *e combined effect of the three innovation power
modes brings continuous power support to the innovation
of organizational structure.*e pulling effect caused by their
interaction also provides favorable support and traction for
their respective innovation models. Enterprises integrate the
industrial structure through technological induction and
accordingly need to adjust the department setting, resource
allocation, and responsibility structure in the enterprise
structure. *e change in structure will inevitably lead to the
innovation of structure, which will lead to the subtle change
of corporate culture, that is, the change of corporate values
and behavioral norms. Gradual changes in structure and
culture, in turn, induce further changes in corporate
strategy. *erefore, the innovation of the organizational
structure of enterprises driven by technological induction is
through structural innovation to cultural innovation and
finally affects strategic innovation.*e market pressure-type
organizational structure innovation mainly promotes the
change in enterprise strategy through changes in the external
environment, thereby affecting the adjustment of the in-
dustrial structure of the enterprise or directly inducing the
enterprise to enhance its competitiveness by introducing
new technologies. It can also be seen from the innovation of
strategic-led organizational structure that the changes in
corporate culture and structure are carried out simulta-
neously and appear interactively under each innovation
mode. *erefore, under specific circumstances, the various
modes are mutually reinforcing and mutually inducing
relationships, as shown in Figure 1.

3.2. General Innovation Process Model of IoT Manufacturing
Technology Enterprise Organizational Structure

3.2.1. Process Model of General Organizational Structure
Innovation. As an important content of modern enterprise
management, organizational structure innovation is car-
ried out based on the process. Lewin proposed a three-stage
model of the organizational innovation process of un-
freezing-change-refreezing. On the basis of Lewin’s three-
stage model, Koter proposed an eight-stage model of the
organizational innovation process (establishing crisis
awareness, forming a guiding team, creating a vision,
communicating between leaders and organizational
members, empowering relevant personnel to make
changes, planning goals to create short-term effects, con-
solidate achievements and deepen reforms, and institu-
tionalize new achievements and new methods). Scheinti
put forward the “adaptation cycle” theory of the organi-
zational innovation process. He believed that organiza-
tional innovation is a continuous cycle process (insight into
changes in the environment, research changes, imple-
mentation of changes, stability of changes measures, output
changes results). *e specific performance of organiza-
tional innovation activities is the orderly progress of each
stage or the effective connection of each link. In other
words, each stage and each link can fully explain that
organizational innovation is a process composed of a series
of activities with corresponding functions. Based on the
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viewpoints of scholars at home and abroad, we generally
divide the specific implementation process of organiza-
tional structure innovation activities into two major stages.
Action to make a choice the second stage is the organi-
zation implementation stage, which puts the selected action
plan into practice to guide the organization and individual
behavior [15]. *e specific links included in these two
stages are as follows: Figure 2.

(1) Organizational structure innovation formulation
stage. (1) *e occurrence and determination of
problems: at this stage, the managers of the or-
ganization need to consider the development and
changing trends of the internal and external en-
vironment of the organization and find out the
problems that the organization faces or will face at
this stage according to the actual situation of the
organization. For example, strong market pressure
or the mismatch between organizational structure
and product structure, according to which the goal
of enterprise organizational structure innovation is
formulated. (2) *e problem is included in the
organizational agenda. *is stage is the feasibility
analysis and demonstration stage of the innovation
goal of the enterprise organizational structure. For
all activities with the process, the process must be
carried out under restricted conditions, so the
process of organizational structure innovation
must also be carried out in a specific organizational

structure innovation environment. *e problem
that enterprises should consider is whether the goal
of organizational structure innovation can be
successfully achieved under the existing environ-
mental conditions of the organization. If the result
of the demonstration is that the goal of enterprise
organizational structure innovation cannot be
achieved under the existing organizational envi-
ronment of the enterprise, then the enterprise
needs to redefine the goal of organizational
structure innovation according to the demonstra-
tion situation. Many enterprise organizational
structure innovations end in failure, most of which
are due to the lack of feasibility demonstrations of
organizational structure innovation, which leads to
the establishment of organizational structure in-
novation goals that are out of the actual situation of
enterprises and organizations, resulting in in-
creased risks of organizational structure innova-
tion. (3) Organizational planning and
preassessment: this stage is the design and selection
stage of the company’s organizational structure
innovation plan. Enterprises design several alter-
native organizational structure innovation plans
according to the established organizational struc-
ture innovation goals and inherent resource con-
ditions of the organization. Enterprise decision-
makers select the best plan for implementation
through a comprehensive evaluation of the
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alternative plans. In addition, the value tendency
and risk preference of organizational decision-
makers, the actual resource conditions possessed
by the enterprise organization, and the coordina-
tion of various interests within the organization are
also important factors that affect the choice of
innovative plans for enterprise organizational
structure.

(2) Organization and implementation stage. (1) Organi-
zational execution: the implementation of organiza-
tional structure innovation by the enterprise is the final
confirmation of the innovation plan by the entire
organization and is transferred to a controlled release.
*e specific content includes the acquisition of re-
sources, the preparation of relevant documentation
and manuals, and the training of organizational
members. *e final and crucial step is implementation
because no matter how excellent an organization
structure innovation plan an enterprise chooses, the
implementation of the innovation plan largely deter-
mines whether the plan can achieve the ideal goal of
organizational structure innovation. (2) Organizational
evaluation: this stage evaluates the innovation effect of
enterprise organizational structure. Enterprises need to
generate a complete and effective evaluation index
system according to the ultimate goal of organizational
structure innovation, use this as a standard to make
accurate value judgments on the effect evaluation of the
organizational structure innovation process of enter-
prises, and provide feedback information according to
the judgment for future improvement. *e evaluation
content in this process mainly includes the following
aspects: suitability of organizational goals; input-out-
put efficiency of organizational structure innovation;
adequacy of organizational performance; actual
performance of organizational structure innova-
tion; resource input quality and allocation; the
evaluation of the situation; the fairness of the
organization’s formulation and implementation;
the coordination of the internal interests of the
organization; and the impact on the overall de-
velopment of the enterprise. (3) Organization

adjustment and improvement: this stage is the
consolidation and adjustment of the innovation
process of the enterprise organizational structure.
Consolidate and adjust the organizational struc-
ture innovation of the enterprise according to the
evaluation of the organizational structure inno-
vation effect. If the effect of the organizational
structure innovation is more significant and
achieves the corporate organizational structure
innovation goal set in advance, then the existing
innovation achievements will be consolidated. If
the organizational structure innovation effect is
not very good, then the organizational structure
innovation plan must be carried out. Improve and
adjust, and then implement the improved and
adjusted program. If the final organizational
structure innovation result is far from the original
target, it is impossible to achieve the goal of or-
ganizational structure innovation through timely
improvement and adjustment of the organiza-
tional structure innovation plan. Implement new
innovation activities under the newly formulated
organizational structure innovation goals. (4) *e
end of the organization means the end of orga-
nizational structure innovation activities. To sum
up, the general organizational structure innovation
is divided into two stages, and each stage has four
subprocesses. *e first is the decision-maker’s pro-
cess on what action to take for the organizational
problem, which includes four subprocesses in the
first stage: the occurrence and identification of the
problem; the problem included in the organizational
agenda; organizational planning and change; and
organizational adoption and legalization change.
*en, an idealized organizational structure innova-
tion is formed through organizational formulation;
then, it is transferred to the organizational execution
stage of organizational structure innovation. *e four
subprocesses of this stage are organizational imple-
mentation, organizational evaluation, organizational
adjustment and change, and organizational termi-
nation. *e specific process is shown in Figure 2.
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Figure 2: Organizational structure innovation process.
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3.2.2. Characteristics of Organizational Structure Innovation
Process. *rough the general process model of organiza-
tional structure innovation, we can see that organizational
structure innovation is a cycle with dynamic, systematic
uncertainty and regular changes in the process of risk.
*erefore, the process of organizational structure innovation
has the following characteristics: (1) organizational structure
innovation is a reciprocating and cyclical process. *e or-
ganizational structure innovation process is different from
the previous production process. It is often through repeated
cycles between several steps in the innovation process to
finally achieve the goal of improving organizational effi-
ciency that the enterprise expects. (2) *e process of or-
ganizational structure innovation is dynamic and systematic.
*e process of enterprise organizational structure innova-
tion is dynamic and changes with time. Enterprises in
different life cycle stages have different organizational
characteristics. In different life cycle stages, the innovation of
enterprise organizational structure needs to be adjusted
accordingly. In addition, in the process of organizational
structure innovation, members of the organization organically
combine a series of resources in the enterprise and the orga-
nization to achieve the purpose of preorganizational structure
innovation. *is involves all aspects of the enterprise coor-
ganization system. *e process of structural innovation is an
uncompromising complex system engineering. (3)*e process
of organizational structure innovation is uncertain and risky.
Because, in most cases, the environment of organizational
structure innovation is not static and there are many un-
controllable factors within the enterprise organization, such as
the way of thinking and code of conduct of the people inside
the organization, and because people’s cognitive ability to
things is limited, we cannot fully understand and recognize the
innovation process and cannot fully and effectively solve
various problems in the innovation process. It has also been
affected to varying degrees [16].

*e process of organizational structure innovation is not
only a simple change in the organizational structure or
organizational procedures of an enterprise, but a reasonable
and stable arrangement of human, material, and financial
resources and their structure in the enterprise or organi-
zation, which means the combination of enterprise re-
sources. *e change of the method requires breaking the
internal balance of the original organization, and the
breaking of this balance can easily lead to the loss of control
of enterprise management, coupled with the uncertainty of
the process of organizational structure innovation itself,
which means that the process of organizational structure
innovation is full of risks for businesses.

4. An Empirical Study on the Impact of IoT
Manufacturing Technology Companies on
Organizational Structure Innovation

4.1. Study Design and ResearchMethods. *is study used the
empirical research method of a questionnaire survey. *e
content of the questionnaire is the organizational innovation
climate scale and the personal innovation behavior scale.*e

organizational innovation climate scale is mainly based on
the KEY scale of amabile and borrowed from the revision of
the KEY scale based on the Chinese background by Jian Qiu
Haozheng, Sun Rui, and Liu Yun, among others. *e per-
sonal innovation behavior scale was designed based on Scott
and Bruce’s three-stage model of innovation behavior and
Janssen’s scale on innovation behavior. Questionnaire scores
of the two scales are through the summary, induction,
sorting, testing, item analysis, exploratory factor analysis,
and confirmatory factor analysis. Among them, the orga-
nizational innovation climate scale contains six dimensions
and 24 items, and the personal innovation behavior scale
contains eight items. *e formal measurement items passed
the reliability and validity test, which proved that the or-
ganizational innovation climate in the background of ad-
vanced manufacturing technology enterprises could be
improved by colleagues support (CS), supervisor support
(SS), organizational philosophy (OV), resource provision
(RS), task characteristics (TC), knowledge support (KS), and
other six aspects are measured and evaluated. *e personal
innovation behavior of employees in IoT manufacturing
technology enterprises can be measured and evaluated in
two aspects: the generation of innovative ideas (F1) and the
implementation of innovative ideas (F2). *e research
questionnaire showed good reliability and validity. Both the
organizational innovation climate questionnaire and the
personal innovation behavior questionnaire are designed in
the form of a five-point Likert scale because, in most cases,
the five-point scale is the most reliable, and if the options
exceed five points, it is difficult for ordinary people to
distinguish enough. *e three-point scale limits the ex-
pression of moderate and strong opinions, and the five-point
scale can express the difference between moderate and
strong opinions. *e respondents choose according to their
actual situation in the enterprise and the degree of agree-
ment for each item. In the innovation climate questionnaire,
“1” means strongly disagree, “5” means strongly agree, “1” in
the innovation behavior questionnaire means never inno-
vating, and “5” means very frequent innovation. At the same
time, the questionnaire adopts the method of filling in the
blanks and selection and also collects the personal back-
ground information of the respondents, including age,
gender, education, position, and tenure of service.

4.1.1. Sample Selection and Data Sources and Distribution.
*e research object of this research is knowledge workers in
enterprises applying advanced manufacturing technology.
According to the principle of improving the efficiency of
questionnaire recovery as much as possible and meeting the
required samples, the formal questionnaire survey was
conducted by two methods. One is to distribute question-
naires to colleagues through familiar students working in
companies that apply advanced manufacturing technology.
Good relationships among colleagues and ease of contact
ensured high questionnaire recovery rates and questionnaire
validity. *e second method is to collect questionnaires by
sending web-mails to enterprises applying advanced
manufacturing technology. *is method is inefficient and
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has poor recovery. *e validity of the questionnaire is also
high. *e questionnaire survey was carried out from August
to September 2010. A total of 200 questionnaires were
distributed by the first method, and 175 valid questionnaires
were recovered. *e effective recovery rate of the ques-
tionnaire was 87.5%. A total of 100 questionnaires were
distributed by the second method, 34 valid questionnaires
were recovered, and the effective recovery rate of the
questionnaires was 34%. A total of 300 questionnaires were
distributed, and 209 valid questionnaires were recovered,
and the effective recovery rate was 70%.

4.1.2. Questionnaire Test Method

(1) Correlation Analysis of questionnaire items: each
variable measurement item in this paper reflects
related constructs and concepts, so item scores
should bemoderately related to each other. If an item
has a very low correlation coefficient with all or most
other items (often with< 0.03 as the criterion), then
the item cannot be part of the scale. If one item is
highly correlated with most other items (often
by> 0.70), then it is questionable as an independent
measure of the scale (Tang, 1999). In this study, 0.70
was used as the criterion for selecting topics. Item-
total correlation analysis (Corrected Item-Total
Correlation, CITC for short) is one of the methods to
purify measurement questions. *e CITC analysis
follows the following principles: all the items whose
CITC is less than 0.40 and which can increase
Cronbach’s alpha coefficient should be deleted (Tian,
Bearden, and Hunter, 2001). *erefore, we use 0.40
as the critical criterion to decide the choice of
measurement items.

(2) Reliability analysis of questionnaire items: the
commonly used information test method in the
Likert attitude scale is Cronbach’s alpha coefficient
method. For item selection, the internal reliability of
each subscale is mainly measured by the degree of
change of the α coefficient before and after item
deletion to test whether the items are really the
theoretical constructs that are intended to measure
the design and to what extent are all items that
measure the same constructs internally consistent.
*e larger the Cronbach’s alpha value, the better the
correlation between the questionnaire items and the
higher the reliability of internal consistency. In
general, Cronbach’s alpha values greater than 0.8
indicate excellent internal consistency, values be-
tween 0.6 and 0.8 indicate good internal consistency,
and values below 0.6 indicate poor internal consis-
tency. *e scholar Gay (1992) believed that the re-
liability coefficient of any test or scale above 0.90
means the reliability is very good. Scholars have
different opinions on the acceptable minimum re-
liability coefficient, such as 0.70 (De Vellis, 1991;
Nunnally, 1978) and 0.80 (Bryman and Cramer,
1997). However, most believe that if the reliability is

below 0.60, it is appropriate to revise the research
tool. In this study, the standard of Cronbach’s alpha
was set to 0.70.

(3) Exploratory factor analysis of questionnaire items:
exploratory factor analysis is to test whether all items
theoretically belonging to the same dimension can
clearly form a common factor with the largest ex-
traction variance ratio so that the connotation of this
dimension can be expressed and conceptualized. In this
study, the KMO (Kaiser–Meyer–Olkin) measure and
Bartlett’s sphericity test were used to judge whether the
samples were suitable for factor analysis. *e KMO
value is used to judge the standard as shown in table 1,
and the Bartlett sphericity test generally only needs to
reach a significant level.*en, the principal component
analysis method and the maximum variance method
are used to rotate and solve the common factor, the
eigenvalue is greater than 1, the gravel diagram de-
termines the number of factor extractions, the factor
loading is less than 0.50 as the topic selection scale, and
the cumulative variance explanation rate of the
extracted factors is not less than 50%. At the same time,
the item with cross-factor loading exceeding 0.40
(Gorsuch, 1983) is not allowed. Otherwise, the item
will be deleted, as shown in Table 1.

(4) Questionnaire item validity analysis: the construct
validity of the questionnaire was analyzed by con-
firmatory factor analysis. It can test the stability of a
scale structure and can also simplify the items ob-
tained by exploratory factor analysis. Judging
whether a model and data are well fitted is usually
judged by combining absolute fitting indicators and
relative fitting indicators. Absolute fitting indicators
include x2/df, GFI, AGFI, NCP, ECVI, RMR, and
RMSEA; relative fitting indicators include CFI, NFI,
IFI, TLI, and RFI. In this study, the indicators of x2/
df, RMSEA, IFI, TLI, CFI, and GFI will be combined
to judge the degree of model fit [17–20].

(1) x2/df (view fit index): the fit index x2/df value
refers to a statistic that directly tests the similarity
between the sample covariance matrix and the
estimated covariance matrix and can be used to
measure the overall fit of the model and try to
correct the model with a low degree of fit. It is
generally believed that when x2/df< 3, the model
fits better; the closer the x2/df value is to 1, the
better the model fits, x2/df> 2 is an ideal result,
2< x2/df< 5 indicates that the overall model is
acceptable; x2/df> 5 indicates that the observed
data do not fit themodel well, x2/df> 10 indicates
that the observed data does not fit the model, and
the model is very poor.

(2) Root Mean Square Error of Approximation
(RMSEA) is more sensitive to the error model
and easily explains the quality of the model; the
RMSEA index is less affected by the sample size
and is a widely used fitting index in recent years
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one. *e variation interval of RMSEA is be-
tween 0 and 1, and it is generally believed that
the closer to 0, the better. When RMSEA is less
than 0.05, it indicates that the model fits very
well; if it is greater than 0.05 and less than 0.08,
it indicates that the model fits well; and if it is
greater than 0.08 and less than 0.1, the model is
acceptable.

(3) Incremental Fit Index (IFI) is generally in the
range of 0 to 1, and the closer to 1, the better the
fit. It is generally believed that greater than 0.9
indicates a good fit, and if IFI is greater than 0.8,
the model is considered acceptable.

(4) Tucker–Lewis index (TLI), a nonstandard fitting
index, is generally in the range of 0 to 1. *e
closer TLI is to 1, the better the fitting degree is. It
is generally considered that a TLI greater than 0.9
indicates a good fit, and a TLI greater than 0.8
indicates that the model is acceptable.

(5) Comparative Fit Index (CFI): the variation range
of CFI is between 0 and 1.*e closer it is to 1, the
better the degree of fit is. If the CFI is greater than
0.9, it is considered that the model has a good fit.
When the CFI is greater than 0.8, the model is
considered acceptable.

(6) Goodness of Fit Index (GFI): the variation in-
terval of GFI is between 0 and 1.*e closer it is to
1, the better the degree of fit is. If the GFI is
greater than 0.9, it is considered that the model
has obtained better results. If the GFI is greater
than 0.8, the model is considered acceptable.

4.1.3. Structural Equation Model of Organizational Inno-
vation Climate and Individual Innovation Behavior.
Most studies believe that organizational innovation cli-
mate has a positive predictive effect on individual inno-
vation behavior, whereas some studies believe that
organizational innovation climate has no relationship
with organizational innovation behavior. *is paper fo-
cuses on the organizational innovation climate and or-
ganizational innovation behavior of IoT manufacturing
technology enterprises. *e relationship is further ex-
plored, and the following assumptions are made:

Hypothesis 1. Colleague support has a positive impact on
individual innovative ideas.

Hypothesis 2. Colleague support has a positive effect on the
implementation of individual innovative ideas.

Hypothesis 3. Supervisor support has a positive impact on
individual innovative ideas.

Hypothesis 4. Supervisor support has a positive effect on the
implementation of individual innovative ideas.

Hypothesis 5. Organizational philosophy has a positive
impact on individual innovative ideas.

Hypothesis 6. Organizational philosophy has a positive
impact on the implementation of individual innovative
ideas.

Hypothesis 7. Resource supply has a positive impact on
individual innovative ideas.

Hypothesis 8. Resource supply has a positive impact on the
implementation of individual innovative ideas.

Hypothesis 9. Task characteristics have a positive impact on
individual innovative ideas.

Hypothesis 10. Task characteristics have a positive impact on
the implementation of individual innovative ideas.

Hypothesis 11. Knowledge support has a positive impact on
individual innovative ideas.

Hypothesis 12. Knowledge support has a positive impact on
the implementation of individual innovative ideas. By com-
bining the above 12 assumptions, the structural equation
model of the two groups of variables can be shown in Figure 3.

4.2. Questionnaire Test Results

4.2.1. Construct Validity Analysis of Organizational Inno-
vation Climate Scale. According to the output results of the
AMOS fitting model analysis, we summarize the main in-
dicators in the validity analysis as shown in Table 2. *e
structural validity of the organizational innovation climate
questionnaire is acceptable.

As shown in the results, after the confirmatory factor
analysis of the factor structure model, the fitting indexes all
reach the ideal level. *erefore, goal orientation can be
divided into six clear dimensions: peer support, supervisor
support, organizational philosophy, resource supply, task
characteristics, and knowledge support, as shown in
Figure 4.

4.2.2. Analysis of the Construct Validity of the Personal In-
novation Behavior Atmosphere Scale. According to the
output results of the AMOS fitting model analysis, we
summarize the main indicators in the validity analysis as
shown in Table 3. According to the above-mentioned main
indicators and each indicator judgment standard, the

Table 1: KMO indicator standards.

KMO value >0.90 0.80–0.90 0.70–0.80 0.60–0.70 0.50–0.60 <0.50
Standard Very suitable Suitable Generally Barely fit Not suitable Unacceptable
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RNSEA value reaches 0.100, and the minimum requirement
is the personal innovation behavior questionnaire. Con-
struct validity is okay.

As shown in the results, after the confirmatory factor
analysis of the factor structure model, each fitting index has
reached the ideal level. *erefore, goal orientation can be
divided into two clear dimensions: the generation of in-
novative ideas and the implementation of innovative ideas,
as shown in Figure 5.

4.3.Verification of theOrganizational InnovationAtmosphere
and Individual Innovation Relationship Structure Model of
IoT Manufacturing Technology Enterprises. Based on the
previous analysis, we use AMOS 7.0 to verify the hypothesis
model of the relationship between organizational innovation
climate and individual innovation behavior, as shown in
Figure 6. *e fitting index of the model is shown in Table 4.
From the fitting index, it is assumed that the fitting degree of
the model is good.

According to the verification results of the hypothesis
structural equation model by the AMOS 7.0 software, as
shown in Figure 6, in the IoT manufacturing technology
enterprise, for hypothesis 1, the nonstandard regression
coefficients of CS and F1 are 0.52, indicating that the support
level of each colleague is 0.52. With an increase of one unit,
the generation of individual innovative ideas will increase by
0.52 units; for hypothesis 2, when the nonstandard

regression coefficients of parameters CS and F2 are 0.47, it
indicates that for each unit increase in the support level of
colleagues, the implementation of individual innovative
ideas will increase by 0.47 units; for hypothesis 3, the
nonstandard regression coefficients of parameters SS and F1
is 0.38, indicating that for each unit of supervisor support,
the generation of individual innovative ideas will increase by
0.38 units; for hypothesis 4, the nonstandard regression
coefficients of parameters SS and F2 are 0.25, indicating that
each unit of supervisor support will increase individual
innovative idea implementation students by 0.25 units; for
hypothesis 5, the nonstandard regression coefficients of OV
and F1 are 0.44, the generation of individual innovative ideas
will increase by 0.44 units; for hypothesis 6, the standard
regression coefficients of OV and F1 are 0.32, indicating that,
for each unit increase in organizational concept level, the
implementation of individual innovative ideas will increase
by 0.32 units; for assuming hypothesis 7, the nonstandard
regression coefficients of RS and F1 are 0.48, indicating that,
for each unit increase in resource supply level, the generation
of individual innovative ideas will increase by 0.48 units; for
hypothesis 8, the nonstandard regression coefficients of RS
and F2 is 0.50, indicating that, for each unit increase in
resource supply level, the implementation of individual
innovative ideas will increase by 0.50 units; for hypothesis 9,
the nonstandard regression coefficients of TC and F1 are
0.43, indicating that, for each unit increase in task charac-
teristic level, the generation of innovative ideas will increase
by 0.43 units; for hypothesis 10, the nonstandard regression
coefficients of TC and F2 are 0.52, indicating that, for each
unit increase in the task characteristic level, the imple-
mentation of individual innovative ideas will increase by
0.52 units; for hypothesis 11, the nonstandard regression
coefficients of KS and F1 are 0.40, indicating that, for each
unit of knowledge support, the generation of individual
innovative ideas will increase by 0.40 units; and for hy-
pothesis 12, the nonstandard regression coefficients of KS
and F2 are 0.36, indicating that, for each additional unit of
knowledge support, the implementation of individual in-
novative ideas will increase by 0.36 units. [21–24].

To sum up, the organizational innovation climate has a
significant positive impact on the innovation behavior of in-
dividuals in the organization. All 12 hypotheses have been
verified, indicating that, in IoT manufacturing technology
enterprises, people who are the main body of innovation,
regardless of the factors that affect innovation in the organi-
zation, will have a certain impact on their innovation behavior.
In particular, the stimulation, encouragement, and support of
individuals’ innovative behaviors by enterprises, to a large
extent, determines whether the organization can successfully
develop its innovative ability and dynamic adaptability.
*erefore, the higher the organizational innovation atmo-
sphere, the greater the promotion of individual innovation
behavior, and the improvement of individual innovation ability
has a positive effect on organizational structure innovation
through the function of seeking maximum consistency in
organizational management. *e greater the promotion effect,
the more conducive to improving the organizational structure
innovation of IoT manufacturing technology enterprises.

Colleague
Support

Supervisor
Support 

Organizationa
l Philosophy

resource
supply

Task
characteristics

Knowledge
support

idea generation

idea
implementation 

Figure 3: Hypothetical model.

Table 2: Confirmatory factor analysis of organizational innovation
climate.

Variable
Fit metrics

x2/df RNSEA IFI TLI CFI GFI
Six-factor structure 1.617 0.064 0.862 0.834 0.875 0.821
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Figure 4: First-order six-factor structural model.

Table 3: Confirmatory factor analysis of personal innovation behavior.

Variable
Fit metrics

x2/df RNSEA IFI TLI CFI GFI
Two-factor structure 2.554 0.100 0.839 0.751 0.831 0.919
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5. Conclusion

In recent years, there has been a wave of research and ap-
plication of advanced manufacturing technology around the
world. With the wide application of advanced

manufacturing technology in China, many enterprises have
obtained better benefits. However, many enterprises still fail
when implementing IoT manufacturing technologies. *e
fundamental reason is that the traditional organizational
management model of Chinese enterprises cannot well
match the manufacturing technology of the Internet of
*ings, which restricts the development of the
manufacturing technology of the Internet of*ings. In order
to maximize the benefits brought by IoT manufacturing
technology, enterprises must learn to transform the tradi-
tional organizational management structure to adapt to the
production requirements of advanced manufacturing
technology. It is imperative to innovate the organizational
structure of IoTmanufacturing technology enterprises. *e
research of this paper not only has important theoretical
significance for the development and enrichment of the
theory of organizational innovation power and process
theory of IoTmanufacturing technology enterprises but also
provides information on factors such as organizational in-
novation atmosphere and innovative behavior with others
that affect the organizational innovation of IoT
manufacturing technology enterprises. Empirical analysis
research has strong practical application value. It provides a
theoretical basis and useful reference for the organizational
innovation practice activities of IoT manufacturing tech-
nology enterprises. *e main points and conclusions are as
follows.

*is research conducted a questionnaire survey on the
innovation atmosphere of enterprise organizations and
individual innovation behavior among employees of en-
terprises applying advanced manufacturing technology,
obtained empirical data, and used SPSS 18.0 to conduct
statistical analysis on the data and questionnaire. Explor-
atory factor analysis, reliability analysis, and confirmatory
factor analysis are mainly used to analyze the factor
structure of the questionnaire, and each factor structure has
good reliability and validity. Using AMOS 7.0 to verify the
structural equation model of the hypothetical corporate
organizational innovation climate and individual innova-
tion behavior, it is concluded that the corporate organi-
zational innovation climate has a significant positive
impact on people’s innovation behavior in IoT
manufacturing technology enterprises. Organizational in-
novation climate plays a role in organizational structure
innovation through the positive influence of individual
innovation behaviors in an organization. *e positive re-
lationship between organizational innovation climate and
individual innovation behaviors means that IoT
manufacturing technology enterprises can achieve a higher
degree of organizational structure. Innovation provides a
valuable reference.
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Table 4: Hypothetical model fit metrics.

x2/df RNSEA IFI TLI CFI GFI
2.526 0.081 0.803 0.826 0.897 0.853
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Investors pay more and more attention to the issue of climate change information disclosure of listed companies. Whether the
company can effectively deal with the impact of climate change on its own operations andmake reasonable information disclosure
will undoubtedly affect the value of the enterprise. Aiming at this, an analysis model based on big data is designed for the impact of
carbon information on enterprise value. *is study selects the sample stocks of the Shanghai Stock Exchange responsibility index
every year as the research sample, counts the carbon information through the social responsibility reports of listed companies, and
uses the index method to score the carbon information of each company to measure the quality of carbon information disclosure.
Firstly, it analyzes the situation of carbon information disclosure in China through descriptive statistics and then constructs
relevant models to conduct an empirical analysis on the impact of carbon information disclosure on enterprise value.

1. Introduction

Enterprise environmental information includes many as-
pects, and carbon information is also an important aspect,
including enterprise carbon emission reduction strategy,
carbon emission accounting standards and methods, and so
on. *e carbon disclosure project (hereinafter referred to as
CDP) is an independent nonprofit organization, which aims
to open up a special disclosure channel for climate change
and provide information support for investors, nongov-
ernmental organizations, and policymakers [1–4]. Among
the enterprises that have accepted the CDP questionnaire
and disclosed carbon information to them, the enterprises in
Europe and the United States have always been in the leading
position, and their carbon information disclosure in the
CDP questionnaire is more specific and perfect, and the
degree of disclosure is relatively high [1–5].

*e high-quality carbon information disclosure of these
foreign enterprises has been actively promoted by investors
and local laws and regulations [6, 7]. *e US government

promulgated the mandatory greenhouse gas reporting sys-
tem in 2009, which stipulates that certain special industries
and companies that emit more than 25000 tons of green-
house gas per year must report to the EPA. In the UK,
regulations related to mandatory information disclosure are
also under discussion. Japanese government departments,
Canada, and Australia began to implement the system of
reporting greenhouse gas emissions to relevant departments
in 2004 and 2007, respectively [8–10]. Based on the above
information, we can see that the government continues to
put forward and improve the management system to con-
tinuously improve the information disclosure level of en-
terprises, and at the same time, the business risk of
enterprises will also increase [11–15]. *is situation will not
only affect the specific response measures for enterprise
emission reduction but also affect the enterprise value and
future development path.

People pay more attention to climate change and have a
deeper awareness of environmental protection [16]. Inves-
tors and stakeholders have begun to pay attention to whether
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the products and services of enterprises are low-carbon, the
company’s carbon footprint, carbon trading, etc. *e reg-
ulatory risks, product risks, technical risks, and physical risks
related to climate change will have an impact on the
company’s asset portfolio and cost level [17–19]. *e global
economy is slowly changing into a low-carbon form, which
will have a great impact on the competitiveness and long-
term valuation of enterprises, which is gradually realized by
people in the capital market. After disclosing carbon in-
formation to the public, the company will send a signal to the
capital market, representing that the company will carry out
management activities related to carbon emissions, which
will have an impact on the value of the enterprise. After
experiencing this series of situations, the resources in the
market will be redistributed among the successful and
neglected enterprises.

At this stage, the level of carbon information disclosure
of Chinese companies is not high, and it is still in the initial
stage. Among all the listed companies, there are not many
companies that disclose carbon information. Even among
the enterprises that disclose carbon information, the dis-
closure content lacks standardization and comprehen-
siveness. *e research of this article can make enterprises
aware of the significance of carbon information disclosure
so as to improve the level and quality of carbon information
disclosure in Chinese enterprises. In this way, the com-
pany’s image has been well packaged, and the international
competitiveness and social status of Chinese enterprises
have also been strengthened. *e research content of this
article can provide suggestions on carbon information
disclosure for government regulators and relevant poli-
cymakers. By analyzing the current situation of carbon
information disclosure in China, this article puts forward
some suggestions that the carbon information disclosure of
Listed Companies in China can be integrated with the
mainstream reports and formulates relevant laws and
regulations to improve the content and form of carbon
information disclosure, which can make carbon informa-
tion disclosure more standardized and decision-making
more effective.

2. Analysis Model Design

2.1. Sample Selection and Data Sources. *is article selects A
shares listed on the Shanghai Stock Exchange (SSE), uses the
constituent stocks of the Shanghai Stock Exchange Social
Responsibility Index each year as a research sample, and
retrieves their social responsibility reports disclosed in
2012–2015. *e SSE Social Responsibility Index takes the
stocks of companies listed on the Shanghai Stock Exchange
that have performed better in social responsibility in the
corporate governance sector as constituent stocks, then the
index thus compiled. In the research process, this article
conducts the following screening on the research samples:

(1) Excluding the financial industry.
(2) *e sample companies in this study require complete

data in all aspects, so companies with incomplete
disclosure data are excluded.

After screening, a total of 337 pieces of eligible data were
found. *e annual composition of the sample companies is
shown in Table 1.

*e sample data are from CSMAR and WIND, and the
social responsibility report is searched and downloaded from
https://www.cninfo.com.cn. *e explanatory variable car-
bon information disclosure index (CDI) is scored manually
from the social responsibility reports downloaded by each
sample company.

2.2. Variable Selections

2.2.1. Explained Variables: Enterprise Value. Many indica-
tors can measure enterprise value, and the key is to divide
them into accounting and market indicators. Since enter-
prise value is a long-term dynamic concept. However, ac-
counting indicators are only historical indicators, and the
reflected information is not comprehensive. If accounting
indicators are used to measure the value of an enterprise. It is
easy to produce short-sighted situations, and it is easy to
make inaccurate estimates of the future risks and devel-
opment status of enterprises. Accounting indicators are
relatively unstable, easily manipulated, and easily affected by
relevant accounting data. Judging from the above situations,
the accounting indicators cannot accurately and compre-
hensively reflect the real operating conditions of the en-
terprise. *erefore, it is not suitable as an indicator to
accurately reflect an enterprise value.

As a market indicator, Tobin’s Q reflects the relative
value of an enterprise [20, 21]. Tobin’s Q is not easy to
manipulate and avoids fluctuating stock prices. EVA, which
is also a market indicator, also needs to be calculated, which
is relatively complicated and relatively difficult to determine.

2.2.2. Explanatory Variable: Carbon Information Disclosure
Index. When designing the CDI score table, this study takes
the stakeholder theory as the theoretical basis, combined
with previous scholars’ research on environmental infor-
mation disclosure and the content of carbon information
disclosure in the CDP questionnaire. At the same time,
combined with the actual situation of my country’s listed
companies, a carbon information disclosure evaluation
system suitable for Chinese enterprises is constructed.

Most scholars use the index method when studying
environmental information disclosure. It was indicated that
the index method could more accurately describe and
evaluate social responsibility information. And many for-
eign scholars have used this method in their studies. *e
main point of attention in using the index method is first to
classify the information to be studied, divide it into several
major categories, and then subdivide each significant cat-
egory into multiple subitems. *en you can start to score
each item specifically. After each item has been scored, the
sum of all scores is the variable indicator to be studied.

CDP China’s questionnaire is an important reference for
this article. In CDP China’s questionnaire, carbon infor-
mation disclosure is divided into three categories: strategic
management, risks and opportunities, and greenhouse gas
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to distinguish 12 subindicators such as risks and opportu-
nities brought by climate change and strategic management
of carbon emission reduction. *e CDI scoring table in this
article combines the actual situation of Chinese enterprises
and the situation of carbon information disclosure in the
corporate social responsibility report. Some deletions and
additions are made to the contents of the CDP questionnaire
to make it more in line with the actual situation of listed
companies in my country. *e carbon information disclo-
sure in this article is divided into four categories: strategies
for addressing climate change, climate change governance
systems and policies, carbon emission reduction measures
and actions, and carbon accounting emissions. *en each
category is refined and subdivided into 17 small projects,
such as corporate emission reduction strategies, and some
projects can be divided into qualitative disclosure and
quantitative disclosure. Each item is scored against the
corporate social responsibility report, with 2 scores for
quantitative disclosure, 1 score for qualitative disclosure,
and 0 for no disclosure. *e total score for the 17 items is 27
scores. After scoring, the total score of each item is CDI. *e
CDI score judges the detailed level of carbon information
disclosure.

After scoring, some scholars will also consider the weight
of information and assign different scores to corresponding
information according to the different degrees of importance
of the information. *is study argues that although there
may be some differences in the importance of different
information, there is also a lot of subjectivity when assigning
weights. In this way, the score may be subjectively influenced
by the scorer to a large extent. *erefore, the following
research did not consider the weight problem but directly
added up the scores.

*e CDI score table of this study is shown in Table 2:

2.3.ControlVariables. According to the previous research of
many scholars at home and abroad, it can be learned that
many aspects may impact carbon information disclosure. In
the following empirical research, we will consider control-
ling some factors, which will help reflect the impact of
carbon information disclosure on corporate value to a
greater extent.

2.3.1. Company Size. Social public pressure refers to
attracting too much attention from the public, which will
bring pressure on oneself. And this pressure is very likely to
be affected by the company’s expansion. If the company
expands, the enterprise scale will be more significant.

*erefore, the larger the company expands, the greater the
pressure on the public to bear because the more significant
the scale of the company, the easier it is to attract attention
from all walks of life.

After a series of scientific studies has proved that a series
of consequences of climate change will adversely affect
enterprises and individuals because it will lead to problems
such as resource shortage and air pollution. With the
public’s attention to this issue, the company began par-
ticipating in related low-carbon activities. *is article’s re-
search uses the degree of enterprise development to
represent the pressure mentioned above. Because the bigger
the company is, the more people related to its interests and
other aspects are, and the easier it is to receive attention from
the outside world. *erefore, this article believes that the
larger the enterprise develops, the more willing to disclose its
carbon information to the outside world.

Company size is a variable often used by domestic and
foreign scholars to study enterprise value. *is article uses
the natural logarithm of the company’s total assets at the end
of the year to measure the company’s size. It takes the
company’s size as a control variable that affects its value,
denoted as SIZE.

2.3.2. Ownership Concentration. So far, the academic
community has not reached a clear conclusion on whether
the impact of equity on enterprise value is positive or
negative. *is article selects the sum of the top ten share-
holders’ shareholding ratios in the corresponding annual
reports each year to measure the shareholding concentration
and control the impact of the shareholding structure on the
enterprise value.

2.3.3. Profit Capacity. Investors pay attention to a com-
pany’s profit capacity before investing in a business. A
company’s profit capacity also affects many aspects of the
business, such as asset liquidity. Based on the existing re-
search, this article regards ROE as a control variable at the
end of each year and adds it to the regression model for the
calculation to represent profit capacity.

2.3.4. Company Growth. *e ability of a company to grow is
conducive to enhancing its value. For investors, a company’s
growth is an essential basis for their investment decisions.
*e higher the company’s growth, the better the future
development prospects. In this way, the company’s investors
will have a good expectation for the company’s future stock
price. It can be seen from this that the stronger the com-
pany’s growth, the higher the value of the company in
general. Many indicators can measure the company’s
growth. Combined with some previous studies by scholars,
this article uses the operating income growth rate to measure
the company’s growth.

2.3.5. Industry Attributes. *e public expects industries with
high-carbon emissions to fulfill more social responsibilities.
*e nature of the industry to which the company belongs is

Table 1: Annual composition of sample companies.

Year Number of sample
companies

*e same number of companies
as in the previous year

2012 85
2013 85 77
2014 86 74
2015 82 72
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different, and the level of carbon information disclosure is
different. At the same time, the industry attribute may
impact the relationship between carbon information dis-
closure and corporate value. In addition, industry differ-
ences may affect the level of carbon information disclosure
of enterprises.

According to the list of carbon emissions released by the
Chinese Academy of Sciences, the top five industries with
carbon emissions are defined as high-carbon emission in-
dustries, and the remaining industries are low-carbon
emission industries. In this study, the industry attributes are
assigned a value of 1 for companies in industries with high-
carbon emissions and 0 for companies in industries with
low-carbon emissions.

2.3.6. Nature of Ownership. Generally speaking, there is a
relatively close relationship between state-owned enterprises
and the government. Because of such a relationship, the
public believes that state-owned enterprises should shoulder
more environmental responsibilities than nonstate-owned

enterprises. Our country’s state-owned enterprises are dif-
ferent. Compared with other enterprises, they may fulfill
more energy conservation and emission reduction respon-
sibilities, and the disclosure of carbon information will be
more comprehensive. *is study uses the ownership nature
of the firm as a control variable. If the state controls the
company, then set this item to 1. Otherwise, it is 0; see
Table 3.

2.4. Model Construction. *is article uses a linear regression
equation in an empirical study to examine the impact of a
company’s carbon disclosure on corporate value. *e model
used in this article is as follows: in the research, some fre-
quently used variables are selected as control variables in the
empirical analysis, such as enterprise size and ownership
concentration, using CDI as an independent variable in the
model results from scoring the carbon information disclo-
sure index. Tobin’s Q was used as the dependent variable in
the study [20, 21]. Model 1 is constructed to study the impact
of carbon information disclosure on corporate value.

Table 2: Carbon information disclosure index (CDI) score.
Carbon information disclosure project Introduction

Climate change
strategy

(1) Identification of opportunities and risks related to climate
change

1 score for disclosure, no score for
nondisclosure

(2) Integrating low-carbon development into business strategies 1 score for disclosure, no score for
nondisclosure

(3) Proposing the concept of low-carbon development 1 score for disclosure, no score for
nondisclosure

(4) Enterprise emission reduction strategy 2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure

(5) Responsibility for climate change 1 score for disclosure, no score for
nondisclosure

Climate change
governance and policy

(6) Setting up a management organization 1 score for disclosure, no score for
nondisclosure

(7) Establishing a reward and punishment incentive mechanism 1 score for disclosure, no score for
nondisclosure

Carbon reduction
measures and action

(8) Carbon reduction targets 2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure

(9) Participation in carbon trading 2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure

(10) Publicity and training on carbon emission reduction 2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure

(11) Use of low-carbon products and services 1 score for disclosure, no score for
nondisclosure

(12) Enterprises use new technologies to reduce carbon emissions 2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure

Carbon accounting and
emissions

(13) Standard andmethod of carbon emission surface calculation 2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure

(14) Carbon emission performance (emission history, emission
intensity, emission reduction)

2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure

(15) Energy consumption (energy consumption energy saving,
and energy intensity (energy consumption per unit of output
value))

2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure

(16) Rewards and punishments received by the environmental
protection department

2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure

(17) Carbon emission reduction costs 2 scores for quantitative disclosure, 1 score for
disclosure, and no score for nondisclosure
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Model 1.

Q � β0 + β1CDI + β2SIZE + β3OCN + β4ROE

+ β5GROWTH + β6STATE + β7YEAR + ε.
(1)

At the same time, the model more deeply verifies
whether the industry in which the company operates will
have an impact on the relationship between the two.
*erefore, the factor of IND is added to the interaction term
of CDI.

Model 2.

Q � β0 + β1CDI + β2CDI∗ IND + β3SIZE + β4OCN

+ β5ROE + β6GROWTH + β7STATE + β8YEAR + ε,
(2)

where β0 is the constant term in the regression equation, βi is
the coefficient evaluated for each explanatory variable, and ε
is the random disturbance item.

3. Empirical Analysis

3.1. Correlation Analysis. To eliminate the influence of in-
dividual effects on the correlation between variables, the
average value of each variable is calculated with the company
as the unit. *en the correlation analysis is carried out. In
this article, SPSS 19.0 [22, 23] is used to test the correlation of
each variable in the model, and the test results are shown in
Table 4.

From the correlation test, we can see a correlation be-
tween enterprise value and other variables, but the corre-
lation between the respective variables is not exceptionally
high.

3.2. Multiple Linear Regression Analysis. Since the sample
companies from 2012 to 2015 are not the same, and the short
time is only four years, the four-year sample is aggregated as
cross-sectional data for regression analysis. Table 5 shows
the multiple regression [24–29] results of the impact of
carbon information disclosure on corporate value. It can be
seen from Table 5 that the overall fitting degree is 0.336,
indicating that the selection of explanatory variables in the
model is reasonable. *e variance inflation factor VIF of
each variable is less than 2, meaning no multicollinearity
problem among the variables.

Analysis of the regression coefficient shows that the
correlation coefficient between the CDI and the enterprise
value is 0.035, the significance is 0.037, and it is significantly
positively correlated at the 5% level, which verifies that
carbon information disclosure has a positive effect on
corporate value. *e correlation coefficient between the
interaction term CDI∗ IND and corporate value is 0.086,
with a significance of 0.002. It is also significantly positively
correlated at the 5% level, indicating that industry factors
can significantly impact the relationship between carbon
information disclosure and corporate value.

In addition, enterprise value and company size are
significantly negatively correlated. It shows that the ex-
pansion of the company’s scale in this study is not

Table 3: Description of research variables.

Variable type Variable type Variable
symbol Metrics Calculation method

Explained
variable Corporation value Q Tobin’s Q Tobin’s Q value�market capitalization at the end of

the year/total assets at the end of the year
Explanatory
variables

Carbon information
disclosure level CDI Carbon disclosure index Score table

Control
variable

Company size SIZE Total assets Company size� logarithm of total assets at the end of
the year

Ownership
concentration OCN Shareholdings of the top ten

shareholders
Ownership concentration� the sum of the

shareholding ratios of the top ten shareholders
Profit capacity ROE Return on equity Return on equity� profit after tax/Owner’s equity

Company growth GROWTH Operating income growth
rate

Company growth� (operating income at the end of
the current period− operating income at the end of
the previous period)/operating income at the end of

the previous period

Industry attributes IND
Virtual variable, whether it is
a high-carbon emission

industry

According to the list of carbon emissions released by
the Chinese Academy of Sciences, the top five

industries with carbon emissions are defined as high-
carbon emission industries, and the remaining
industries are low-carbon emission industries.

Companies in industries with high-carbon emissions
are given a value of 1, and those with low-carbon

emissions are given a value of 0
Nature of
ownership STATE Virtual variable, whether

state-owned 1 for state, 0 for nonstate

Year YEAR Virtual variable, set by year
In 2012, 2013, and 2014, set Y1, Y2, and Y3,

respectively, set the current year to 1, and set the rest
to 0
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necessarily conducive to improving corporate value. On the
contrary, the larger the company’s scale is, the more likely it
is to be exposed to risks and the more likely it is to be
pressured by the outside world, which is not conducive to
the growth of corporate value. *e equity concentration and
enterprise value are positively correlated at the level of 1%,
indicating that increasing the equity concentration is con-
ducive to the centralized management of enterprises and has
a positive effect on enterprise value; enterprise value and
profit capacity ROE are significantly positively correlated at
the level of 1%, indicating that the higher the profit capacity
of the enterprise, the greater the enterprise value.

3.3. Comparative Analysis by Industry. In this article,
through group regression [28], the sample data of the high-
carbon emission industry group and the low-carbon emis-
sion industry group are, respectively, substituted into Model

1 to examine the impact of carbon information disclosure in
different industries on corporate value. *e regression re-
sults are shown in Table 6.

It can be seen from Table 6 that the regression coefficient
of the carbon information disclosure index and an enterprise
value of high-carbon emission industries is 0.259, which is
significantly positively correlated at the level of 1%. Still, the
correlation coefficient between the level of carbon infor-
mation disclosure and enterprise value in low-carbon
emission industries is 0.025. *e significance is 0.237, which
is greater than the significance level, indicating that the CDI
[30–33] of the sample of low-carbon emission industries
does not correlate with the enterprise value.

*e empirical analysis results show that the carbon
information disclosure index of the overall sample enter-
prises is significantly positively correlated with the enterprise
value. *e same conclusion was drawn from the analysis of
high-carbon emission sample enterprises. However, the

Table 5: Multiple regression results of the impact of carbon information disclosure on corporate value.
Unstandardized coefficients Standardized coefficient
B Standard error Beta T Significance VIF

Constant 10.247 0.094 11.367 0
CDI 0.035 0.017 0.107 2.058 0.037 1.407
CDIND 0.086 0.027 0.151 3.265 0.002 1.04
SIZE −0.439 0.043 −0.575 −10.795 0 1.417
OCN 0.013 0.003 0.222 4.457 0 1.257
ROE 2.542 0.683 0.182 3.727 0 1.166
GROWTH 0.007 0.005 0.089 1.81 0.073 1.137
STATE −0.14 0.12 −0.057 −1.137 0.254 1.115
R-squared 0.338
Adjusted R-squared 0.323
F value 23.764

Table 6: *e impact of carbon information disclosure levels in different industries on corporate value.
Group of high-carbon emission industries Group of low-carbon emission industries
Beta T Sig Beta T Sig

Constant 8.403 2.109 0.045 10.429 11.294 0
CDI 0.259 3.948 0 0.025 1.189 0.237
SIZE −0.402 −2.264 0.032 −0.447 −10.666 0
OCN 0.013 0.916 0.365 0.016 4.697 0
ROE 3.26 2.225 0.035 2.243 2.842 0.007
GROWTH 0.002 0.303 0.762 0.004 1.706 0.088
STATE 0.045 0.103 0.919 −0.145 −1.143 0.253
Adjusted R-squared 0.313 0.335
F value 3.864 25.755

Table 4: Correlation test of each variable.
Q CDI CDIND SIZE OCN ROE GROWTH STATE

Q 1
CDI −0.063 1
CDIND 0.142∗ 0.161∗∗ 1
SIZE −0.438∗ 0.467∗∗ 0.076 1
OCN 0.077 0.382∗∗ 0.142∗∗ 0.359∗∗ 1
ROE 0.204∗ −0.016 −0.044 0.031 0.057 1
GROWTH 0.083 −0.092 −0.052 0.063 −0.042 0.312∗∗ 1
STATE −0.166∗ 0.108 0.072 0.232∗∗ 0.151∗∗ −0.190∗∗ −0.207 1
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analysis results of low-carbon emission sample enterprises
show no correlation between the two, which can indicate
that industry factors impact the relationship between carbon
information disclosure and enterprise value. Compared with
low-carbon emission industries, the positive correlation
between carbon information disclosure and enterprise value
in high-carbon emission industries is more significant.

4. Conclusions

*is study creatively combines the legitimacy theory, the
effectiveness theory of the capital market, and other related
theories with carbon information disclosure and takes these
classical theories as the basis to study the impact of carbon
information disclosure on enterprise value, which provides a
reference for China’s research on carbon information dis-
closure and a new idea for researchers’ in-depth research in
this field. First of all, it makes a descriptive analysis of the
relevant quantitative characteristics of carbon information
disclosure and analyzes the quality of carbon information
disclosure between different years and different industries.
*en, we carry out multiple linear regression to analyze the
impact of carbon information disclosure on enterprise value.
*en, the industry factors are added to the regression to
verify whether the carbon information disclosure of high-
carbon emission industries has a greater impact on enter-
prise value than that of low-carbon emission industries by
setting the carbon information disclosure level and the
industry multiplier.

Globally, the problems caused by the deterioration of the
climate and ecological environment are becoming more and
more serious. *erefore, energy conservation and emission
reduction are currently a very important task for both
relevant government departments and individuals in the
society because this environment is closely related to and
inseparable from everyone. *e company is a major emitter
of greenhouse gases, so it should bear more responsibility for
energy conservation and emission reduction. *ere are
many ways to strengthen the awareness of enterprise carbon
information disclosure, such as low-carbon publicity and
training of internal employees on low-carbon development.
Let enterprises take the initiative to disclose carbon infor-
mation to promote green and low-carbon development.
Nowadays, China is facing severe ecological and environ-
mental problems, so it is very important to disclose carbon
information on time and comprehensively. *e government
has many tasks to shoulder. It needs to find ways to improve
the awareness of carbon information disclosure of enter-
prises and give clear rewards or punishments to relevant
enterprises. Only in this way can the overall situation of
carbon information disclosure in China be improved.
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With the rapid development of the knowledge economy, learning that stays at a shallow level is no longer able to meet the
challenges of the times and deep learning has come into being. �e key to deep learning is to develop students’ critical thinking,
information integration, communication and collaboration, and constructive re�ection skills, which can be cultivated in the
process of problem solving. By exploring the theories of deep learning and problem solving, the basic elements of deep learning
theory are incorporated into the design system of problem-solving teaching, and the problem-solving teaching model based on
deep learning is proposed in conjunction with the content of elementary school mathematics, so that students can further develop
their core literacy based on acquiring deep learning skills.

1. Introduction

�e concept of deep learning was proposed by American
psychologists Ference Marton and Roger Saljo in the mid-
1950s, and in 2005, Professor Li Jiahou’s research team
introduced the concept of deep learning in amore systematic
way for the �rst time [1, 2]. �e concept of deep learning
advocates that when building resources, we should pay at-
tention to both explicit subject knowledge and implicit
thought and culture, which highlights the cultural charac-
teristics in deep learning and shows that deep learning is
indeed intrinsically related to teaching subject culture. At
present, the more concentrated research areas are mainly
deep learning teaching (learning) model and strategy re-
search, environment design research, and resource con-
struction research. Among them, there are fewer research
results on microscopic deep learning strategies and deep
learning research focusing on classroom context recreation,
which have certain limitations in guiding the teaching of
front-line teachers and the learning of students in primary
and secondary schools. Deep learning is a new integration
and growth point for mathematical culture classroom
teaching [3, 4]. �is paper intends to explore the structure of

elementary school mathematics classroom teaching from a
new perspective based on microscopic deep learning
strategies, resource development, and classroom context
recreation, in an attempt to contribute their own new
thinking on the cultivation of moral and core literacy in
mathematics subjects.

2. Introduction to Deep Neural Networks

2.1. Deep Learning Model. �e deep learning model, also
known as the deep neural network model, is a classical
nonlinear machine learning model whose design is inspired
by the neural networks in the biological brain [5, 6]. During
the continuous exploration of the biological brain, it was
found that the basic unit of the biological mechanism of the
brain is the neuronal cell. �e basic structure of neuronal
cells is shown in Figure 1, and each neuronal cell di�er-
entiates upstream and downstream into dendritic and ax-
onal structures, respectively. When a nerve signal is
transmitted, a chemical is released from the upstream
neuron cell, which is captured by the dendritic structure as
an input signal, processed by itself, and then transmitted to
the downstream neuron cell through the axon by releasing
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the chemical. *e neuronal cells release output signals that
require the sum of the received input signals to reach a
certain strength in order to be activated.

In Figure 2, the input of the j-th output neuron is
βj � 

p
i�1 whjbh; the input to the h-th hidden layer neurons

is ah � 
a
i�1 vihxi. In Figure 2, the neuron model is divided

into three levels: “input layer,” “hidden layer,” and
“output layer.” Each “circle” represents a neuron, and the
neuron in the “input layer” has only axon endings,
the neuron in the “output layer” has only dendrites, while
the neuron in the “hidden layer” has both dendrites and
axon endings. *e neurons in the “hidden layer” have both
dendritic and axonal endings, and the lines between
neurons represent the transmission of information [7, 8].
It is easy to see that the neuronal model perfectly simulates
the process of biological understanding of the world: first,
xi(i � 1, . . . , d) in Figure 2 represents a number of input
data, which is also the data to be transmitted from the
“input layer” to the “hidden layer.” Second,
vih(i � 1, . . . , d; h � 1, . . . , q) represents the “weight” of the
information transmitted from the i-th neuron in the
“input layer” to the h-th neuron in the “hidden layer.”
“*ird, bk(k � 1, . . . , d) denotes the data obtained by the
k-th neuron in the “hidden layer.” If this data reaches a
preset “threshold,” the neuron will be activated and the bk

data can continue to be transmitted to the “output layer”;
if the “threshold” is not reached, the bk will not be
transmitted to the “output layer.” If the “threshold” is not
reached, kb will not be transmitted to the “output layer”;
fourth, similarly, whj and yi(j � 1, . . . , l) can be under-
stood. In an ordinary neural network model, the input
data xi(j � 1, . . . , l) and the output data yi(j � 1, . . . , l)

are known, and a large amount of training data is used to
determine the “weights” between the layers. Once all the
“weights” are obtained, the artificial neural network
model is built, through which the machine can simulate

the human way of understanding the world to perform
clustering, recognition, and optimization. When the
“hidden layer” has multiple layers of neurons, a “deep
learning” model in computer science is obtained
(Figure 3).

2.2. Deep Learning in Education. If deep learning in com-
puter science is to achieve intelligence by activating neurons
and calculating weights among neurons, deep learning in
education is to achieve teaching goals by activating students’
knowledge and clarifying the relationship between old and
new knowledge in teaching practice [9, 10]. It is clear that the
“model” of deep learning in computer science corresponds
to the teaching process based on deep learning in pedagogy,
and there is a clear correspondence in terms of objectives,
methods, and focus (see Table 1).

From the abovementioned correspondence between the
two fields of deep learning, differences can be obtained
[11, 12]. *ese are mainly reflected in the following aspects.

Firstly, machines do not have the ability to build models
on their own, while one of the goals of deep learning in
pedagogy is to enable students to explore the connections
between knowledge on their own, which is the most essential
difference between “human” and “machine.”

Secondly, for machines, the modeling is roughly the same
for the same input and output. However, for teaching, each
student often has different knowledge constructs in the face of
new knowledge, and the activated knowledgemay be different.

Finally, although the implementation process of deep
learning in these two fields is roughly the same, in computer
science, deep learning requires the use of “sea of problems”
and a large amount of data to get the model; while in
pedagogy, teachers should pay more attention to the acti-
vation of students’ knowledge and should not give students
too much practice.

axon of
previous
neuron

neuron cell body

neuron cell body

nucleus

nucleus

synapse

synapse

dendrites

electrical
signal

dendrites of
next neuron 

axon

axon
tips

Figure 1: Neuronal cells.
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3. Teaching Practices of Elementary School
Mathematics Based on Deep Learning

*e teaching practice of deep learning revolves around the
core content of the subject, which requires teachers to create
contexts suitable for deep learning so as to promote the
overall development of students [13, 14]. Based on the
understanding of the meaning of deep learning, the teaching
process of deep learning should include setting learning
tasks, actively exploring and activating knowledge elements,
acquiring the essence of mathematics, consolidating the
connections between knowledge elements, and summarizing
the learning process.

3.1. Assigning Learning Tasks. *e purpose of assigning
learning tasks is to enable learners to carry out independent
learning with the tasks. *e learning tasks should be chosen
to meet the requirements of the teaching objectives but also
to be appropriately challenging for the students. *ese tasks
can be mathematical knowledge itself or can be derived from
real life, rich and complex teaching contexts created by the
teacher.

3.2. Active Inquiry and Activation of Knowledge Elements.
*is component refers to students’ deep inquiry into the
learning tasks set by teachers and their active construction of
their own problem-solving approaches and methods

[15, 16]. *e core content of a subject is the carrier for
carrying out deep learning, a class of core content is
composed of several learning units, a learning unit is
composed of several knowledge points, and these basic
constituent elements can be called knowledge elements. *e
process of active inquiry is student-oriented, and students
are expected to make connections between new knowledge
and old knowledge and activate as many existing knowledge
elements in their cognitive structure as possible. *e more
knowledge elements students activate, the more likely they
are to approach the essence of mathematics.

Take the process of proving the “butterfly theorem” for
an arbitrary quadrilateral as an example. As shown in
Figure 4, the main content of the “butterfly theorem” is for
any quadrilateral, there is S1∶ S2� S4∶ S3 or S1, S2, S3, S4
(where S1, S2, S3, and S4 are the areas of four triangles).

*e proof of this theorem is as follows: first, the mag-
nitudes of the areas of the four triangles are S1 � 1/2 OD·h1,
S2 �1/2 OB· h1, S3 �1/2 OB· h2, and S4 �1/2 OD· h2. Second,
it can be observed that△AOD and △AOB are two triangles
of the same height, and their area ratios are S1∶ S2 �OD: OB.
△COD and△BOC are also two triangles of the same height,
and their area ratios are S4∶ S3 �OD: OB. Finally, the two
equations are equivalently substituted, i.e., S1: S2�S4: S3 or
S1 × S3�S2 × S4.

In fact, the proof of “butterfly theorem” is not very
difficult, but there are many knowledge elements that need
to be activated in the process of proof, such as ratio and
proportion, calculation of triangle area, letters for numbers,
simple equations, and equivalent substitution, which are all
knowledge elements that students may activate in the
process of learning the lesson. Only by activating the
knowledge elements behind the “butterfly theorem” can
students successfully acquire the essence of mathematics
[17, 18].

3.3. Acquiring the Essence of Mathematics. *is is the part
where students are guided by the teacher to use the activated
knowledge elements to acquire the essence of mathematics.
If students cannot complete the deep learning through in-
dependent inquiry, the teacher can guide appropriately by
prompting students which knowledge elements the task is
related to and then allowing students to activate them,
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hidden layer

Figure 3: *e deep learning models with multiple hidden layers.
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unifying student independent inquiry and teacher guidance.
*is process is teacher-led and is intended to help students
acquire the true essence of mathematics. Take the proof of
the butterfly theorem as an example [19, 20]. For elementary
school students, the mathematical essence of the theorem
can be summarized as follows: one is the use of letters to
represent unknown quantities and the use of letters to
perform operations; the other is the use of the formula for
the area of a triangle to convert the ratio of the area to the
ratio of the “base.” *erefore, teachers can guide students
from these two aspects in the actual teaching process,
prompting them to activate the relevant knowledge elements
and then letting them use the activated knowledge elements
to obtain the essence of mathematics.

3.4. Consolidating the Connections between Knowledge
Elements. *is component can also be called “continuous
assessment,” i.e., multiple assessments to determine whether
students have “learned” something [21, 22]. Scientific
continuous evaluation can improve teachers’ teaching and
professional development; it can optimize students’ in-depth
learning and promote their overall development. *e as-
sessment can be done by practicing postlesson exercises,
taking unit tests, etc. For the proof of the butterfly theorem

for any quadrilateral, the teacher can ask students to
complete the following task after the proof is completed.

For example, the diagonal AC of quadrangle ABCD
compares to BD compared to point O.

If the area of the triangle ABD is equal to 1/3 of the area
of the triangle BCD, and it is AO� 2 and DO� 3, then how
many times the length of the CO is the length of the DO
(Figure 5).

*e problem is the ratio of CO andDO. Since AO andDO
are known quantities, the ratio of CO and DO can be con-
verted to the ratio of AO and CO. From the diagram, we can
see that AO and CO are in two triangles with the same base,
which is in line with the essence of the butterfly theorem.
*rough the above example, teachers can guide students to
further understand the process of proving the butterfly
theorem, and let them apply the theorem to solve problems,
consolidate the connection between knowledge elements, and
finally achieve the purpose of in-depth learning.

3.5. Summarizing the Learning Process. Summarizing the
learning process means that students can review the
meaningful learning process they have participated in
[23, 24]. Teachers can determine whether students have
integrated new knowledge with old knowledge based on
their summaries, which simply means that they “know how
to learn.” *e deeper goal is to prepare students for learning
new knowledge, encourage them to develop the habit of
summarizing the learning process, and take the initiative to
learn in depth, hoping that they will achieve the goal of
“knowing how to learn.” *e above teaching practices
correspond to the process of deep learning in computer
science as shown in Table 2.

4. Teaching Strategies for Elementary School
Mathematics Based on Deep Learning

4.1. Stimulating Positive Emotional Experiences and Culti-
vating Interest in Mathematics Learning. Teachers cause
empathy between teachers and students through effective
and positive communication with them in the teaching
process. Give full play to the positive role of emotional
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S2
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Figure 4: Butterfly theorem for arbitrary parallelograms.

Table 1: *e correspondence of deep learning in the two domains.

Deep learning in computers Deep learning in teaching science

Model

Input layer (initial data) Challenging learning tasks
Hidden layer (transmitting between neurons in the brain,

processing information, contains multiple layers of
neurons)

*e existing knowledge in the cognitive structure

Output layer (output-processed information) *e essence of mathematics
Inspection model Persistent evaluation

Goal Get the machine to be able to learn
Promote students to have the ability of deep learning,

independently explore the connection between knowledge, from
“learn” to “learn” can “learn”

Method Use a large amount of training data to determine the model
Under the guidance of teachers, students complete tasks, activate

more knowledge elements, and independently explore the
relationship between knowledge elements

Keynote Training process, neuronal activation, and determination of
the weights

Students’ thinking process, the activation of knowledge element
and the relationship between knowledge element

4 Scientific Programming



factors in teaching activities, so as to promote teaching with
emotion, teaching with emotion [25, 26]. With the help of
multimedia to make mathematics teaching more intuitive
and visual, to break the students’ fear of mathematics and
gradually cultivate students’ interest in learning mathe-
matics. Teachers try to connect the knowledge points learned
in class with students’ life, so that students can feel the
existence and charm of mathematics in real life. Connecting
mathematics with real life creates a lively, relaxed and in-
teresting learning atmosphere so that students really love
mathematics and take the initiative to learn mathematics.

4.2. Students Fully Participate in Teaching and Learning to
AchieveDepthof7inking. Master the laws ofmathematics in
a hands-on way. Piaget’s cognitive development stage theory
that children between the ages of 7 and 12 years old are in the
concrete operation stage, the children of this stage of concrete
operation thinking cannot leave the support of concrete
things, has not yet formed the ability to abstract thinking.
Psychological research shows that themore senses involved in
collecting information, the more information is obtained, and
the more solid knowledge is learned [27, 28]. *erefore, for
students who are still in the concrete arithmetic stage, the use
of multiple senses is conducive to the mastery of mathe-
matical laws and the deepening of mathematical knowledge.

*e development of mathematical thinking is promoted
in cooperative learning.*e exchange of ideas with each other
produces two or even more ideas. *is is also true in ele-
mentary school mathematics. In the process of learning
knowledge, each student has a different way of thinking when
faced with the same problem because of their individual
differences and motivational characteristics, as well as their
life environment and emotional and attitudinal differences.

*rough group discussion, each member of the group has the
opportunity to express his or her own views and to exchange
experiences and emotions with other members. *rough
group discussions, students incorporate the experiences and
knowledge structures of others into their own knowledge
structures and continuously promote self-reflection so that
their own knowledge spirals upward and in the process
students’ mathematical thinking develops and deepens.

4.3. Breaking the Boundaries of Disciplines to Integrate
Learning and Building a Mathematical Way of 7inking.
In today’s world, it is difficult to rely on the knowledge of a
single discipline when students need to mobilize a wide
range of knowledge, abilities, and methods to solve the
complex problems of tomorrow’s society [29]. *erefore, it
is important to integrate the knowledge of other disciplines
in the teaching and learning process of mathematics and to
develop interdisciplinary thematic learning, not only to
deepen students’ understanding of mathematics and pro-
mote deeper learning of mathematics but also and more
importantly, to develop students’ comprehensive thinking
skills and the ability to transfer knowledge, which is an
important ability to solve complex problems across disci-
plines. Teachers break the limitations of their own subject
knowledge in the mathematics teaching process and col-
laborate with teachers of other disciplines to create an in-
tegrated, multidisciplinary curriculum that fosters students’
ability to think in multiple, holistic, and innovative ways and
promotes the transfer of knowledge and skills.

4.4. Timely and Positive Assessment to Develop Students’ Self-
Confidence in Mathematics. Learning assessment is an es-
sential part of teaching and learning activities [30–38]. For

Table 2: Computer science summarizes the implementation process comparison of deep learning and deep learning teaching practice.

*e implementation process of deep learning in computer
science Deep learning teaching practice

Determine the input initial data Assign learning tasks, and lead to the main content of classroom teaching
Determine the neurons of the “hidden layer” Actively explore and activate the knowledge meta
*rough the training data, the weights and the activated
neurons were determined

Get the essence of mathematics and guide students to recall the learned
knowledge

By evaluating the model, by verifying the data Consolidate the connection between knowledge yuan, test whether
students firmly grasp knowledge

Finally determine the model Summarize the learning process, and gradually form a good learning
habits

B C

O

D
A

Figure 5: Any quadrangle “butterfly theorem” exercise diagram.
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students at the elementary school level, affirmative and
positive assessment from teachers can stimulate students’
intrinsic motivation to learn. *e logical and abstract nature
of mathematics makes it a subject that is not easy for stu-
dents to master. In the process of learning, students will
inevitably make mistakes, even some simple mistakes that
teachers often emphasize, and when students makemistakes,
they should not speak harshly, but should be “kind” to them.
We should find out the weaknesses of students’ knowledge
and provide them with targeted individual counseling.

5. Conclusion

Deep learning is a hot topic of research and practice in the
field of learning science, and it is important for under-
standing how people learn and how learning is best achieved.
*e ultimate goal of deep learning is to enable students to
learn basic mathematical knowledge, explore the connection
between related knowledge and understand the essence of
mathematics, and finally move from “learning” to “know-
ing.” As front-line teachers, they need to design challenging
learning topics under the guidance of deep learning theory,
so as to create good conditions for students to realize deep
learning. According to the above discussion, teachers should
pay attention to the following aspects.

First, the need for students to engage in deep learning is
determined by mathematical knowledge itself. When math-
ematical knowledge is limited, the teaching process is much
like the implementation of an artificial neural network, with
few meta-connections in the “hidden layers” of knowledge.
However, as students learn more mathematics, the teaching
process should be based on the implementation of deep
learning in computer science, and the connections of
knowledge elements in the “hidden layer” become more and
more complex. For example, in the lesson “position and
direction,” rays, angles, measures, number pairs, etc., are all
knowledge elements in the “hidden layer,” and their con-
nections should be understood by students during the lesson.

Second, students’ ability to learn in depth is not a task of
one lesson, but a long-term process. In the middle and lower
grades, teacher guidance may play a key role, as teachers can
take the initiative in guiding connections to what students
have already learned, but they should also give students as
much time as possible to think on their own. In the upper
grades, the key role should gradually shift to students,
emphasizing interknowledge connections, multiple solu-
tions to problems, and adequate communication.

*ird, teachers should try to let students construct their
own knowledge system and form the habit of independent
learning during the teaching process. When summarizing
the results of a lesson, students should not only be asked
“what they have learned,” but also “what they have used,” so
that they can recall the learning process. Only in this way can
students gradually “learn” mathematics.
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Point cloud local feature extraction places an important part of point cloud deep learning neural networks. Accurate extraction of
point cloud features is still a challenge for deep learning networks. Oversampling and feature loss of point cloud model are
important problems in the accuracy of image point cloud deep learning network. In this paper, we propose an adaptive clustering
method for point cloud feature extraction—adaptive optimal means clustering (AOMC)—and apply it to point cloud deep
learning network tasks. �is method solves the problem of determining the number of clustering centers in the process of point
cloud feature extraction so that the feature points contain the whole point cloud model and avoid the problem of losing detail
features. Speci�cally, according to the loss characteristics of point cloud clustering, AOMC selects a di�erent number of clustering
centers for various models. Moreover, in light of the density distribution of the point cloud, the radius of the clustering subset is
determined. �is method e�ectively improves the accuracy of the point cloud deep learning network on object classi�cation and
parts segmentation. Our method reaches demand on Modelnet10 and shapenetcore_partanno_segmentation_benchmark
datasets. In terms of deep learning network optimization, it has good performance. Additionally, our method has high accuracy
and low algorithm complexity.

1. Introduction

With the rapid development of point cloud intelligence,
researchers have paid much attention to the application of
deep learning networks in point cloud recognition [1–3].
Moreover, machine learning algorithms are gradually being
applied to improve the performance of point cloud recog-
nition. Point cloud intelligence is widely used in surveying
mapping, machine recognition, model design, virtual reality,
and other �elds [4–8].

Point cloud intelligence algorithm based on a deep
learning network mainly focuses on object classi�cation,
object detection, parts segmentation, and semantic seg-
mentation [9, 10]. Point cloud deep learning networks
gather di�erent functions in the same network to realize the
integration of various tasks [11–15]. Figure 1 shows the main
task and processing �ow of the point cloud deep learning
network, which includes two main parts: point cloud feature
extraction and deep learning computing. �e aim of point

cloud feature extraction is to extract e�ective features from
the point cloud model. �e extracted features are used for
analysis to meet di�erent task requirements. �e deep
learning network is composed of di�erent convolution
kernels. �e purpose of convolution is to use features to
optimize the loss function, so as to realize the segmentation
and classi�cation of the point cloud model.

For the shape analysis task based on the point cloud, it is
a fundamental problem to realize the e�ective representation
of local shape features (normal, curvature, etc.). �e rep-
resentation of local shape features is a�ected by many in-
terference factors, including noise, dynamic sampling
density, complex geometric details, and defective parts.
�ese interference factors undoubtedly a�ect the local shape
feature representation of the point cloud and then a�ect the
performance of related applications. To solve this problem,
we usually use the local neighborhood estimation of each
point in the point cloud to establish an implicit surface
representation to realize the simulation of local features.
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Because point cloud is of disordered and irregular data
structure, unlike 2D data, it is impossible to simply use
convolutional neural networks (CNN) for feature extraction.
Before deep neural networks were envisioned, three-di-
mensional operators were commonly used to achieve point
cloud parts segmentation [16, 17]. To capture finer structures
and more accurate boundaries, numerous refinement
strategies have been proposed. In 2015, the VoxNet model
was presented based on the voxelization model [8]. At the
same time, a multiview convolutional neural network (MV-
CNN) was proposed based on the multiview sampling
method [18]. However, none of these methods can directly
act on point cloud data to extract the features of the point
cloud.

Clustering is a typical unsupervised learning algorithm.
,e main idea is to divide the data set into different subsets
according to the different attribute features of the unde-
termined data [3]. ,e main way to evaluate the clustering
effect is to see if objects of the same category are classified
into the correct subcategory. Compared with objects be-
tween groups, objects within groups have a high degree of
similarity, while objects between different groups are very
different. For 2D and 3D data, a clustering algorithm can
realize effective segmentation of objects, which includes
segmentation between different categories and segmentation
of parts within objects.

Figure 2 shows the process of feature extraction of the 3D
point cloud deep learning network. Firstly, the feature center
of the point cloud is carried out. ,en, taking the feature
center as the center of the sphere and selecting the radius to
extract the hierarchical feature points of the point cloud, the
purpose is to obtain the local features of the point cloud
model. Finally, the extracted feature points are input into the
deep learning network to realize the task of point cloud
classification and parts segmentation.

Figure 3 shows the process of point cloud feature ex-
traction; if the feature center is not selected reasonably, it will
lead to the loss of local features of the point cloud, which will
affect the accuracy of the point cloud deep learning network
[19, 20]. In practice, supervised learning and unsupervised
learning can be used to select feature points of the point
cloud [21–23]. However, the time complexity of some
methods is high, and the accuracy of other methods is too
low. Moreover, the algorithm parameters are not reasonable

for the point cloud category, which leads to the waste of
computing resources [24, 25]. ,erefore, it is very important
to propose a point cloud feature extraction method with low
computational complexity, high accuracy, and adaptability
for the optimization of the point cloud deep learning
network.

In this paper, we primarily consider point cloud clas-
sification and parts segmentation, two model tasks in the
point cloud processing world. We propose a feature ex-
traction method based on unsupervised learning. ,e
number and radius of clustering are determined according
to different cloud types by statistical method. ,e adaptive
feature extraction of the point cloud is realized by parallel
optimization. ,is method not only can ensure the complete
coverage of the point cloud range but also can avoid the
occurrence of repeated sampling and missing sampling.
Moreover, compared with the traditional adaptive clustering
method, this algorithm has lower algorithm complexity and
higher practicality in parameter settings.

,is method includes the process of determining the
number of clustering centers and feature points extraction of
the point cloud model. ,e purpose is to achieve accurate
feature extraction of the point cloud model and avoid the
loss of detail feature points. And we apply the feature points
in the training process of the point cloud deep learning
network, improving the training speed and accuracy of the
network.

Compared with the existing clustering methods, this
method has some advantages. We also compare the con-
vergence speed of the deep learning network during the
training process to evaluate the effect of how this algorithm
improved the process of network training. Experimental
results show that this method has a certain effect on the
optimization of the point cloud deep learning neural net-
work. In summary, our major contributions are as follows:

(i) We propose a point cloud feature extractionmethod
based on clustering and adaptive optimization.
When extracting the feature points of point cloud
models, it not only can keep details of the local
feature but also can reduce the complexity of the
algorithm.

(ii) Our method sets different sampling centers and
sampling radii for different point cloud types. ,e
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Figure 1: ,e architecture of point cloud deep learning network.
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purpose is not only to cover the whole range of the
point cloud and avoid missing detection but also to
ensure that the overlapping part of the clustering
subregion is small and prevent resampling.

(iii) We conduct comprehensive experiments on several
benchmark data sets: Modelnet10 [26] and shape-
netcore_partanno_segmentation benchmark [27], to
validate the effectiveness and efficiency of our pro-
posedmethod for point cloud classification and parts
segmentation tasks. In the point cloud deep learning
network optimization, it has a significant effect.

,is paper is organized as follows. In Section 2, we
provide an overview of the literature on point cloud feature
extraction. We propose an adaptive point cloud clustering
method in detail in Section 3. Section 4 shows the detailed
experimental results. Finally, Section 5 concludes this
paper.

2. Related Work

In the process of point cloud feature extraction, machine
learning algorithms, including supervised learning
[1, 2, 28, 29] and unsupervised learning [3, 30, 31], are widely
applied. And the feature points are used to train deep
learning networks [27, 32]. Point cloud feature extraction
affects the performance of the deep learning network.

2.1. Supervised Learning. Supervised learning is to adjust the
parameters of the classifier according to the class label of the
sample space. Typical supervised learning includes SVM,
naive Bayesian model (NBM), decision tree, and so on. In
three-dimensional space, supervised learning determines the
classification plane according to the category of the point
cloud, so as to ensure the generalization ability of the
classifier [28, 29].
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Figure 3: Problems in hierarchical feature learning of point cloud: (a) the sampling area does not cover the whole point cloud model and
(b) the overlapping of sampling space leads to repeated feature extraction.
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Figure 2: Hierarchical feature extraction process of point cloud deep learning.
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Yu and Yang proposed a point cloud sampling method
based on the k-nearest neighbor algorithm (k-NN) [1]. ,e
k-NN algorithm determines the center of the sampling based
on the category of point cloud data and calculates the radius
of the sampling area. ,e algorithm fully considers the
category attributes of each point in the point cloud and
makes full use of the distribution of points in the point cloud.

But, for not categorized point cloud data, the k-NN
algorithm cannot be used. At the same time, the amount of
point cloud data collected by point cloud acquisition devices
such as LiDAR is very large [12–14], and the amount of input
data for training deep learning networks is also very large.
,erefore, it is impossible to label the category of each point.
Besides, the algorithm ignores the sparse degree of point
cloud distribution, lacking certain self-adaptability. In ad-
dition, for point cloud models with more complex distri-
butions, this algorithm increases the number of sampling
points that increases the computational complexity of the
deep learning network.

2.2. Unsupervised Learning. Unsupervised learning is an
algorithm that divides the classification space without prior
knowledge. Typical supervised learning includes PCA [30],
agglomerative clustering, density-based spatial clustering of
applications with noise (DBSCAN), and so on [31]. In the
three-dimensional space, the clustering method can divide
and extract the target of the point cloud without knowing the
classification of the point cloud.

Han studied the point cloud clustering segmentation
algorithm based on k-means [3]. ,is method is imple-
mented based on a certain number of cluster centers, which
lacks self-adaptability for different types of point clouds. At
the same time, the k-means algorithm needs to initialize the
cluster center number before clustering. ,erefore, if the
cluster center is not well selected, it will have a great impact
on the k-means algorithm, which will lead to negative effects
such as poor clustering or slow convergence speed.

,ere is a problem with unsupervised learning. Without
knowing the exact number of samples, it is impossible to
select the best number of clustering centers. If the number of
feature points is too small, the feature information of the
point cloud will be lost [33], and the task of point cloud
recognition is impossible. If the number of feature points is
too large, the complexity of the network will be too high, and
the computing resources will be wasted [34, 35].

,e unsupervised learning clustering algorithm has some
limitations for unknown data. If the initial point of clustering
is not selected well, it may affect the convergence effect of the
clustering algorithm [9, 16].,erefore, it is very important to
select the initial points, which can cover the whole point
cloud model for point cloud feature extraction [8, 10].

At the same time, for different point cloud categories, the
value of the cluster subset number is different [1]. For the
point cloud model with simple distribution, fewer clustering
centers can cover the whole point cloudmodel. For the point
cloud model with complex density distribution and more
detailed features, uniform feature extraction is needed to
achieve effective feature extraction.

Although DBSCAN clustering algorithm can determine
the number of clusters center according to the classification
of point cloud [36, 37], in practical application, it is nec-
essary to determine the distance between core points and the
minimum number of sample points (MinPts) in the clas-
sification subset. Sometimes, due to the accuracy of point
cloud computing, the actual application effect of the
DBSCAN algorithm needs to be improved. And DBSCAN
algorithm has high complexity.

2.3. Point Cloud Deep Learning Network. In 2017, Qi et al.
proposed a network model: PointNet [28], which directly
targets disordered point clouds. At the same time, in order to
obtain hierarchical features such as the CNN model and
extract the local features of the point cloud, Qi et al. then
proposed a point cloud deep learning network using hier-
archical feature learning: PointNet++ [29]. PointNet++
network uses the farthest point sampling and ball query
method, which fully covers all the points in the point cloud
to avoid outliers in the sampling process. An array of im-
proved algorithms are gradually applied to a deep learning
network [38–41] in the past several years. ,eir main
thought is to improve the effect of point cloud feature ex-
traction for developing the performance of a deep learning
network.

In the basic PointNet++ network, point cloud feature
extraction uses the farthest point sampling and the ball query
method, which has a certain degree of randomness and
ignores the distribution features of the point cloud.
,erefore, the feature clustering method is used here to
extract and sample the feature of the point cloud. And the
time complexity (O(N2)) of farthest point sampling is high.
At the same time, due to the random selection of sampling
centers, there may be overlap between different sampling
points areas, causing repeated sampling. In addition, the
sampling radius of the basic algorithm is of fixed value,
which will cause the lack of self-adaptability of sampling, and
it is impossible to sample reasonably according to the
specific situation of the point cloud distribution.

3. Our Method

We propose a novel point cloud sampling method based on
unsupervised learning: adaptive optimal means clustering
for point cloud feature extraction (AOMC), which improves
the clustering effect of nonmeans clustering. It can be
roughly divided into two steps: cluster center number de-
termination and adaptive optimal cluster. Figure 4 shows the
process of AOMC.

Firstly, our method determines the number of clustering
centers for different categories of point cloud according to
the change of the within-cluster sum of squared errors (SSE),
raising the adaptability between the selection of the number
of cluster centers and the point cloud category. ,e density
of point cloud distribution is different among point cloud
models. And various objects have different details, so it is a
significant way to select suitable clustering center numbers
for each of the point cloud models.,en, adaptive clustering
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is carried out. ,e requirement of clustering is not only to
realize the uniform distribution of feature points in the point
cloudmodel but also to avoid the loss of detail feature points.
At the same time, AOMC avoids the repeated sampling
caused by the excessive overlap of each subclass. AOMC
makes the clustering centers reasonably and evenly dis-
tributed in the point cloud model, so as to improve the
clustering effect. After sampling feature points, we input
them into the deep learning network. CNN-based deep
learning network can learn hierarchical features to achieve
the parts segmentation and object detection tasks for point
cloud models. ,e method is applied to the PointNet++
network. By the point cloud classification accuracy and parts
segmentation tasks, the degree of improvement of the point
cloud deep learning network by this algorithm is analyzed.

Figure 5(a) reflects the effect of common point cloud
feature extraction. Because the number of clustering centers
is uncertain, the position of the clustering center is un-
reasonable. Meanwhile, the cluster radius of different cluster
subsets is the same, which leads to repeating sampling and
missing sampling. ,e above factors will lead to the loss of
point cloud features, which will affect the performance of the
deep learning network.

Figure 5(b) is the result of adaptive point cloud feature
extraction. Points are divided into two categories according
to their distribution position. Each category has its own
clustering center. According to the distance from the cluster
center to the farthest point of the cluster subset, the radius of
each cluster range is determined. It can be seen from Figure 4
that the adaptive clustering algorithm can effectively reflect
the distribution features of the point cloudmodel.,erefore,
the point cloud feature extraction through clustering can
effectively reflect the structural features and distribution
features of the point cloud.,e loss of detailed features of the
point cloud caused by randomness is avoided. ,e method
we proposed is to use adaptive clustering to improve the
performance of the deep learning network.

3.1. Number of Cluster Centers Generation. ,e error of the
cluster algorithm is measured by SSE, where μ(j) is the center
point of the cluster j (j ∈ 1, 2, . . . , k{ }). It is generally
considered that the clustering solution process is a problem
of optimization (minimization) of the SSE. We set the
number of clustering samples as n. If the sample x(i)

(i ∈ 1, 2, . . . , n{ }) belongs to the jth cluster, then w(i,j) � 1;
otherwise, w(i,j) � 0.

SSE � 
n

i�1


k

j�1
w

(i,j)
� x

(i)
− μ(j)

�����

�����
2

2
. (1)

Based on the visualization tool of SSE, the optimal
number of cluster centers is estimated for a given task. ,e
basic method to determine the elbow point is to find the
parameter of the cluster center when the clustering deviation
increases abruptly. If the curve attenuation is gentle and
there is no obvious elbow point, is the best sampling value
when the SSE is set to be a threshold, usually less than 300.

We can draw the clustering deviation diagram with
different values of the cluster center and observe the position
of the elbow point.

Figure 6 is an image in which the SSE of the clustering
changes with the number of cluster centers. It can be seen
that the SSE decreases with the increase of cluster center
number. When the number of cluster centers is three, the
curve of Figure 6(b) presents an obvious elbow shape, which
is called the elbow point. ,erefore, three is a better choice
for this set of data in Figure 6(a). ,e selection of elbow
points should not only consider the degree of error change
but also consider the absolute size of the error. If the error
changes more gently with the increase of cluster centers or
the elbow point appears in the place with a large error, the
number of cluster centers with a small error should be se-
lected as the best parameter.

3.2. Adaptive Optimal Clustering. After obtaining the opti-
mal clustering center of each point cloud model, we then
determine the location of the cluster center and divide the
point cloud model into different subsets.

,e main idea of AOMC is that the mutual distance
between the initial cluster centers is as far apart as possible.
We set the point cloud model as a set x. Our aim is to obtain
a set of clustering results xcluster. Initially, the point cloud
model is a set of n sample points. We take μ to record each
selected cluster center point.

We set an empty set M to record the selected cluster
center points, then randomly select the first center point μ(1)

from the input sample, and add it to the set M.
For each sample point x(i) (i ∈ 1, 2, . . . , n − 1{ }) outside

the set M, we calculate the shortest Euclidean distance
d(x(i), M)2 between each sample point and the current
cluster center set M. According to the distance, the prob-
ability distribution d(x(i), M)2/id(x(i), M)2 is constructed.

Determine the optimal 
number of cluster centers 

Adaptive clustering for 
feature points

Input feature points to
 deep neural network

Input feature points to
deep neural network

Input feature points to
deep neural network

Figure 4: Adaptive optimal means clustering for neural networks.
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,en, based on the weighted distribution of distance, gen-
erate a probability value p between 0 and 1 and select the
next central point μ(p) from x(i) to M. In light of the
probability distribution, the point in a set of x(i) farther away
from M is more likely to be selected as the next cluster center
μ(p). ,is ensures the uniform distribution of the initial
cluster centers in the point cloud model.

By repeating the above steps, the initial adaptive cluster
centers are obtained. Compared with the random selection
of initial cluster centers, the AOMCmethod ensures that the
distance between the initial cluster center points is longer,
and the distribution is uniform in the point cloud model.

,e remaining points of x are classified into the cluster
subsets corresponding to the cluster centers in M and
initialize the SSE value of M. ,en, set a threshold value for
SSE. Based on the distribution of the points in the subset, the
sample center of the subset is updated as the new cluster
center in M. Update the current SSE of the point cloud
model clustering result. Finally, when SSE is less than the
threshold, we get the cluster result xcluster.

,e adaptive optimal means clustering (AOMC) algo-
rithm is summarized in Algorithm 1:

3.3. Determination of Feature Points and Loss Function.
After dividing the point cloud model into different adaptive
clustering subsets, we then sample the data points of each
subset. Sampling radius and loss function are defined as follows:

Sampling radius. We carry out cluster sampling of point
clouds according to different types of point clouds. First, in
order to prevent the occurrence of outliers, the maximum
coverage is the entire sample space. ,e sampling radius is
defined from the center point to the farthest point in the class:

rj �

���������

xjf − μj

�����

�����
2

2



j ∈ 1, . . . , k{ }. (2)

Loss function. In the point cloud deep learning network, the
maximum cross-entropy function is used as the
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Figure 6: Elbow point selection schematic: (a) two dimensional of three cluster centers and (b) the relationship between the change of
clustering number centers and SSE in (a). When the number of cluster centers is 3, the curve appears obvious “elbow point.”
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measurement of the loss function. As shown in formula (3),
it is the maximum cross-entropy function.

First of all, the input class of the neural network is
normalized here, which is defined as follows:

LS �
e

Si


k
i�1 e

Si
, (3)

where Si denotes the output value of the multilayer
perceptron for each point cloud class and k represents the
number of point cloud classes in the sample. ,is operation
is equivalent to the softmax layer function and · · ·S is output
as a vector form. Next, the cross-entropy calculation is
carried out between the output and the label, which is de-
fined as follows:

L � −
1
k



k

i�1
yi ln LSi

 , (4)

where yi is the actual label of each point cloud class; the
label of each point cloud class is multiplied by the natural
logarithmic form output by the normalization layer, and
finally, the mean loss of the point cloud class is calculated by
means of the mean value as the loss function of the deep
learning network.

4. Experiments

4.1. Data Sets. We conduct the experiments on two
benchmark data sets. ModelNet10 contains 4,899 meshed
CAD models from 10 categories. Each point cloud contains
10,000 coordinate points. Each point consists of three-di-
mensional position coordinate information (x, y, and z) and
normal vector information (Nx, Ny, and Nz).

Shapenetcore_partanno_segmentation_benchmark data
set includes 16,846 point cloud models from 19 types. Each
point cloud contains about 2,500 coordinate points. Each
point consists of three-dimensional position coordinate

information and part segmentation information, whose
purpose is to compare the prediction results of a deep
learning network with real value.

Figure 7 is the example of the point cloud model in this
research. As can be seen from Figure 7, the point cloud
model has a large amount of data, and features need to be
refined; otherwise, the processing algorithm will be time-
consuming. Point cloud data is measurable. It can directly
obtain three-dimensional coordinates, distance, azimuth,
and surface normal vector on the point cloud and can also
calculate the surface area and volume of the target expressed
by the point cloud. Due to the limited laser penetration, the
point cloud obtained by LiDAR scanning basically reflects
the surface condition of the target, and there is almost no
internal information about the target.

4.2. Evaluation Metrics. We use shapenetcore_partanno_
segmentation_benchmark data set to test the network
performance, randomly select 10 point cloud classes from
them, and carry out parts segmentation analysis. We use
mean intersection over union (mIoU) to evaluate the effect
of a deep learning network on parts segmentation of point
clouds [20–22].

mIoU �
1

k + 1


k

i�0

pii


k
j�0 pij + 

k
j�0 pji − pii

, (5)

where i represents the real value, j is the predicted value,
pij is the probability that i is predicted to be j, and k is the
number of categories in the sample. ,e larger the mIoU is,
the more parts that prove that the predicted value coincides
with the real value, the better the effect of network
segmentation.

In order to verify the classification effect of this algo-
rithm, the mean class accuracy (m A P) is used to evaluate
the overall performance of network classification:

Input: Point cloud model x

Output: Clustering results xcluster
(1) M←μ(1)

(2) for 1 to k do
(3) Compute d(x(i), M)2

(4) Generate a value p ∈[0, 1]

(5) if p ∈ d(x(i), M)2/id(x(i), M)2

(6) M←x(i)

(7) end if
(8) end for
(9) Initialize SSE for M

(10) for SSE> threshold do
(11) x

(j)

cluster⟶ SSE, j ∈ 1, . . . , k{ }

(12) Update M to the sample centers
(13) Update xcluster
(14) Update SSE
(15) end for
(16) return xcluster

ALGORITHM 1: AOMC: adaptive optimal means clustering for point cloud feature extraction.
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mAP �
1
k



k

i�1
APi, (6)

where k represents the number of point cloud classes and
AP is the classification accuracy of each point cloud class.

4.3. Evaluation of Feature Point Extraction. ,e first two
parts have already introduced the flow of the AOMC al-
gorithm. Next, we use these methods to extract feature
points from different types of point clouds. We use the
Modelnet10 data set for analysis.

As shown in Table 1, the “elbow point method” is used to
select the best clustering center number for 10 different types
of the point cloud model in the data set.

Figure 8 illustrates the point cloud feature sampling
using the AOMC algorithm, compared with the random
feature sampling method, and the AOMC point cloud
sampling points are more evenly distributed and can better
capture local feature information, which achieves the pur-
pose of improving the accuracy of point cloud deep learning
network.

4.4. Overall Performance and Parameter Analysis of the
Proposed Method. To better explain the benefits of the
proposed AOMC clustering method, we make a compre-
hensive analysis from run time (time complexity), mAP, and
mIoU. We compare and analyze the AOMC algorithm and
other cluster methods, including farthest selection [27],
random selection [34], DBSCAN [42], k-means [3], and
agglomerative clustering [43]. Table 2 shows the perfor-
mance of the combination of time complexity. What’s more,

Table 3 indicates the mIoU of each method on every point
cloud model. Table 4 displays the comparison of mAP of
various methods.

We evaluate the run-time performance of our method
with a GTX 2080TI GPU, Core i9-9900K CPU, and 32GB
memory.

4.4.1. Run-Time Comparison. Run time is an important
measure of algorithm complexity. Here, we calculate the run
time of different point cloud feature extraction algorithms. In
the Modelnet10 data set, there are 4,899 point cloud models.
Each cloud model consists of 10,000 points. We set different
feature points to comprehensively analyze and compare the
time complexity of different feature extraction algorithms.

As can be seen from the data in Table 2, compared with
the farthest selection, the algorithm complexity of AOMC is
relatively low. In the actual experiment, due to the uneven
density and dense arrangement of point cloud samples, it is
difficult to adjust the parameters of the DBSCAN
(O(N ∗Eps), where Eps means the spending time finding
each neighborhood point) algorithm, and the actual appli-
cation effect is limited. ,e algorithm complexity of ag-
glomerative clustering (O(N3)) is the highest among them.
Random selection has the highest sampling speed (O(1)),
but it has a large loss of local characteristics of the point
cloud. In practice, the time complexity of AOMC is slightly
longer than that of k-means (O(N∗ log(N))). ,e main
reason is the determination of the number of cluster centers.

4.4.2. mIoU Comparison. Next, we analyze the performance
of the feature extraction algorithm in parts segmentation tasks
by comparing the mIoU of different point cloud models.

(a) (b) (c)

(d) (e) (f )

Figure 7: Examples of our point cloud model (top: shapenetcore_partanno_segmentation_benchmark and bottom: Modelnet10): (a)
airplane, (b) bag, (c) chair, (d) bed, (e) dresser, and (f) table.
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It can be seen from Table 3 that AOMC, the method we
proposed based on adaptive point cloud clustering feature
extraction, is applied in the task of point cloud model parts
segmentation. ,e mIoU of some point cloud models parts
segmentation is improved.

We can see that AOMC obtains an average of 1.4%
improvement over the second-best method: farthest

selection. Compared with the random selection sampling
method, AOMC has the best relative performance, which is
about 4.2% enhancement. Although agglomerative cluster-
ing has the highest time complexity, its performance of parts
segmentation is not better.

As shown in Figure 9, it is the effect of point cloud parts
segmentation. ,e interior of the point cloud model is

(a) (b)

(c)

Figure 8: Comparison of point cloud feature sampling point between AOMC and random sampling. A total of 10m24 feature points are
collected for each point cloud model; the left is random sampling; and the right is using AOMC to sample feature points. (a) Details of the
wing are lost by random sampling. (b) and (c) Point cloud distribution of AOMC is more uniform than random sampling. (a) Airplane, (b)
chair, and (c) car.

Table 2: Comparison of run time on local feature point extraction.

Feature points number 1,024 1,536 2,048
Farthest selection 1.51 s 3.56 s 5.83 s
Random selection 7×10−4 s 1.11× 10−3 s 15×10−3 s
DBSCAN 0.07 s 0.08 s 1.01 s
k-means (k� 10) 0.32 s 0.36 s 0.47 s
Agglomerative clustering (n� 10) 2.91 s 2.96 s 3.01 s
Ours 0.55 s 0.58 s 0.64 s

Table 3: Comparison of mIoU on parts segmentation task. ,e best and the second-best methods are highlighted in red and green colors,
respectively.

Method
Mean intersection over union (mIoU)

Avg
(%)

Airplane
(%)

Bag
(%)

Chair
(%)

Laptop
(%)

Knife
(%)

Mug
(%)

Rocket
(%)

Cap
(%)

Table
(%)

Earphone
(%)

Farthest selection 81.60 82.40 81.10 90.70 90.60 86.10 95.10 54.50 89.90 82 68.50
Random selection 78.80 80.30 80 91 89 83.10 90.10 51.40 87.70 73 62
DBSCAN 79.70 79.20 78 89 90 83 95 56 82 80 65
k-means (k� 10) 80.70 83.10 74 88 91 84 87 57 90.10 81 72
Agglomerative
clustering 79.30 81.40 73 83 84 83.40 91 59 88.40 80.40 69.40

Ours 83 84 79 91.70 89.40 89.90 94.30 61 83 84 74

Table 1: Selection of cluster number of different point clouds based on “elbow point method.”

Class Bathtub Bed Chair Desk Dresser Monitor Nightstand Sofa Table Toilet
Number of cluster centers 17 13 9 11 12 12 15 11 11 16
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divided into several parts. Random selection leads to a large
number of point cloud classification errors, and it loses an array
of model details. ,e engine of an airplane is almost confused
with the wing.,e parts of the guitar are not well differentiated.

,e same problem exists in the DBSCAN sample
method. In the airplane model, part of the fuselage point
cloud is mistaken for the wing. And, of the lamp model, the
base is confused with a lampshade. ,ere are some classi-
fication errors on the guitar. In agglomerative clustering
models, the lamp is only divided into two parts, and there are
a few classification errors on the aircraft fuselage.

Although k-means and farthest selection has better
segmentation effect, there are still a few mistakes. Compared
with the above method, our method performs well in these
point cloud models. ,e base, middle part, and shade of the
lamp are clearly divided into three parts, and there is no
error on the fuselage of an airplane. We can find that the
point cloud deep learning network enables to capture better
semantic information by adaptive clustering with parts

segmentation task. ,is strategy suppresses the noises of
redundant local details and brings significant improvement
to the edge performance.

4.4.3. Accuracy Analysis. Feature extraction plays an im-
portant role in the optimization process of a deep learning
network. Among them, it has a great influence on the ac-
curacy of network classification. We calculate the classifi-
cation accuracy of each point cloud model and then analyze
the influence of feature extraction on network accuracy by
average value.

It can be seen from Table 4 that the point cloud feature
extraction method based on adaptive clustering has achieved
good results in some point cloud models. ,e average mAP
is 89.09%, which is the best performance among these
feature extraction methods. Similar to the performance on
parts segmentation, the AOMC clustering method has a
0.84% benefit over the second-best clustering algorithm.

(a) (b)

(c) (d)

(e) (f )

Figure 9: Point cloud parts segmentation example diagram. ,e point cloud model is divided according to the internal category (left:
airplane, middle: lamp, and right: guitar). (a) random selection, (b) farthest selection, (c) DBSCAN, (d) k-means, (e) agglomerative
clustering, and (f) ours.

Table 4: Comparison of the map on the classification task. ,e best and the second-best methods are highlighted in red and green colors,
respectively.

Method
Mean intersection over union (mIoU)

Avg
(%)

Airplane
(%)

Bag
(%)

Chair
(%)

Laptop
(%)

Knife
(%)

Mug
(%)

Rocket
(%)

Cap
(%)

Table
(%)

Earphone
(%)

Farthest selection 81.60 82.40 81.10 90.70 90.60 86.10 95.10 54.50 89.90 82 68.50
Random selection 78.80 80.30 80 91 89 83.10 90.10 51.40 87.70 73 62
DBSCAN 79.70 79.20 78 89 90 83 95 56 82 80 65
k-means (k� 10) 80.70 83.10 74 88 91 84 87 57 90.10 81 72
Agglomerative
clustering 79.30 81.40 73 83 84 83.40 91 59 88.40 80.40 69.40

Ours 83 84 79 91.70 89.40 89.90 94.30 61 83 84 74
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What’s more, DBSCAN still performs not well in classifi-
cation; the proposed method has a 6.67% advantage over
that. Because of the inaccurate extraction of detailed in-
formation, the random selection method cannot accomplish
the tasks of a deep learning network well.

Figure 10 shows the visual comprehensive comparison of
different cluster feature extraction methods. From the com-
parison results, it can be seen that our method has high real-
time performance. In the task of point cloud segmentation, the
performance of this algorithm is the best. However, in the
classification task, the comprehensive performance of this
algorithm is not good, and it only performswell in several point
cloud models. ,e comprehensive performance of the AOMC
algorithm is better than that of other models. We can choose
different scale point cloud densities according to different task
requirements, which makes the algorithm more flexible.

As can be seen from Figure 11, the point cloud feature
extraction method based on adaptive unsupervised learning
makes the loss function optimization speed of the deep
learning network faster and the loss value smaller. ,e main
reason is that the adaptive clustering method can extract
more detailed information, thus increasing the classification
gap between hierarchical learning features of point cloud
categories. At the same time, due to the high complexity of
the farthest selection point sampling algorithm, the network
convergence rate is slow. Because of the neglect of more
detailed information in point cloud models, the random
selection method has the lowest overall accuracy and the
biggest loss value among all experimental methods.

It can be seen from Figure 12 that when the number of
training times reaches a certain number, the accuracy of the
deep learning network using the adaptive clustering method is
higher than that of the other point cloud feature extraction
methods. It is proved that the deep learning network using an
adaptive clustering algorithm has a relatively high optimization
speed. At the same time, the deep learning network used for
feature extraction has higher accuracy. Compared with some
point cloud feature extraction methods, the adaptive point
cloud feature extraction method obtains more detailed targets,
to improve the hierarchical feature learning effect.

,e experiments provide strong evidence for the ad-
vantages of adaptive unsupervised clustering for point cloud
feature extraction. Adaptive point cloud clustering feature
extraction method obtains better performance in time
complexity. ,e reason is that the algorithm we proposed
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Figure 10: Comprehensive comparison of our method with other cluster feature extraction methods.
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avoids the overall traversal of the point cloud model and
reduces the amount of calculation. In the point cloud deep
learning task, the adaptive point cloud feature extraction
method obtains higher accuracy of point cloud classification
and parts segmentation. In the training process of the point
cloud deep learning network, an adaptive feature extraction
algorithm can improve the convergence rate of the network.
Compared with the random selection method, the point
cloud deep learning network achieves higher mean accuracy.

5. Conclusion

In this paper, we propose a novel point cloud feature ex-
traction method based on unsupervised learning and
adaptive optimization. AOMC point cloud feature extrac-
tion method consists of the cluster centers’ number gen-
eration, adaptive clustering, and the applying tasks of the
deep learning network. ,e accuracy and speed of the deep
learning network are improved effectively. ,e performance
of classification and parts segmentation is better.

Comparison results demonstrate the efficacy of the
proposed methods. As can be seen from the experimental
results, the method we proposed improves the effect of point
cloud feature extraction and achieves the purpose of point
cloud hierarchical feature learning.,e accuracy of the point
cloud deep learning network is improved. AOMC clustering
algorithm improves the accuracy of the initial point of the
clustering center, so as to improve the convergence rate and
accuracy of the clustering processing. In the meantime, the
method of selecting the best clustering center number by
quantization SSE is put forward so that the point cloud
clustering number and the point cloud category can be
adapted to each other, and the fixed value method is no
longer used to determine the amount of clustering center. As
a result, it improves the rationality and accuracy of the point
cloud deep learning. What is also worth noticing is that our
clustering method realizes the purpose of improving the
classification accuracy, parts segmentation accuracy, and
convergence rate of the deep learning network.

,e proposed method still has some drawbacks. It does
not achieve the best performance in all point cloud models.
And the steps of the algorithm are complicated. In the
future, we plan to simplify the algorithm steps of AOMC.
And improve accuracy for all models.

Data Availability

,e data used to support the findings of this study are in-
cluded within the article.
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“Recognizing objects in range data using regional point de-
scriptors,” in Proceedings of the European Conference on
Computer Vision, pp. 224–237, Springer, Munich, Germany,
September, 2004.

[24] S. Belongie, J. Malik, and J. Puzicha, “Shape matching and
object recognition using shape contexts,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 24, no. 4,
pp. 509–522, 2002.

[25] F. Tombari, S. Salti, and L. Di Stefano, “Unique shape context
for 3D data description[C],” in Proceedings of the ACM
Workshop on 3D Object Retrieval, pp. 57–62, Firenze Italy,
October, 2010.

[26] Z. Wu, S. Song, and A. Khosla, “3d shapenets: a deep rep-
resentation for volumetric shapes,” in Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition,
pp. 1912–1920, Seattle, WA, USA, June, 2015.

[27] C. R. Qi, L. Yi, and H. Su, “Pointnet++: deep hierarchical
feature learning on point sets in a metric space,” Advances in
Neural Information Processing Systems, vol. 30, 2017.

[28] H. Rahmanifard, P. Maroufi, H. Alimohamadi, T. Plaksina,
and I. Gates, “,e application of supervised machine learning
techniques for multivariate modelling of gas component
viscosity: a comparative study,” Fuel, vol. 285, Article ID
119146, 2021.

[29] M. Shibata, K. Okamura, K. Yura, and A. Umezawa, “High-
precision multiclass cell classification by supervised machine
learning on lectin microarray data,” Regenerative Aerapy,
vol. 15, pp. 195–201, 2020.

[30] A. Yassine, L. Mohamed, and M. Al Achhab, “Intelligent
recommender system based on unsupervised machine
learning and demographic attributes,” Simulation Modelling
Practice and Aeory, vol. 107, Article ID 102198, 2021.

[31] A. H. Aljemely, J. Xuan, F. K. J. Jawad, O. Al-Azzawi, and
A. S Alhumaima, “A novel unsupervised learning method for
intelligent fault diagnosis of rolling element bearings based on
deep functional auto-encoder,” Journal of Mechanical Science
and Technology, vol. 34, no. 11, pp. 4367–4381, 2020.

[32] C. R. Qi, H. Su, and K. Mo, “Pointnet: deep learning on point
sets for 3d classification and segmentation,” in Proceedings of
the IEEE Conference on Computer Vision and Pattern Rec-
ognition, pp. 652–660, Honolulu, HI, USA, June, 2017.

[33] G. Hetzel, B. Leibe, and P. Levi, “3D object recognition from
range images using local feature histograms,” in Proceedings of

the 2001 IEEE Computer Society Conference on Computer
Vision and Pattern Recognition, IEEE, Kauai, HI, USA, De-
cember, 2001.

[34] J. Guan and W. Pan, “Ground point cloud extraction algo-
rithm based on multi region ransac,” Electronic Technology
and Software Engineering, vol. 14, pp. 176-177, 2020.

[35] Y. Zhu, R. Urtasun, and R. Salakhutdinov, “Segdeepm:
exploiting segmentation and context in deep neural networks
for object detection,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pp. 4703–4711,
Boston, MA, USA, July, 2015.

[36] X. Han, C. Armenakis, and M. Jadidi, “Dbscan optimization
for improving marine trajectory clustering and anomaly
detection,”Ae International Archives of the Photogrammetry,
Remote Sensing and Spatial Information Sciences, vol. XLIII-
B4-2020, pp. 455–461, 2020.

[37] K. Indira and M. K. Kavitha Devi, “Multi cloud based service
recommendation system using DBSCAN algorithm,”Wireless
Personal Communications, vol. 115, no. 2, pp. 1019–1034,
2020.

[38] Z. C. Marton, D. Pangercic, N. Blodow, and M Beetz,
“Combined 2D-3D categorization and classification for
multimodal perception systems,”Ae International Journal of
Robotics Research, vol. 30, no. 11, pp. 1378–1402, 2011.

[39] A. E. Johnson, Spin-images: A Representation for 3-D Surface
matching, PhD ,esis, 1997.

[40] A. Aldoma, M. Vincze, and N. Blodow, “CAD-model rec-
ognition and 6DOF pose estimation using 3D cues,” in
Proceedings of the 2011 IEEE International Conference on
Computer VisionWorkshops (ICCVWorkshops), pp. 585–592,
IEEE, Barcelona, Spain, November, 2011.

[41] A. Kirillov, K. He, and R. Girshick, “Panoptic segmentation,”
in Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 9404–9413, Long Beach,
CA, USA, June, 2019.

[42] Y. Yang andM. Li, “A point cloud denoising method based on
a hybrid filtering and density clustering algorithm,”Metrology
& Measurement Technique, vol. 47, no. 4, pp. 24–27, 2020.

[43] A. Zhu, J. Yang, and L. Wang, “A spatial non-cooperative
target reconstruction technology based on hierarchical clus-
tering,” Aerospace Control and Application, vol. 46, no. 6,
pp. 69–72, 2020.

Scientific Programming 13



Retraction
Retracted: The Method of Graphic Design Using 3D Virtual
Vision Technology

Scientific Programming

Received 18 July 2023; Accepted 18 July 2023; Published 19 July 2023

Copyright © 2023 Scientific Programming. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] L. Li, “The Method of Graphic Design Using 3D Virtual Vision
Technology,” Scientific Programming, vol. 2022, Article ID
4135519, 9 pages, 2022.

Hindawi
Scientific Programming
Volume 2023, Article ID 9793108, 1 page
https://doi.org/10.1155/2023/9793108

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9793108


RE
TR
AC
TE
DResearch Article

The Method of Graphic Design Using 3D Virtual
Vision Technology

Lin Li

Shanxi Vocational University of Engineering Science and Technology, Datong 030619, Shanxi, China

Correspondence should be addressed to Lin Li; lilin5@sxgkd.edu.cn

Received 18 May 2022; Revised 25 June 2022; Accepted 14 July 2022; Published 4 August 2022

Academic Editor: Lianhui Li

Copyright © 2022 Lin Li. (is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

(e traditional template scheduling method provides designers with design materials that do not reflect the real intention of
designers, and a plane method based on three-dimensional virtual vision technology is proposed. In the given development
environment, the mouse uses hand drawing, and the handwriting is formed by the obtained point sequence. (e hand drawing
adopts the method of smoothing noise to eliminate the noise, and the hand drawing stroke adopts two loops. (e virtual model is
drawn into 3D manually to realize the graphic design. After establishing the three-dimensional graphic design model, the visual
effect is improved by using color mapping. (e experiments show that this method can effectively realize the three-dimensional
virtual model based on manual drawing, make the three-dimensional effect more real, meet the requirements of designers, and
help designers show the real intention of design.

1. Introduction

As the market of practical design becomes bigger and bigger,
the requirements for graphic design become higher and
higher. For designers, themost important thing is “creativity,”
which is the key to differentiate designers from craftsmen [1].
Designers must form their own style of creation. Graphic
design cannot be separated from the development of pro-
ductivity and material civilization and even more so from the
promotion of economic development [2]. Design works
should put practicality in the first place and then take into
account its artistry.

Grobius believed that the creation of beauty and in-
dustrialized production could be perfectly unified. He
pointed out the following. “History shows that the idea of
beauty changes with the progress of ideas and technology.
Whoever thinks he has discovered eternal beauty is bound to
fall into imitation and stagnation.” Clothing design works
such as those inspired by the traditional Chinese art of
paper-cutting are loved by international and domestic
fashion darlings, and many international high-end private
custom clothing brands have absorbed a large number of
traditional Chinese crafts such as embroidery [3], tassels,

batik, blue and white ceramics, and so on to design a large
number of classic works, as can be seen from the traditional
Chinese elements absorbed in large quantities in the 2016
Veep lingerie; when tradition and innovation collide, the
graphic design charm is remembered and recognized by the
public, which improves the practicality of design works [4].
As the market for practical design becomes larger and larger,
the requirements for graphic design become higher and
higher, and for designers, the most important thing is
“creativity,” which is the key to differentiate designers from
craftsmen. In the traditional logo design, the logo is just a
simple trademark or logo, but now the logo design, in ad-
dition to the role of trademark or logo, carries more
modeling, decoration, composition, and other roles, such as
the trademark of CHANEL (Chanel) [5]. For example, our
design works can be used in different positions of different
products to meet people’s aesthetics and achieve the dual
effect of aesthetics and practicality [6].

In the process of graphic design, textual elements are
mainly divided into various forms, such as advertising
slogans, theme words, and supplementary descriptions. As
an extension of graphic design and the main carrier of
information dissemination, the text elements in graphic
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design should not only focus on the functionality of text
information but also need to take into account its cultural
expression [7]. In addition, designers need to combine the
artistic form of graphic image to design the text elements in
graphic design, so as to bring people a refreshing feeling [8].

In graphic design, picture elements can be divided into
painting elements, photography elements, and graphic el-
ements, which not only contain the expression of image
language and graphic language but also have the charac-
teristics of enhancing the visual recognition and memory of
the visual language of graphic design [9]. Among them,
painting elements can express different visual languages by
using various painting tools and styles selected by designers.
Photography elements can greatly enhance the persuasion of
graphic images, and graphic elements have the intuitive effect
of simplifying abstraction [10]. (e rational use of graphic
elements enables graphic works to better express visual
language. (erefore, based on the three-dimensional virtual
vision technology, this paper realizes the high autonomy of
planners through the 3D modeling of manual operation.

In this paper, the hand drawing adopts the method of
smoothing noise to eliminate the noise, and the hand
drawing stroke adopts two loops. (e virtual model is drawn
into 3D manually to realize the graphic design. After
establishing the three-dimensional graphic design model,
the visual effect is improved by using color mapping.

2. Related Work

Graphic design cannot be separated from the development of
productivity and material civilization, and even more so from
the promotion of economic development, design works
should put practicality in the first place and then take into
account its artistry [12]. Many of the world’s high-end brands
are fine-tuning their trademarks and advertising slogans with
the development of the times, including car brands, food
brands, clothing brands, daily-use brands, and so on. (is
highlights the fact that the market positioning of graphic
design is not static, and its practicality is the first and artistry is
the second in the role of marketing [13].

In the visual language of graphic design, visual recog-
nition refers to the image that has certain color, size, shape,
or structure and can attract people’s attention from the
visual aspect. (e amount of information that people can
obtain is greatly increased, which not only makes people’s
awareness of information greatly enhanced but also makes it
difficult for people to focus on the visual aspect.(erefore, in
order to attract people’s attention to graphic design from the
visual aspect, it is necessary for graphic design to start with
image design and effectively attract the public’s attention
through special and distinctive design images, which is the
centralized embodiment of the visual language of graphic
design [14, 15]. (e visual language of graphic design is
further enhanced. It is believed that with the continuous
development of visual art, more and more novel visual
expressions will appear in graphic design, and the visual
language of visual recognition will be further enhanced.

In the process of graphic design, in addition to using
bright colors and creative shapes to attract people’s

attention, designers also need to integrate some information
into the visual language of graphic design, so that people can
read the information in the process of watching the graphic
design content, so as to achieve the communication and
dissemination of information, and this is the readability of
the visual language of graphic design. In order to make the
visual language of graphic design have certain readability,
designers usually need to give certain spiritual and cultural
connotation to the graphic design image in the process of
graphic design, so that the visual language of graphic design
image can be understood by people [16, 17]. (erefore,
designers need to strengthen the coherence of the visual
language in the graphic design image when designing, so
that the graphic design can successfully realize the com-
munication and dissemination of information.

In addition to the need to communicate and express
information through the visual language of graphic design,
graphic design designers also need to make people leave a
long-term impression of the graphic design image, and when
they think of the impression of the graphic design, they can
recall the information that the graphic design works want to
convey, and this is the memorability of the visual language. In
the visual language expression of graphic design, the mem-
orability of visual language is dependent on the visual rec-
ognition characteristics of visual language because graphic
design with strong visual recognition characteristics has more
innovative and unique graphic design image, which can cause
strong stimulation to people’s visual senses and trigger the
resonance in people’s heart, so that people can maintain a
deepmemory of the image of graphic design [18]. In the visual
language of graphic design, the harmony and proportion of
graphic images can make people find a unique attraction and
charm in the process of viewing graphic design, which in turn
forms a conditioned reflex in people’s mind and stores their
visual impression of graphic design for a long time [19]. If we
can control the memorability of visual language in the process
of graphic design, we canmake graphic design further develop
into an innovative and unique art form.

3. Methodology

(e overall structure of the 3D simulation system for floor
plan design was designed using virtual vision technology to
provide services to each application system so that each
heterogeneous system can easily access data-level services.
(e 3D simulation technology was used for distributed 3D
floor plan design, and the interior space hierarchical layout
was realized on the basis of modeling software. (e oper-
ating system is Win7, and 3D simulation is used as a 3D
program development tool, and the OpenGL graphics li-
brary is used to provide more point, line, and surface
drawing functions in the modeling process. (e configu-
ration is shown in Figure 1.

Based on the overall design architecture, the system is
modularized and functionalized to provide executable real-
time 3D application files for 3D graphic design through
virtual vision technology. (e application loading mode of
the 3D graphic design process is dynamically changed using
virtual vision technology. To make the designed software
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functions more reasonable, 3DMAX 7.0 software is adopted
as the 3D model making tool [20].

(e 3D image virtual reconstruction system is mainly
composed of three parts: sensor module, upper computer 3D
imaging module, and circuit module, and its specific
structure is shown in Figure 2.

It can be seen from Figure 2 that the system architecture
consists of hardware structure, interaction of data and in-
structions, and management of system coordination. (e
main control chip is the core of the system, which can realize
three-dimensional image reconstruction by combining
microcontroller, Gigabit Ethernet, and other devices.

Based on the stereo sensors and display technology in 3D
virtual reality technology to design the vision module, the
module is mainly composed of multiple stereo vision sen-
sors, mainly through the deployment of stereo vision sensors
to the design of the indoor environment for three-dimen-
sional imaging display. (e specific model of the stereo
vision sensor is Xtion ASUS, and its specific technical pa-
rameters are given in Table 1.

(e data processing module consists of a PC and a GPU.
(e PC is mainly used for core data processing, and its
specific parameters are given in Table 2.

(e GPU is mainly used for image data processing, and
the model chosen is Quadro Nvidia 3000M GPU, whose
specific parameters are given in Table 3.

Establishing a good 3D virtual model requires corre-
sponding technologies and tools. Firstly, the acquisition
process of hand drawing is introduced: hand drawing with
the mouse and forming a pattern with a given sequence of
points R describes a sequence of ordered points

H αi, βi, χi, Um( , (1)

where qi indicates the points in the display.(e speed of each
point is set, i.e., vi � |qiqi+1

�����→
|; the faster the plotting speed is,

the more dispersed the points are and the faster the points
are collected.

When drawing with the mouse, the handshake will
make a noise. In addition, there will be some errors when
converting the input data into coordinate points on the
display. (e lower the resolution of the display, the greater
the error. (is section uses noise smoothing. (e basic
idea of smoothing noise is to adjust the value of the
current point according to the value of adjacent points.
(us, we have

R
∗

� q
∗
i | 0≤ i≤M − 1 ,

q
∗
i � 

i+N

j�i−N

ωjqj.

(2)

W7 applications
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Figure 1: Overall structure of the 3D simulation system for graphic design.
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Figure 2: Diagram of the overall system structure.
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In this section, manually draw the second-order curve
corresponding to B, which is controlled by the shape of the
multi-control point curve described in the following
equation:

G(w) � 
m

n�0
gnfn,l(w), (3)

where fn,l(w) is used to describe the B-sample mixed basis
function.

From (3), the points G(w) on the fitted curve are mainly
determined by the control points gn. (e inverse subdivision
method is used to reduce the noise to ensure that it has
equally spaced control points, where

A � a0, a1, a2, · · · , am 
T
; B � b0, b1, b2, · · · , bn 

T
; S �
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (4)

Because the translation is carried out in the way of
analysis and smoothing, the control points can be obtained
only by the inverse division of a point sequence, so the
adjusted curve corresponds to the initial input.

(rough the combination of curves, the uniform
distribution of points and the adaptive correction of
points are realized, which is convenient for the control
and operation of 3D model mesh obtained in graphic
design.

After acquiring and preprocessing hand-drawn strokes,
3D virtual modeling is performed to realize the graphic
design. For multi-stroke input, the input stroke information
is saved by quaternions H(αi, βi, χi, δi)⟶ Ui(Di), and all
elements are saved by means of a class library. Among them,
αis used to describe the recognized stroke information, β is
used to describe the spatial location, χ is used to describe
the topological information of the input strokes, and δ is
used to describe the stroke characteristics. (e stroke in-
formation obtained after processing is described by Ui, and
the constraints that meet the design conditions are de-
scribed by Di. Stroke spatial location and topological in-
formation are mainly obtained through the stroke
recognition process. (e information of strokes designed
by the designer is saved, and the angles of the planes in
which different strokes are located are derived to obtain the
spatial positions among the strokes. (e three-dimensional
modeling process of the designer’s hand-drawn work is as
follows.

After obtaining and preprocessing handwritten pat-
terns, 3D virtual simulation is carried out to realize
graphic design. To input multiple strokes, input and save
stroke information through four elements, all of which are
stored in the class library. In particular, the identification
data used to describe the spatial position and the topo-
logical data used to describe the input stroke and the
stroke features are described. After processing, the stroke
information obtained is described in the description that
meets the project conditions. (e spatial position and
topological information of handwriting are mainly ob-
tained through the process of handwriting recognition.
Save the designer’s design information and export dif-
ferent angles to the plane, so as to obtain the spatial
position between strokes. (e constructor draws the
hand-drawn work as follows.

Table 1: Specific technical parameters of stereo vision sensor.

Serial number Technical index Specific parameters
1 Model Xtion ASUS PRO
2 Size 5× 3.5×18 cm
6 Viewable angle Vertical angle: 57.5°, horizontal angle: 45°
7 Detection distance 0.9∼4.6m
8 Supported operating system Win10, Vista

Table 2: Specific parameters of PC.

Serial number Technical index Specific parameters
1 CPU Intel Core i5-0773M
2 Main frequency 4.0GHz
3 Memory 16GB
4 Graphics card model Radeon AMD HD 0574

Table 3: Specific parameters of GPU.

Serial number Technical index Specific parameters
1 Base model 3000MB
2 Number of CUDA cores 1772
3 Specific type of memory GDDR4
4 Maximum memory capacity 9182MB
5 Memory bit width 334 bit
6 Power consumption 240W
7 Resolution 2260× 4186

4 Scientific Programming



RE
TR
AC
TE
D

(1) Initialize the input information H(αi, βi, χi, δi).
(2) Identify the strokes drawn by the designer:

H(αi, βi, χi, δi)⟶ Ui(Di), and output the result if it
is a single stroke; if not, proceed to the next step.

(3) Reasoning about the combined condition constraints
of the design work.

Dm Ui ∧Ui−1∧ . . . ∧U1( ⟶ Um Uj Dk( , . . . , Un Dl( , Dm . (5)

(4) Judge whether Um belongs to the known model; if it
does, insert it into the model and realize the 3D
model construction; otherwise, repeat step (1).

In the process described above, step (2) aims to identify
the input manual drawing, form the basic information of the
image, and determine whether the modeling process is single
or multiple. Otherwise, the next step will be to achieve
matching by forcing the solution to obtain the 3D model.

After establishing the 3D planning work model, this
section needs to show their real perception ability to im-
prove the visual effect. (e color effect can be obtained by
three-dimensional simulation. To perform color mapping,
you must set a set of colors and vertex colors for all vertices:

k[i][j] �
boc + toc − boc( 

j × i
. (6)

After the information data are collected through the
above steps, the virtual reconstruction of the 3D image is
completed by using the visual interaction technology in
visual communication, whose visual elements are mainly
composed of display visual elements as well as control visual
elements, as shown in Figure 3.

In Figure 3, the visual communication technology is
applied to the virtual reconstruction, and the user sends the
operation signal through the intelligent terminal, and after
the internal processing and storage of the system, the display
visual elements are fed back to the 3D image. (e user
completes the virtual graphic design of the 3D image
through the feedback information data.

4. Experiments

In the range of 20–30 elements, the indoor environment is
simulated by environmental interior design, interior de-
sign technology based on 3D virtual reality, system design
based on environmental factors, and optimal indoor
configuration system design, as shown in Table 4. It can be
seen that within the range of 20–30 elements, the indoor
design time simulation of the indoor design scene of the
environmental interior design system based on 3D virtual
reality is less than that of the indoor environment opti-
mization based on environmental factors and layout
optimization.

(e comparison results of the time spent on indoor
environment modeling are shown in Table 5.

It can be seen that within the range of 30–40 indoor
environment design elements, the indoor environment
design technology of scene simulation system based on 3D
virtual reality takes less time than the simulation based on
environmental factors and the optimization of indoor en-
vironment system [21, 22].

First, the designer who draws the objects manually starts
and then carries out three-dimensional virtual simulation.
(e three-dimensional virtual simulation results shown in
Figure 4(a)are shown in Figure 4(b). (e diagram manually
displays the three-dimensional virtual simulation results as
shown in Figures 5(a) and 5(b).

(e analysis of Figures 4 and 5 shows that this method
can effectively realize the three-dimensional virtual simu-
lation based on manual drawing, make the three-dimen-
sional effect more realistic, and help the designer to show the

Control 
visual 

elements

Intelligent 
terminal

Display 
visual 

elements

User

Receiving 
control signals

Information 
visualization

Control 
method

Visual communication 
process

based on vision theory

Virtual image 
visual elements

Figure 3: Virtual image visual interaction process.
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Table 4: Comparison results of indoor scene simulation time data.

Interior environmental design
elements/pc 3D virtual reality technology system Environmental factor system Layout optimization system

20 12522 15585 16987
21 12565 15125 16582
22 12355 15022 16687
23 12265 15013 16263
24 12542 15456 16602
25 12088 15447 16155
26 12355 15006 16155
27 12022 15859 16659
28 12987 15988 16468
29 12020 15232 16022
30 12002 15146 16588

Table 5: Results of indoor scene simulation time data.

Interior environmental design
elements/pc 3D virtual reality technology system Environmental factor system Layout optimization system

31 13458 16259 18652
32 13155 16569 18597
33 13235 16115 18462
34 13021 16467 18472
35 13126 16487 18321
36 13458 16497 18168
37 13489 16153 18021
38 13022 13155 18567
39 13529 16789 18129
40 13157 16168 18022

(a) (b)

Figure 4: Design results with the proposed method. (a) Hand drawing. (b) 3D virtual modeling.
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(a) (b)

Figure 5: Design results with the proposed method. (a) Hand drawing. (b) 3D virtual modeling.

Table 6: Scoring form.

Conformity Very dissatisfied (1) Dissatisfied (2) Generally satisfied (3) Satisfied (4) Very satisfied (5)

Conformity
Completely (6) √

Basic (5) √
A little (2) √

Does not meet
A little (2) √
Basic (1) √

Completely (0)

Table 7: Comparison of evaluation results with three methods.

Evaluation metrics Our method Approach S Machine vision method
Number of very unsatisfactory cases 0 4 2
Number of unsatisfied cases 3 5 5
Number of generally satisfied cases 3 11 15
More satisfied cases 13 18 19
Very satisfied cases 35 11 4
Average score 4.57 3.55 3.41

0.0
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Figure 6: Design accuracy comparison results.
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Figure 7: Comparison results on different design objects.
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real intention. Planning and design is an uncertain process,
so this section adopts the fuzzy planning evaluation method.
(e fuzzy evaluation method has been applied to psychology
to quantify fuzzy problems [23].

When evaluating planning and design methods, it is not
determined which type they belong to. Generally speaking,
appraisers prefer one evaluation level, but there are other
evaluation levels that cannot accurately evaluate their
results.

(e evaluation levels on both sides of the most satisfying
level are compared in terms of their degree of conformity.
(e confidence level is assigned, and then the remaining
levels are evaluated. If the participant thinks that the actual
feeling matches the leftmost rank, the evaluation is per-
formed in the order from left to right; otherwise, the
evaluation is performed in the order from right to left.

(e analysis of Tables 6 and 7 shows that no users are
satisfied with the method, only two users are dissatisfied with
themethod, and all other users are satisfied with the method, of
which 34 users are satisfiedwith themethod. In contrast, 9 users
were dissatisfied with the compressed sensing method and
machine vision, only 10 users were satisfied with the com-
pressed sensing method, and 6 users were satisfied with ma-
chine vision.

(is paper systematically compares various planning
methods based on 3D virtual technology and establishes

three image types to be designed. In order to verify the
design effect of three systems in three images, the results are
shown in Figure 6.

For different design objects, we have compared the
design effects of our model in detail. (e specific results are
shown in Figure 7. Further, we show the changes of our
model in the design fit in Figure 8, and we can see that it has
a good design fit.

From Figure 9, the user’s evaluation of this method is
0.65 on average, which is significantly higher than that of the
compressed sensing method and machine vision method
with 0.2 and 0.15, which shows that this method meets the
design requirements and verifies its effectiveness.

5. Conclusion

In graphic design, the main thinking and creativity of
planners can be enhanced through visual expression so as to
promote graphic design works to be more beautiful. A
scheduling method based on 3D virtual vision technology is
proposed. In order to create conditions, the acquisition and
preprocessing of handwritten patterns are introduced. On
this basis, a 3D virtual template with brush image and color
is established. Experiments show that this method meets the
requirements of designers and helps them show their real
intention.
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Figure 8: Changes in design fit.
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Figure 9: Comparison results of user satisfaction.
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AI technology is rapidly changing traditional industries by using the technologies of big data, machine learning, and deep learning
in AI technology. �is study transforms and constructs the links of market research, market strategy, marketing strategy, and
marketing activities in the marketing system. �e use of AI can help companies to understand customer needs more com-
prehensively, �nd market opportunities more quickly, establish business goals more accurately, and achieve smart marketing and
precision marketing in the true sense. AI technology also brings new challenges to the development of enterprises. �is study
analyzes the data risk, payment risk, ethical risk, and decision-making risk in the marketing system and puts forward the solutions.

1. Introduction

With the rapid development of science and technology, the
knowledge economy system has gradually taken shape. �e
emerging high-tech industry represented by AI (Arti�cial
Intelligence), as a powerful engine to stimulate social de-
velopment, is imperceptibly a�ecting people’s production
and lifestyle [1, 2]. AI, a part of computer science, actually
attempts to create a new type of intelligent machine. Such
machines can respond to external stimuli like real humans.
Large domestic and foreign Internet companies and venture
capital institutions have set their sights on this industry [3].

In recent years, AI technology has developed rapidly
with the strong support of national policies. AI is a tech-
nology that studies and develops to simulate, extend, and
expand human intelligence, including big data, machine
learning, deep learning, natural language understanding,
image recognition[4, 5]. In case many traditional industries
still do not use AI technology to improve the level of in-
telligence and complete the upgrading of the traditional
system, they might be replaced by AI in the future.

Marketing is a very important link in traditional eco-
nomic life, mainly around customers. At present, the global
economy is in a period of decline, and business operations
are facing great di�culties. How to expand the scale of
operations and reduce operating costs have become im-
portant issues for enterprises to consider [6]. �e use of AI

can help enterprises to more comprehensively understand
customer needs and �ndmarket opportunities more quickly.
To establish business objectives more accurately, it is very
necessary to study the application prospects of AI tech-
nology in marketing. �is study uses AI technology to
discuss the methods of transforming and constructing the
traditional marketing system, analyzes and studies the
possible risks of AI, and puts forward the solutions at the
end.

2. Relevant Overview and Application of
AI in Marketing

2.1. AI. AI is one of the most emerging �elds of science and
engineering. It was proposed by scientists such as McCarthy,
Minsky, Rochester, and Shennong at the Dartmouth con-
ference in 1956 [7]. In the subsequent development, di�erent
scholars have given di�erent de�nitions of four di�erent
dimensions: human-like thinking, human-like action, ra-
tional thinking, and rational action. �e relevant de�nitions
are shown in Table 1.

Combining the viewpoints of di�erent scholars, AI
belongs to a branch of computer science. It is a technology to
study and develop theories, methods, technologies, and
application systems for simulating, extending, and
expanding human intelligence. It tries to understand the
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nature of intelligence, imitates human intelligence, and
produces machines that are similar to human intelligence.

In other words, AI is a technical science that studies
human thinking patterns and applies human thinking to
machines, so that machines have human thoughts and be-
haviors, thereby replacing humans to complete certain tasks.
As a new technical science, AI is different from general
computer code programming. Its core idea is to use specific
algorithms to judge and summarize events, so as to quickly
complete the predetermined settings and operations [8].
&is is inseparable from a large amount of data analysis,
deductive inference, and calculation. After more than
60 years of development, AI has become an interdisciplinary
frontier science covering multiple fields and multiple
disciplines.

2.2.Marketing. Marketing is an activity or action. As for the
concept of marketing, Philip Kotler believes that marketing
is the management process of exchanging the products
produced by individuals or organizations with others, so as
to meet people’s practical needs [9].

&e American Marketing Association proposed that
marketing is an activity process of disseminating valuable
market supply. In fact, it is the process of realizing a function
and a series of creation and communication, and then
influencing this value on customers and realizing profits in
this process. Many experts and scholars have defined
marketing and have their own views.

In short, the market is a starting point and a destination
in commodity marketing activities. In fact, marketing is not
only a function but also a way to create, communicate, and
deliver customer value to realize self-interest. Products can
be delivered to consumers and partners through marketing.
Marketing is not only an activity but also a process of sales
behavior and art of creating and meeting customers.

2.3. Intelligent Marketing

2.3.1. Connotation of Intelligent Marketing. &e traditional
marketing model is crafted mainly through apps and offline
and online advertising, or local promotion through bank
outlets. &ese methods have the characteristics of high cost
and low efficiency. Intelligent marketing uses AI technology
to obtain customers through multi-dimensional online and
offline intelligence and makes intelligent analyses based on
big data information processing technology [10].

You can see the product needs of customers through user
portraits, so as to achieve an accurate match between

products and customer needs. &is method greatly improves
the efficiency and reduces the cost. It can not only improve
customer satisfaction with products but also indirectly en-
hance the market competitiveness of banks, as shown in
Table 2.

Intelligent marketing is mainly divided into two steps.
&e first step is personalized recommendation and intelli-
gent customer acquisition. In order to attract customers,
customer groups are divided according to customers’ dif-
ferent consumption preferences. &e second step is differ-
entiated classification and precision marketing to develop
differentiated marketing strategies for different products and
different customers to achieve personalized precision
marketing.

Personalized recommendations and intelligent customer
acquisition are based on multi-channel data. Using big data,
AI, and other technologies to deeply mine the relevant
information of customers in multiple dimensions, analyze
the daily behavior characteristics of customers, accurately
identify customer needs, and achieve accurate portraits of
customers. Differentiated classification and precision mar-
keting are precision marketing after mining customers and
screening customer needs through AI [11]. Formulate dif-
ferentiated marketing strategies for different customer
groups, personalize products to meet their needs, save
marketing costs, improve marketing efficiency, and improve
customer experience.

2.3.2. Technical Foundation of Intelligent Marketing. &e
rise of AI marketing is inseparable from the support of
technology. According to the research of previous literature,
the technical basis of the development of AI marketing can
be roughly divided into three aspects:

(1) Mobile Internet and 5g technology provide the
guarantee of massive data sources for the develop-
ment of intelligent marketing. &e important
foundation of intelligent marketing development is
data. Continuous and reliable data acquisition is one
of the core technologies required by intelligent
marketing. With the development of mobile Internet
and 5G technology, marketing activities have widely
penetrated consumers’ daily behaviors such as work,
entertainment, life, and consumption with the help
of virtual reality technology, simulation technology,
and artificial bio-intelligence technology, and com-
prehensively recorded consumers [12, 13]. &e be-
havior data provided by intelligent marketing
provides a massive source of data information for the

Table 1: Definitions of AI in four dimensions.

Dimension Definitions Representative
scholar

Human-like
thinking

AI has spontaneous behaviors related to human thinking and activities, such as decision-
making, problem-solving, and learning. Richard Bellman

Humanoid action AI is the art of creating machines that enable them to exhibit human-like intelligence. Ray Kurzweil
Rational thinking AI is a subject that studies how to make computers perceive, reason, and act. Patrick Winston
Rational action AI is concerned with the intelligent behavior in artificial products. Nils Nilsson

2 Scientific Programming



follow-up analysis and processing of intelligent
marketing.

(2) Cloud computing helps intelligent marketing com-
plete complex data calculation and processing
analysis. In the era of the mobile Internet, the de-
velopment of big data has caused the exponential
growth of network data. How to calculate, process,
and analyze these massive data has become an im-
portant problem that must be solved in the devel-
opment of intelligent marketing. With its powerful
data computing ability, cloud computing technology
solves the problem of massive data processing in the
application of AI technology. &e interconnection of
all things is realized through the connection of multi-
dimensional data, which makes the interactive ex-
perience between consumers and intelligent devices
much better. &e marketing scenario is also more
intelligent due to timely and accurate data analysis
[14].

(3) &e commercial application technology of AI pro-
vides a network application environment for the
development of intelligent marketing. &e devel-
opment environment of AI commercialization and
the support of AI commercialization application
technology have created a good external network
application environment for the development of
intelligent marketing.

2.4. Problems of the Traditional Marketing Model

2.4.1. Marketing Effect Is Not Ideal. In short, each product
has a relative consumer group. However, the traditional
marketing model only focuses on the promotion of products
and providing corresponding services to consumers, and
does not carry out personalized marketing for specific
consumer groups.With the development of the times, it only
chooses the traditional marketing model. &at is, it cannot
be promoted to the corresponding consumers according to
the special properties of the product and the corresponding
scope of application. It will lead to the retention of a large
number of products and seriously affect the development of
the enterprise itself. &erefore, in the current social devel-
opment process, enterprises should promote products
according to their own scope of use and unique attributes of
products, and recommend products to corresponding au-
dience groups in a targeted manner.

2.4.2. *e Pattern Is Monotonous and Not Rich. Most of the
traditional marketing models carry out product promotion
and marketing through traditional media such as newspa-
pers, TV, and magazines. However, these traditional mar-
keting methods are relatively single and cannot cover all
consumer groups. Information sources of current consumer
groups are not limited to newspapers, TV, and magazines,
and most consumer groups are doing shopping on the
Internet environment. &erefore, if only the traditional
marketing model is adopted, the long-term development of
the enterprise itself cannot be promoted.

2.4.3. Traditional Marketing Costs Are Too High. Cost
consumption is a very important factor in the production
and marketing process of enterprises. In the process of using
the traditional marketing model to promote product brands,
there are many promotion processes and links, which fur-
ther increases the cost of consumption. In the traditional
marketing model, the communication between enterprise
sales staff and consumers is prone to problems [15]. If the
enterprise does not take corresponding adjustment mea-
sures, it will greatly increase the marketing cost of the en-
terprise, and even seriously affect the actual marketing effect
of the enterprise’s own brand products. In a word, in the
marketing process of enterprise products, the relationship
between cost and output is the biggest influencing factor.

2.5. Application of AI in Marketing

2.5.1. Marketing Characteristics of AI

(1) Cross Time and Space Marketing. Using the marketing
method of AI, we can quickly obtain all the information of
network users, who come from all over the country and even
the world. AI can accurately screen their daily browsing
records and push them with marketing information in line
with users’ preferences. &is was something that could not
be done in the past.&e previous marketing was onlymanual
marketing for the local area and a small area. Now, the use of
AI can expand the scope of marketing to the whole country
and even the world, so that more people can see the mar-
keting copy and advertisements of enterprises.

(2) Multimedia Marketing. Now is an era of rapid techno-
logical development, and people can obtain information in
various forms on the Internet. &e use of AI for marketing is

Table 2: Comparison of traditional marketing and intelligent marketing.

Traditional marketing Intelligent marketing

Customer
acquisition mode Offline physical outlets, mobile apps, etc.

Offline promotion, online drainage, the introduction of
third-party platforms, with the help of partners’ traffic
channels and scene resources, expand customer contact

business scenarios, and acquire customers through
multiple channels.

Marketing mode
Lack of customer demand and product matching

mechanism, and failure to recommend differentiated
products and services based on customer characteristics.

Automatically generate customer portraits and labels
based on AI analysis, and intelligently recommend

products based on customers’ age, risk appetite, income,
and other levels to improve marketing efficiency.
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in line with this characteristic. AI can convert the marketing
scheme into various forms and appear on the user’s push
page. Users can use the network to further understand the
products in various forms such as video, pictures, and text
[16]. &e characteristics of multimedia can enable AI to
accurately understand the effect of marketing and collect the
reactions of various users when they see advertisements and
the reading volume of advertisements. It makes it easier to
determine the customer group, and it can also better ac-
cumulate the experience for the future marketing of the
enterprise.

(3) Growth. A very big benefit of using AI is that marketing
can be kept growing. Most of the people who use smart
products and the Internet are teenagers and middle-aged
people. Middle-aged people now have enough economic
strength, so their purchasing power is also very strong.
Although teenagers have insufficient purchasing power now,
marketing to their group can effectively cultivate potential
customers for the future market. &erefore, using AI for
marketing is a growing marketing method.

(4) Interactive Quality. &e progress of traditional offline
marketing is very slow, and the interaction is also very poor.
Most users are office workers and they do not have time to
specifically evaluate the marketing effect. With the use of AI
marketing methods, it is possible to conduct surveys on
marketing objects through the release of questionnaires on
online platforms. Or you can put forward some suggestions
for improvement, and constantly enrich the content of AI
marketing so that they can better meet the needs of users and
achieve the purpose of marketing.

(5) Hommization. Nowadays, many young people are re-
luctant to communicate with people directly, they like an
independent life, and AI marketing is very suitable for users’
needs. Users can learn the detailed introduction of the
product through online marketing, and they can also
communicate with the product and customer service
through the online platform, and make purchases according
to their own wishes. &e offline marketing methods are
somewhat forced marketing. It is possible that users do not
need this product. Forced marketing will make them feel
oppressed and have a bad impression of the product.

2.5.2. Application Status. With the popularity of the In-
ternet, using computers and mobile phones to browse
websites or application software is also known as a basic
activity in people’s daily life. During browsing the web,
people often find that advertisements pop up, which is
actually the “precision positioning marketing” of intelligent
marketing. Based on the big data system and combined with
the consumer behavior data provided by the demand-side
platform, merchants can accurately grasp consumer pref-
erences and demand information, so as to place advertise-
ments in a targeted manner.

&e application of AI in marketing can be summarized
from the development history, logic principles, and practical
effects of platforms such as demand-side platforms (DSP),
data management platforms (DMP), real-time bidding
(RTB), supply-side platforms (SSP), and other platforms
[17].

In the first stage, thanks to the acquisition of consumer
behavior data, precision marketing has achieved good
marketing results in a short period of time. In addition to the
lack of consumer information protection in China, intelli-
gent precision marketing can obtain a large amount of
consumer behavior data and preference data—and DSP,
DMP, RTB, and other platforms have developed rapidly.

In the second stage, with the cooperation of major
e-commerce platforms, major commercial databases have
realized technology connection, resource sharing and data
exchange, and the breadth and depth of intelligent precision
marketing have been better developed.

In the third stage, intelligent precision marketing is
widely used bymajor e-commerce platforms, search engines,
and various web pages. Various industries imitate this
marketing model, resulting in consumers’ misunderstanding
of precision marketing. For example, consumers constantly
pop up marketing advertising pages when browsing the web,
which affects consumers’ normal life and work and hinders
the development of intelligent marketing.

2.5.3. Existing Problems

(1) Lack of AI Talents. If enterprises want to improve their
marketing competitiveness, they must keep up with the pace
of social development, pay attention to the application of AI
and use the network for more extensive marketing. In the
process of application, there may be some problems.&e use
of AI in marketing is rising in recent years, so the gap
between AI talents is very large. Many enterprises lack AI
talents and can not effectively use AI for marketing.

(2) Improper Management Methods. Some enterprises use AI
to establish platform-related websites, but there is no special
management department to manage them, so the role of AI
can not be brought into play. Enterprises do not know much
about AI, so they should hire professionals to operate and
help enterprises carry out effective marketing. Some en-
terprises will invite professional technicians to operate, but
some of them cannot manage well because of a lack of
experience and lack of experience in online marketing.

(3) Lack of Innovation Consciousness. &e use of AI can
speed up work efficiency to a great extent. However, due to
the low innovation consciousness of enterprises, they do not
pay attention to the combination of AI and market demand,
and only use AI to put targeted advertising, which will lead
to the lack of competitiveness in enterprises and the failure
of marketing. &erefore, enterprises should cultivate their
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awareness of innovation, use AI to collect information and
data, and come up with some novel marketing means.

3. Construction of the Marketing System
Based on AI

According to the traditional marketing system, based on the
characteristics of market research, market strategy, mar-
keting strategy, marketing activities, and other links, com-
bined with various technical means of AI, a new system
diagram based on AI has been established.

3.1. Market Research

3.1.1. Market Environment. &rough data mining, data
sharing, web crawler, and other technical means, we can
more accurately understand and perceive the changes in the
market environment. Seize the huge opportunities brought
by market demand to enterprises in time to avoid the
negative impact on enterprises due to changes in market
conditions.

In terms of macro environment, AI can comprehensively
analyze the impact of multiple indicators on industrial
development, so as to realize the visualization of analysis
results [18]. In terms of the perception of the microenvi-
ronment, the microenvironment model is established by
using the micro marketing channels, enterprises, customers,
competitors and other indicators, and through the deep
learning algorithm, which can be dynamically observed at
any time.

3.1.2. Consumer Behavior. Part of consumer behavioral data
can be collected by conducting extensive market research
and industry research. More importantly, through cooper-
ation with Taobao, Pinduoduo, and other large e-commerce
and offline stores, we can obtain massive consumer con-
sumption data. On this basis, machine learning algorithms
and natural language understanding technologies are used to
conduct an in-depth analysis of data, accurately understand
consumers’ consumption needs, and predict consumers’
future consumption behavior.

3.2. Market Strategy

3.2.1. Market Segmentation. &e data mining algorithm is
used to comprehensively analyze the consumers in the
market, design the prediction algorithm, determine the
market segmentation standard, and divide the consumers
into several potential customer groups. It overcomes the
biggest “expensive” problem of market segmentation
without manual intervention. It has the characteristics of low
cost and good effect.

&e use of AI technology can even achieve complete
market segmentation, and each consumer in the market
constitutes an independent sub-market. Enterprises produce

different products for each consumer according to their
different needs, as well as comprehensive standard seg-
mentation, and subdivide the whole market from multiple
angles.

If we consider technologies in China, Baidu is one of the
most powerful AI companies in China, and it has achieved
leaps in many market segments. For example, opening Baidu
Maps can realize automatic navigation only through manual
dialogue; opening Xiaodu smart speakers can realize intel-
ligent and visual control of all home appliances; and through
AI fundus screening all-in-one machine, the diagnosis of
ophthalmic diseases can be realized; using EasyDL cus-
tomization Image recognition tools can be used to identify
genuine and fake jadeite, fake and inferior traditional
Chinese medicine, etc.

3.2.2. Target Market. On the basis of market segmentation,
the deep learning algorithm is used to learn the laws from a
large number of market data, identify and judge, determine
the target market, and meet the needs of some sub-markets
with corresponding products and services. Using the
powerful data analysis means of AI, while refining and
specializing the products, it can even achieve complete
market coverage in theory and maximize the profits of
enterprises [19]. Data mining technology has great potential
for finding the target market. For example, someone once
used the association algorithm in data mining technology to
find the accurate relationship between power consumption
and consumer products.

3.2.3. Market Positioning. Master the market status of
similar products by means of big data analysis, integrate
their own product attributes, and determine their unique
market positioning. Create a distinctive and distinctive
image for enterprise products. Leave a deep impression on
customers, occupy their own position in the market, and
enhance the vitality and pertinence of products. For ex-
ample, in the Taobao interface, due to the different historical
data consumed by each user and the different interfaces
presented, the products sold on Taobao are more targeted
and more attractive to consumers. In fact, relying on its
technical service advantages in Taobao, Alipay, and Alibaba
cloud, Alibaba has deeply integrated AI technology, and has
formed an industrial layout in retail, automobile, finance,
and other aspects.

3.3. Marketing Strategy

3.3.1. Marketing Mix. Deepen the analysis of marketing data
and accurately grasp the market demand through big data
algorithms.&rough the deep learning algorithm, determine
the marketing strategy, realize the marketing strategy
combination model, optimize the marketing effect, and
realize real precision marketing. For example, Xiaomi
company has launched amarketing 1.0 solution based on AI,
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including data linkage and media linkage. &rough intelli-
gent algorithms, we can have a deeper insight into the needs
of users and deliver the right advertisements to accurate
users more accurately.

3.3.2. Marketing Budget. &e marketing budget is closely
related to the company’s production, supply, finance, R&D,
etc. Using the data mining technology of AI, it can accurately
determine the various resources required by each department
to achieve the marketing objectives, and reasonably adjust the
marketing budget. &is will greatly improve the efficiency of
the budget, improve the management level of enterprises, and
optimize the input-output ratio of enterprises.

3.3.3. Precise Screening Push. &ere are many ways of
marketing communication, but the push of selected content
in the mobile client. &e banner advertisements at the end of
the tweets on the official account are unique products in this
information age, and this is due to the addition of AI.

AI can intelligently analyze big data and mine the po-
tential behavior activities behind these behavior data by
recording the behavior of each user. &e operation mode of
Taobao we commonly use is a typical example. It will make a
targeted push for your Taobao home page products
according to your search keywords and historical con-
sumption records. &is is why when we enter the Taobao
interface, we will find that each user’s interface is different.

3.3.4. Online Service. Today, online shopping has become an
indispensable part of people’s life, and AI customer service is
gradually replacing traditional artificial customer service. AI
customer service can collect past customer service consul-
tation records, analyze and summarize the problems men-
tioned more frequently, and answer most of the doubts for
customers in a timely and accurate manner.

On this basis, the intelligent chat system will also extract
effective keywords from the messages you launch, analyze
the click-through rate and click times of users on relevant
products, predict consumers’ preferences, better guess
consumers’ real ideas, quickly respond intelligently through
natural interaction, and recommend more suitable products
faster andmore standardized.&is approach not only greatly
reduces the waiting time of customers, but also greatly
improves the sales efficiency and establishes stronger contact
with customers.

3.3.5. Customer Follow-Up Management. Customers are the
most important resources of enterprises. Making good use of
customer autonomy can help enterprises improve their core
competitiveness and ultimately greatly improve the com-
pany’s profit margin. In the past, in order to improve
customer loyalty, enterprises would set up special depart-
ments to carry out follow-up management of customers.

In 1999, Inc proposed the concept of Customer Rela-
tionship Management (CRM). &e goal of CRM is to reduce
the cost of the enterprise by improving the business process
management of the enterprise in all aspects [20]. If the

element of AI is introduced, it will surely attract more new
customers while retaining old customers with the advantage
of providing faster and more professional services. Such a
new type of customer follow-up management mechanism
has greatly improved the relationship between customers
and enterprises, achieved continuous contribution to cus-
tomer value, and comprehensively improved the profit-
ability of enterprises.

3.3.6. Marketing After-Sales. After-sales service is an im-
portant part of marketing. It is also a means of promotion.
Good after-sales service will bring a better reputation to
enterprises and brands. Conversely, if major brands want to
occupy an advantage in the market for a long time and
improve customer stickiness and satisfaction, high-quality
after-sales service is an indispensable part, which is mainly
divided into after-sales service and after-sales follow-up.
Good after-sales service can make customers think they have
made the right decision, while high-quality after-sales follow-
up can prevent returns and transfer them to other customers.

For example, in the past, small andmicro enterprises had
insufficient human resources and it was difficult to ensure
good after-sales. Large brands continued to occupy the
market with resource advantages, resulting in a vicious circle
of growing large enterprises and declining small and me-
dium-sized enterprises, and serious market polarization. But
now, through the use of AI, this situation will be reversed to
a great extent. By mining and optimizing relevant data, it can
better meet the different needs of consumers and save
material and human resources.

3.4. Marketing Activities

3.4.1. Marketing Plan. When determining a specific mar-
keting plan, through in-depth mining and understanding of
market data, the use of AI technology can better and ac-
curately analyze the situation, and clarify the product status,
market status, competition status, and macro environment.
It can also better predict opportunity risks, assist marketing
planners, determine marketing goals, understand financial
risks, achieve closed-loop and complete control of the entire
marketing plan, and adjust plan deficiencies in a timely
manner according to external changes.

3.4.2. Marketing Organization. AI reduces the size of the
marketing organization and also enhances the management
capabilities of the marketing organization. It can make full
use of the wireless, network, andmobile tools, such asmobile
apps, WeChat applets, to improve the efficiency of the
marketing organization, and realize intelligent management
and intelligent presentation in the true sense. At present, the
more common software in mobile phones includes Taobao,
Pinduoduo, and JD.com. AI algorithms are used without
exception. Every consumer’s consumption behavior and
consumption records affect the marketing organization
behavior of the enterprise and ensure the realization of the
marketing effect.
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3.4.3. Marketing Control and Execution. Even if companies
in the same industry adopt the same marketing strategy, the
effects are sometimes quite different. &e main reason is that
there are differences in the control and execution capabilities
of marketing organizations. &rough AI technology, every
link of marketing activities can be tracked and evaluated to
ensure marketing effectiveness. Using big data, algorithms
can also clean and standardize data such as annual plans,
profitability, and work efficiency, and then mine and present
them. Assist managers to improve the efficiency of mar-
keting control and execution.

4. Risk Analysis and Solutions

4.1. Risk Analysis

4.1.1. Data Risk. &e integrity and quality of source data will
have a great impact on AI algorithms and applications, but
objectively speaking, the data standards of marketing are
different and the circulation efficiency is very low, which
greatly reduces the value of analysis. Data leakage accidents
occur frequently and lack effective data supervision,
resulting in a grey industrial chain and undermining the fair
market environment [3, 21]. Failure to monitor data quality
may lead to the decline of enterprise operation efficiency,
especially the lack of core data may lead to wrong judgment.
Hackers’ attacks and modification of data may bring un-
predictable risks to the whole system, and in serious cases, it
can lead to the collapse of the whole marketing system.

4.1.2. Payment Risk. In marketing activities, online payment
is often required. As one of the most popular technologies,
biometrics, such as face recognition, has inherent loopholes,
which may lead to security failure. At this time, the face is
biological information that can be obtained without per-
sonnel cooperation. Attackers can obtain photos through
social networks, copy facial features, generate dynamic
portraits using 3D technology, and train “blink/speak/shake
your head” and other contents, which may successfully pass
the security system. Intelligent speech technology also has
the problems of weak recognition ability and low recogni-
tion rate. Hackers can hide malicious instructions in white
noise or “dolphin attack” through ultrasound.

4.1.3. Ethical Risk. In the process of marketing, with the
continuous progress of AI algorithms, humanoid perfor-
mance will be more obvious, which brings new challenges to
social governance and supervision. Do humans recognize
the subject rights and prediction functions of AI in mar-
keting systems?

In the market environment, fairness is one of the most
important criteria. But the sources of AI algorithms are
algorithm designers and software developers. In their work,
they have their own subjective attitude and even bias and will
write this bias into intelligent algorithms consciously or
unconsciously. At the same time, the market research data to
be processed may also have problems such as different data

standards, which will lead to discriminatory follow-up
operations.

4.1.4. Decision Risk. &e basic process of AI deep learning
can be divided into training and inference, that is, training
the deep neural network model on the basis of big data, and
then inferring the data and drawing a conclusion on the basis
of training. Obviously, if there is a problem with the market-
oriented data, it may not only lead to the problem of the
trained network model but also get the wrong decision-
making results. &is will produce destructive results for the
whole marketing system.

4.2.CorrespondingSolutions. &emarketing system involves
all aspects of society and plays an important role in eco-
nomic construction. To avoid the above problems, first of all,
we should pay attention to the cultivation of senior talents of
AI [22]. In particular, we should pay attention to cultivating
their ideology to ensure that they can correctly recognize
their subconscious attitudes toward inequality and even
discrimination. Ensure the fairness of AI algorithm, protect
the fairness and justice of the economic market, and ensure
the long-term stability of economic construction.

Second, accelerate the development of AI algorithm
frameworks with my country’s independent intellectual
property rights, eliminate the potential negative impact of
foreign AI algorithm frameworks on economic development
under the background of trade wars, and ensure that AI
technology can finally be truly applied in my country’s
economic construction, establish a good platform, and lay a
solid technical foundation.

Finally, it is necessary to support the development of AI
chips with China’s independent intellectual property rights.
In the field of marketing, the core role is the intelligent
processing of marketing data. Only by grasping the initiative
in the development of AI chips and improving the technical
level of chips, we can avoid the entire marketing system and
even the national economy being controlled by others. At
present, Baidu has developed the AI chip “Kunlun” in China,
and large companies such as Huawei and Alibaba have
followed suit and developed the latest AI chip products. &is
has greatly promoted the development of the smart chip
industry.

4.3. Challenges Faced. &e application of AI technology in
the field of marketing has brought great convenience to
enterprises and consumers, but technology has two sides.
We must treat AI technology rationally and face up to the
problems in the application of AI. According to the research
of previous literature, we can understand the challenges
faced by marketing in the era of AI from the following
aspects.

One is the lack of compoundmarketing talents under the
background of AI, which brings about the further con-
nection between technology and marketing. At present, a
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significant problem in the field of intelligent marketing is the
further in-depth connection between technology and mar-
keting. &e lack of compound talents who understand the
technology and the market makes enterprises face great
obstacles in the process of applying AI.

&e second is the data privacy protection and traffic
fraud exposed in the process of AI marketing. &e exposure
of various data privacy news cases has made more and more
users highly sensitive to the use of new technologies. A large
number of illegal monitoring and interpretation of data
without the consent of users seriously interfere with con-
sumers’ daily life. Some enterprises even use intelligent
technology to predict and analyze users’ personal infor-
mation to obtain users’ privacy.

&e third is the psychological burnout of consumers in
the all-around AI marketing environment. AI technology
can recommend various personalized information to con-
sumers, but this kind of continuous and accurate recom-
mendation based on consumers’ use traces is difficult to
prevent consumers from getting bored [13, 19]. Ad rec-
ommendation anytime and anywhere, no ad interception
across screens, and tracking recommendation of user
browsing records have becomemore automatic and frequent
driven by intelligent technology. Although AI technology
can help enterprises accurately analyze user data, the data
cannot fully reflect the hearts of consumers. Enterprises
should avoid blindly following intelligent technology to
prevent consumers from getting bored.

5. Conclusion

In the era of AI, marketing practitioners should make full
use of the technical means of AI. Change the current sit-
uation of the marketing industry, improve the efficiency and
pertinence of traditional marketing activities, realize the
customized and intelligent design of products, and realize
personalized and accurate marketing to customers. Fun-
damentally improve the economic benefits of enterprises
and improve the vitality of products.&e application of AI in
the field of marketing is still in the initial stage of devel-
opment. Enterprises must treat AI technology rationally
when applying AI technology. We should not only see the
convenience of data analysis and accurate identification
brought by AI to enterprise marketing but also see the
technical traps, user privacy, and other problems brought by
AI applications. Of course, the application of AI technology
in the field of marketing will have further development in the
future, and enterprises should also carry out exploration and
research in time.
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As one of the public service resources, medical and health care has a great guarantee for people’s healthy life and life safety and is
an important part of ensuring the normal and orderly operation of urban functions.  is paper takes the spatial pattern of urban
medical resources in Hohhot as the research object and collects three types of urban medical resources, including clinics (health
centers), specialized hospitals, and general hospitals, a total of 1300 sample points, based on GIS spatial analysis methods, using
the average nearest neighbor, kernel density estimation method, standard deviation ellipse method, and accessibility measure to
analyze the spatial distribution of medical resources.  e results show that the medical resources in the urban area of Hohhot are
all in a state of agglomeration, but due to the di�erent functions of di�erent types of medical resources, their distribution ranges
and distribution directions also show di�erent characteristics. SaihanDistrict, YuquanDistrict in the southwest, has fewermedical
facilities resources, and the distribution of the accessibility of the three types of medical facilities is quite di�erent.  erefore, the
spatial balance of comprehensive medical resources in the urban area of Hohhot needs to be further improved.  e results of this
paper have implications for the layout of medical facilities and planning has important reference signi�cance.

1. Introduction

As the largest developing country, China is in a stage of rapid
development. With the continuous development of the
social economy, people’s income level is continuously im-
proved, living conditions are continuously improved, the
demand for a better life is increasing day by day, and ma-
terial life has been greatly satis�ed at the same time [1–4].
 e demand for various public service resources has also
increased. During the “Twelfth Five-Year Plan” period, the
state proposed to accelerate the establishment of a sound
basic public service system, adhere to the people-oriented
approach, improve the level of basic public services in cities,
and strive to promote the balance of basic public services
[5, 6].  erefore, the spatial layout of public service facilities
is related to people’s quality of life and social justice [7–10].
 e rational and scienti�c allocation of medical resources is
related to whether residents can enjoy the various functions
and services of urban medical resources conveniently and
equally and is an important foundation for realizing the
harmony and unity of the three pillars of economic

development, social equity, and environmental friendliness
[11–13]. In the past, the evaluation methods of medical
resource allocation were mostly based on traditional data-
bases to establish information systems and quantitatively
evaluate medical resource allocation capabilities by using
indicators such as the balance of medical resource supply
and demand, the professional skills of medical sta�, and
medical technicians with a population of 1,000 [14–16].
However, the traditional database lacks spatial expression
ability, which limits its ability to provide decision-makers
with information on the spatial distribution of medical
resources and decision support [17–20].

Basic public services include basic education, social
employment, social security, andmedical and health care. As
one of the public service resources, medical and health care
has a great guarantee for people’s healthy life and life safety
and is an important part of ensuring the normal and orderly
operation of urban functions [21–23].  e research focus of
foreign scholars on medical resources has shifted from the
selection and layout of locations to the research on the
fairness and accessibility of medical resources and then
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gradually shifted to the spatial distribution and formation
mechanism ofmedical resources. However, Chinese scholars
have used the quantitative measurement method to study
the fairness of hospital medical resource allocation from the
number of hospitals and the number of doctors and have
also conducted research on site selection, accessibility, and
layout evaluation. At the end of 2019, a sudden outbreak of
COVID-19 plunged the whole of China into a disaster. All
cities responded quickly and set up designated isolation
hospitals to fully guarantee the people’s medical problems.
However, in areas with severe epidemics, it is still difficult to
find a bed, so the spatial distribution of medical resources
will directly affect the time efficiency of patient treatment
when the disease occurs [24–30].

As a part of urban public service facilities, medical
service facilities also occupy an important position in the
city’s resource allocation. In the “Planning and Design
Standards for Urban Residential Areas” (GB50180-2018), it
is also mentioned that health centers and outpatient de-
partments should be configured within the 15-minute living
circle, which reflects the state’s emphasis on the layout and
distribution of medical service facilities. Studying the ac-
cessibility of medical service facilities and analyzing and
evaluating the distribution of urban residents, it can not only
improve the convenience and fairness of residents’ access to
medical service resources but also help optimize the layout of
urban medical service facilities and improve medical
services.

In China, many scholars have studied the accessibility
and spatial distribution characteristics of medical facilities.
Scholars in the field of geography mainly focus on the spatial
distribution characteristics of facilities. Zeng Wen et al. took
Nanjing City as an example to analyze the spatial pattern and
causes of its medical service facilities. Mingji Quan took the
Yanbian area as a sample, compared the spatial layout of
medical facilities in the Yanbian area from 2007 to 2019, and
summarized the evolution characteristics of medical facili-
ties. Such studies are mostly theoretical explorations and
lack planning advice to guide practical operations. Scholars
in the field of planning focus more on evaluating the service
level of facilities and exploring the spatial distribution
mechanism. Taking the Hong Kong Special Administrative
Region as an example, Ma Qiwei et al. analyzed the spatial
layout and functional differences of medical service facilities,
analyzed their influencing factors, and put forward sug-
gestions for the path transformation suitable for the
mainland on this basis. Taking Nanjing as an example, Cao
Yang et al. comprehensively evaluated the service level of
medical facilities from the perspective of residents’ activities
and put forward suggestions for improving the function of
medical resources and optimizing the layout. Taking Hefei
City as an example, Li Zao et al. analyzed the distribution
pattern of its medical facilities and made a suitable aging
analysis. However, from the perspective of the research
scope, such research mostly focuses on a single urban or
rural area and lacks thinking from the perspective of urban-
rural integrated development.

*erefore, based on GIS spatial analysis methods, this
paper uses the average nearest neighbor, kernel density

estimation method, standard deviation ellipse method, and
accessibility measure to analyze the spatial distribution of
medical resources in the urban area of Hohhot. On this basis,
its spatial pattern is evaluated and the deficiencies in the
current model are found out.

2. Overview of the Study Area

Located in the Inner Mongolia Autonomous Region,
Hohhot is the political, economic, and cultural center of the
Inner Mongolia Autonomous Region approved by the State
Council and an important central city in the northern border
areas of my country. *e city has a total of 4 municipal
districts, 4 counties, and 1 flag. *e city has a total area of
17,200 square kilometers, of which the built-up area is 260
square kilometers. *e total population of Hohhot by the
end of 2020 was 2.52 million. Among them, 439,575 people
were in Xincheng District, 238,970 people were in Huimin
District, 208,694 people were in Yuquan District, 563,712
people were in Saihan District, 359,107 people were in
Tumutzuo Banner, 199,763 people were in Tuoketuo
County, 203,893 people were in Helinger County, and
139,297 people were in Qingshuihe County. *ere are
167,023 people in Wuchuan County. A schematic diagram
of the administrative divisions and population distribution
of the study area is shown in Figure 1.

*e acquisition method of medical resource data in-
volved in this study is network survey, mainly from
AutoNavi electronic map, and the data vector files of each
region are from the resource and environment data cloud
platform. *e number of medical resources collected in the
urban area of Hohhot includes a total of 1,176 clinics (health
centers), a total of 23 specialized hospitals, and a total of 136
general hospitals. *ere are 13,760 beds in health institu-
tions, including 3,505 in Xincheng District, 4,461 in Huimin
District, and 2,696 in Yuquan District. *ere are 33,805
technicians in medical institutions, including 6,688 in
Xincheng District, 5,768 in Huimin District, and 5,489 in
Yuquan District. A more intuitive distribution of medical
resources is shown in Figure 2.

3. Research Method

3.1. Average Nearest Neighbor. Average Nearest Neighbor
refers to the average of the closest distances between points.
*e spatial pattern is judged by comparing the calculated
average distance of the nearest neighbor point pair with the
average distance of the nearest neighbor point pair in the
random distribution pattern. It can be expressed as follows:

DANN �
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� 2
��
d

√
, (1)
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2
����
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2
��
D
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Formulas (1) and (2) refer to the actual nearest
neighbor distance, in m, that is, the average distance
between each hospital in the main urban area of Hohhot
and its nearest hospital; rE is the theoretical nearest
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neighbor distance, in m, that is, the expected average
distance between hospitals under random distribution
mode, in m; n is the total number of hospitals; A is the
total area of the main urban area of Hohhot City, in m2; D
is the main urban area intrahospital point density; and
DANN is the nearest neighbor index. When DANN � 1, the
hospital distribution state is random distribution; when
DANN < 1, the hospital distribution state is an agglomer-
ative state; and when DANN > 1, the hospital distribution
state is discrete.

3.2. Kernel Density Method. *e kernel density method is a
density function used to estimate unknowns in probability
theory. According to the estimation of known medical re-
source data points, the spatial aggregation degree of ele-
ments is analyzed. Information is effectively visualized. Its
formula is as follows:

K(x) �
1

nd


n

i�1
a

x − Xi

d
 . (3)

In the formula, a(x − Xi/d) is the kernel density func-
tion; d(d> 0) is the distance from the hospital point to the
time point Xi; and K(x) is the estimated value of the kernel
density. Using the kernel density method, the spatial dis-
tribution information of clinics (health centers), specialized
hospitals, and general hospitals is visually expressed by the
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Figure 1: Schematic diagram of the administrative division and population distribution of the study area.
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Figure 2: Distribution map of medical resources in Hohhot.
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graphical method, and its spatial distribution characteristics
are explored.

3.3. Standard Deviation Ellipse. *e standard deviation el-
lipse method refers to analyzing the spatial distribution
characteristics of medical resources from the center, dis-
tribution range, shape, and direction of the ellipse by
constructing a standard deviation ellipse. It is an important
method to study the distribution direction and character-
istics of spatial points, and it is also one of the most com-
monly used methods in spatial pattern analysis. Its formula
is as follows:
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In the formula, xi and yi represent the coordinates of
medical resource data points i; {X, Y} represents the average
center of medical resource data points; and n represents the
total number of study areas.

3.4. Accessibility Measure. At present, the measurement
methods of the accessibility of medical service facilities are
mainly divided into two categories in the macroscopic view
as follows: one is the potential model and the other is the
two-step mobile search method. *e two models can ef-
fectively measure the accessibility of service facilities by
combining relevant evaluation factors such as medical
population and hospital level with different calculation
methods. *is paper mainly uses the GIS-based network
analysis method combined with the improved potential
model to measure and evaluate the accessibility of medical
service facilities in the main urban area of Hohhot City.

(1) Potential Model. Mainly derived from the law of
universal gravitation in physics, it was first proposed
by the French scholar Lagrange and later cited by
geography, adding various influencing factors such
as region, grade, and economy, and deformed and
developed into a potential model. Today, the po-
tential model has developed into a classic model for
studying the interaction of social and economic
spaces.

Ai � 
n

j�1

Sj

Dij

. (5)

Potential is the gravitational force that one object
exerts on another object. In the formula, Ai is the
potential of facility i to facility type j; it is the facility
scale of facility j..

(2) Improved Potential Model. At present, for the re-
search and development of the accessibility of urban
medical facilities, factors such as the population of
residential areas, the service capacity of public

facilities, and the attenuation of the spatial distance
between residential areas and medical service facil-
ities are integrated into the basis of the potential
model. It is also possible to set different influencing
factors and other factors for different types of
medical service facilities, such as service capacity,
residents, city types, and resident types reachability
for a more scientific explanation.
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In formula(7), Ai is the accessibility index of a certain
settlement i to all medical service facilities j in the area; Sj is
the facility scale of a medical service facility j. In this paper,
the hospital or health center mainly includes the following:
the beds represents the number of patients that can be
carriedDij represents the distance from settlement i to the
medical service facility j. *e data in this part are mainly
calculated by the OD travel table obtained from the analysis
of the GIS network data. In formula (8), Vj is the service
capacity of facility j; Pi is the population of a settlement i; and
β is represented as the travel friction coefficient. After
scholars’ research on it, the value range of β is mainly be-
tween [0.9–2.29]; β, as an influencing factor that can reflect
residents’ willingness to travel, should have different values
in different types of medical facilities. After comparative
research, the friction coefficient β in this paper is 1 in general
hospitals. Since the single statistical accessibility is not ob-
vious to the data, we used the dispersion standardization
method to process the data on the accessibility data from
residential areas to various medical service facilities in
Hohhot City. Rationality analysis is carried out using the
interpolation analysis diagram of the property. *e stan-
dardization of dispersion is a linear transformation of the
original data so that the result falls into the [0, 1] interval.
*e conversion function is shown in the formula, where max
is the maximum value of the sample data and min is the
minimum value of the sample data.

Xj �
Ai − min1≤j≤n Aj 

max1≤j≤nAj − min1≤j≤n Aj 
. (8)

In the formula, Xj is the normalized value and Ai is the
original value.

4. Results and Analysis

4.1. Spatial Aggregation Analysis of Medical Resources. To
study the spatial pattern of medical resources in the main
urban area of Hohhot City, it is first necessary to determine
the relationship between these medical resources and
whether the spatial distribution of these medical resources is
random, agglomerated, or divergent.*erefore, based on the
GIS spatial analysis method and ArcGIS software, the

4 Scientific Programming



average nearest neighbor analysis was performed on the
three types of medical resources in the main urban area of
Hohhot: clinics (health centers), specialized hospitals, and
general hospitals, and the nearest neighbor ratio, Z score,
and P were calculated. *e nearest neighbor ratio was used
as the basis for the spatial distribution and agglomeration
degree of medical resources in the main urban area of
Hohhot City, and the Z score and P value were used to test
the significance of the results. *e calculation results are
shown in Table 1.

4.2. Spatial Structure Analysis of Medical Resources.
*rough the calculation of the nearest neighbor ratio DANN
for the medical resources in the urban area of Hohhot, it
can be seen that within this range, the spatial distribution of
the three types of medical resources is in a state of ag-
gregation. In order to observe the scope and size of each
type of medical resource agglomeration more intuitively
and understand its spatial structure, the nuclear density
method is used to detect the state of medical resource
agglomeration. *e density of medical resources gradually
decreases from the southwest high-density area to the
Yuquan area, and its spatial pattern is mainly concentrated
in the central and northeastern regions. *e distribution of
residents’ medical resource needs is shown in Figure 3.

4.3. Spatial Analysis of Accessibility of Medical Resources

4.3.1. Accessibility from Residential Areas to General
Hospitals. *e layout of general hospitals in the central
urban area of Hohhot is relatively concentrated. Large
general hospitals with more than 500 beds are roughly
distributed at the junction of the three urban areas, and the
junction is also the center of the city’s first development.
*ere are a large number of residential areas and groups.*e
main road has a superior geographical location, so the ac-
cessibility from the residential area in the center to the
general hospital is at the most advantageous level. In re-
sponse to the trend of urban development, for Saihan
District in the east, there are corresponding large-scale
general hospitals, and the economic and technological de-
velopment situation is relatively good. Most of the new
urban areas are located in the central and northern parts of
the city, so its residents have access to general hospitals in a
relatively favorable position. In the southwestern region, due
to development problems, the population agglomeration is
relatively low, and most of the general hospitals allocated
have low service capacity, resulting in the low accessibility of
residents in the western and southern urban areas to general
hospitals.

*e accessibility standardized statistics are shown in
Figure 4. *e serial number on the horizontal axis in the
figure represents the range of the standardization value of
accessibility, and the corresponding relationship is shown in
Table 2. According to the standardized statistics of acces-
sibility, most of the values are between 0.1 and 0.6, ac-
counting for more than 85% of the total number of
residential areas, and the distribution in each value segment

is relatively uniform, indicating that the number of residents
from residential areas to general hospitals is relatively
uniform. *e accessibility is distributed in each numerical
segment, and there is no obvious area where the numerical
values are agglomerated.

4.3.2. Accessibility from Residential Areas to Specialist
Hospitals. As the distribution of specialized hospitals is
relatively scattered, the scale is small, and most of the
geographical locations are at the boundary of the coverage
of general hospitals, and the relatively advantageous lo-
cation is at the junction junction of general hospital and
specialist hospital services. Most of these types of areas have
moderate-sized residential areas, dense populations, and
relatively convenient transportation. In addition to the
farmer’s area in the west and the recreational area in the
south, the main areas where residents have insufficient
accessibility to specialized hospitals also added more pe-
ripheral areas in the northeast and east. *ere are fewer
specialized hospitals in these areas, which are affected by
distance factors, resulting in reduced accessibility.

*e standardized statistics of the accessibility data are
shown in Figure 5. *e serial number of the horizontal axis
in the figure represents the range of standardized accessi-
bility values, and the corresponding relationship is shown in
Table 3. A large number of standardized data are concen-
trated between 0 and 0.1, accounting for more than 80% of
the overall data. Most of the numerical areas in this con-
centration are clusters with low accessibility, indicating that
the accessibility from residential areas to specialized hos-
pitals is local.

4.3.3. Accessibility from Residential Areas to Health Centers.
Since most of the health centers use their surrounding
communities or residential communities as their service
units, the accessibility coverage of residents in Hohhot to the
health centers is relatively balanced, and the more advan-
tageous locations are mostly around large-scale community
health centers, or adjacent to. *ere are many areas where
small clinics are concentrated. However, most of the central
urban areas are within the relatively good accessibility range,
and even residents in the relative leisure and underdevel-
oped areas in the southwest of the city can have relatively
average accessibility to health centers.

*e standardized statistics of accessibility data are shown
in Figure 6. *e serial number on the horizontal axis in the
figure represents the range of standardized accessibility
values, and the corresponding relationship is shown in
Table 4. *e standardized numerical distribution of the
accessibility of residential areas to health centers is con-
centrated between 0 and 0.2, and there is also a relatively
scattered data distribution between the values of 0 and 1.
Based on the analysis in Figure 5, most of the residential
areas in the data concentration area are located within the
service scope of the health center, so the entire data analysis
shows that the level of accessibility from the residential area
to the health center is relatively balanced.
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5. Conclusion

*is research quantitatively studies the spatial distribution
characteristics and accessibility of medical service facilities
through quantitative models such as GIS spatial autocor-
relation and network analysis. *e three types of medical
resources in the urban area of Hohhot all showed a state of

Table 1: Average nearest neighbor parameters of the spatial distribution of medical resources in Hohhot.

Medical resources Number of hospitals Nearest neighbor ratio/ANN Z score P value
Clinic 1192 0.358 −41.16 0
Specialist hospital 140 0.422 −12.65 0
General hospital 168 0.481 −13.11 0

high demand
general demand
other

Figure 3: Distribution map of residents’ medical resource needs.

18

54

111

127

83

49
42

30
25

14
7

1 2 1 10

20

40

60

80

100

120

140

Re
sid

en
tia

l S
ta

tis
tic

s

2 3 4 5 6 7 8 9 10 11 12 13 14 151

Figure 4: Standardized statistical chart of accessibility from resi-
dential areas to hospitals.

Table 2: Standardized numerical ranges for accessibility.

Serial number Accessibility normalized values
1 [0.00, 0.07]
2 [0.07, 0.13]
3 [0.13, 0.20]
4 [0.20, 0.27]
5 [0.27, 0.34]
6 [0.34, 0.40]
7 [0.40, 0.47]
8 [0.47, 0.54]
9 [0.54, 0.60]
10 [0.60, 0.67]
11 [0.67, 0.74]
12 [0.74, 0.80]
13 [0.80, 0.87]
14 [0.87, 0.94]
15 [0.94, 1.01]
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Figure 5: Standardized statistics on accessibility from residential
areas to specialized hospitals.

Table 3: Standardized value ranges for accessibility.

Serial number Accessibility normalized values
1 [0.00, 0.05]
2 [0.05, 0.10]
3 [0.10, 0.14]
4 [0.14, 0.20]
5 [0.27, 0.32]
6 [0.36, 0.41]
7 [0.45, 0.50]
8 [0.54, 0.59]
9 [0.63, 0.68]
10 [0.72, 0.77]
11 [0.81, 0.86]
12 [0.90, 0.95]
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agglomeration and distribution, showing a high degree of
agglomeration. As the settlement of urban population, the
main urban area has a large demand for medical resources.
*erefore, the agglomeration of medical resources provides
great convenience for residents to live healthy life.

*e accessibility of residents in general hospitals, spe-
cialized hospitals, and health centers in the central urban
area of Hohhot was analyzed using the improved potential
model and variance-normalized data. From the analysis
results, it can be concluded that even in the urban area of
Hohhot under the measurement of the accessibility of three
different types of medical facilities, the accessibility of
medical service facilities in the urban center and the more
developed central and northeastern urban areas is better.
However, the accessibility of medical resources in less de-
veloped areas such as southwestern urban areas is relatively
weak. After comprehensively comparing the accessibility of
different types of medical facilities, it can be seen that the
medical resources of general hospitals and specialized
hospitals are complementary in some locations in the urban
area. Residents in the outer circle have limited medical
resources. As a community-based medical service facility,
although the accessibility performance of the western and
southern urban areas is slightly weaker, the health center can
still provide urban residents with a relatively balanced index
of medical resource accessibility. Combined with the urban

development planning of Hohhot, the following optimiza-
tions can be provided:

(1) Integrate medical resources in central urban areas
with relatively abundant medical resources to avoid
resource waste caused by high aggregation.

(2) In the southwest of the city, the existing specialized
hospitals can be used to appropriately increase their
scale, improve their service capabilities, and enhance
the willingness of surrounding residents to seek
medical treatment.

(3) Leisure and farmer areas in the east and north of the
city can improve the scale and medical level of small
general hospitals in their areas, and large-scale health
centers can be established in their areas to provide
basic medical services to residents.

(4) *e scale of the research in this paper is relatively
small, and the scope is mostly the central area of the
city. *e research method is relatively simple. In
future work, the Gini coefficient and spatial corre-
lation analysis can also be used to make reasonable
analyses, improve the analysis system, and provide
more reasonable advice.
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With the rapid development of science and technology, information has become the theme of the 21st century. e development
of network-based e-commerce has changed the global economic model, business management model, and people’s work, life, and
consumption patterns, forming a global information economy. As the core part of enterprise management, �nancial management
has been strongly impacted by the management environment, application of technical methods to function execution, and
management concepts. Under the background of big data, how to manage �nancial a�airs of enterprises has become a problem
worth exploring.is paper mainly discusses the �nancial operation revenue management from the perspective of big data, brie�y
discusses the big data and �nancial operation revenue management, and analyzes the relevant strategies for the e�ective de-
velopment of �nancial operation revenue management combined with case studies.

1. Introduction

In the perspective of my country’s rapid economic devel-
opment, the cost control of enterprises is becoming more
and more important. Only by doing well in cost control can
enterprises bene�t and consolidate their market position,
which is conducive to the long-term development of en-
terprises. At present, there are many problems in the �-
nancial operation [1, 2] and cost control of enterprises,
which need to be intervened and solved in time, so that the
�nancial operation [3, 4] and cost control of enterprises will
develop in a scienti�c and rational direction [5–8].

e object of enterprise �nancial operation [9–12] is the
total funds �owing in the enterprise, and the e�ciency of
enterprise �nancial operation refers to the e�ciency of the
enterprise’s working capital. e pro�t of a company often
refers to the pro�t in operation, which shows the importance
of the �nancial operation of a company. A good corporate
�nancial operation not only invests e�ort in reaping pro�ts
[13], but also improves the layout of the company’s debt
repayment and analyzes market conditions and capital use

risks, which can provide a reliable reference for corporate
investors and creditors.

Cost control refers to the measures taken by enterprises
to prevent and control production-consumption in order to
achieve pro�tability. is can not only allow enterprises to
successfully complete the set goals, but also retain costs as
much as possible to maximize pro�ts. Language is an ef-
fective help to achieve long-term development. Cost control
involves many aspects, such as the cost control of raw
material purchase in the early stage of production, and also
includes the cost control of manpower and material re-
sources in the production process. e expenses incurred by
the enterprise department in the management process
should also be included in the scope of cost control. What is
more, the transportation and sales expenses incurred after
the production is completed also need to be included in the
content of cost control. It can be said that cost control covers
all aspects of enterprise operation and management and is
the key to enhancing enterprise pro�tability.

Although there are not a lot of �nancial management
personnel in many enterprises [14–16], the quality of
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financial management personnel is uneven [17], resulting in
a low overall level of financial management [18]. Here, it is
particularly important to pay attention to the financial
personnel who are in line with international affairs [19],
communicate, and contact. Since many enterprises are
currently paying great attention to economic development,
there is a situation in which scientific and technological
personnel despise financial management personnel. Al-
though financial management personnel have higher au-
thority and rank in some enterprises [20], their work still
revolves around transactional work, a huge amount of work.
Pressure and complicated management matters have caused
many financial managers to fail to take the time to learn
management knowledge and improve management skills
[21].-is is also the root cause of the generally low quality of
financial managers in many enterprises [22]. In order to
make the financial operation and management cost control
of the enterprise return to the right path and play an active
role, it is necessary for the enterprise to strengthen its at-
tention. It is necessary not only to conduct regular reviews
and inquiries on financial management [23], but also to go
deep into the financial interior to explore the progress of
financial management [24] and actively assist the financial
management department to solve the problems encoun-
tered. In addition, it can also increase the investment and
support for the financial department, which can be man-
power support or capital investment, so as to effectively
strengthen the position of financial management in enter-
prise operation management.

In addition, we must pay close attention to the control of
cost stages, including preproduction control, in-production
control, and circulation control, and set up a “one-to-one”
supervision team for these three stages of cost control to
effectively implement raw material purchase, product
packaging, publicity, and planning, as shown in Figure 1.
Infiltrate the supervision function in multiple links such as
long-distance transportation, effectively control the cost
expenditure, do a good job in the cost budget of each stage,
reasonably divide the cost consumption ratio, and effectively
control the overall operating cost of the enterprise within the
planning scope.

2. Current Status of Corporate
Financial Management

2.1.#eTraditionalConceptHasNotChanged. In the context
of the rapid development of the Internet, big data is the
main development direction at present, and the application
of big data in work and life will become more and more
common. -e most significant feature of big data is the
integration of resources to facilitate financial management.
At the same time, big data also has strong data analysis and
computing capabilities. Since there are still some problems
in the process of financial enterprise management infor-
matization construction in my country, it has caused
certain obstacles to the construction of accounting infor-
matization, thus limiting the value of big data services to
play their due value. -e method of financial management
generally includes five basic links: financial analysis,

financial forecasting, financial decision-making, financial
budgeting, and financial control. Each link has professional
business methods and mathematical models; for example,
the capital asset pricing model, accounts receivable turn-
over rate, capital structure, leverage principle, etc. are all
important methods in financial management. At present,
many enterprises still focus their financial management on
fund management, and their work is limited to the set-
tlement of accounts [25]. Enterprise financial management
in the information age should first change the thinking of
financial personnel, letting them clarify their responsibil-
ities, not only limited to the statistics and comparison of
accounts, but they should also focus on asset management,
investment management, and financing management
throughout the economic activities of enterprises.

In the case of technical limitations, the overall devel-
opment level of big data services in my country is relatively
low, the service methods provided by big data service
providers are relatively simple, and the software service
functions are relatively small. For the construction of en-
terprise financial management informatization, the services
provided by big data are still difficult to meet the diversified
needs of their own construction. At this stage, there are
relatively few service providers providing big data in the
Chinese market, and the main target groups of these pro-
viders are e-commerce companies, and they mainly provide
financial management services for e-commerce companies.
From this perspective, the research and development of big
data in my country are simply optimized and upgraded
according to the relevant needs of financial management, so
as to meet the daily financial management needs of
e-commerce companies. Since the content of big data ser-
vices cannot fully meet the needs of e-commerce companies’
financial management informatization construction,
e-commerce companies should not rely too much on big
data in the construction process; otherwise, it will limit the
integration of e-commerce companies and hinder e-com-
merce companies. -e development of financial manage-
ment reduces the efficiency of financial management of
e-commerce enterprises.

2.2. Provide Good Service for Enterprise Decision-Making.
Although computers have been used in the financial man-
agement of enterprises, they have not played an important

Figure 1: Planned scenario.
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role. In the past, financial work focused on statistical billing,
bookkeeping, and bookkeeping and did not pay attention to
the decision-making of the enterprise. -e relevant staff of
the enterprise did not pay much attention to the impact of
the accounting statements on the future development of the
enterprise and could not provide good services for the
enterprise’s decision-making.

2.3. Lack of Support for Management Information. When
many enterprises carry out information-based financial
management activities, they do not carry out overall plan-
ning and do not have a complete management system. In the
past, financial management used specific financial software,
and there was almost no communication with other de-
partments. -e accounting department had no business
dealings with other departments. -e only beneficiary of
informatization in financial management was the account-
ing department, which could not effectively improve the
efficiency of the entire enterprise.

Big data financial accounting information security can
be divided into physical equipment security, network se-
curity, and business data security. Among them, physical
equipment security refers to whether online accounting
services are unblocked; network security refers to the pro-
tection of hardware, software, and data in the network
system; commercial data security refers to whether it can
provide timely and accurate services to customers, whether
e-commerce enterprises and commercial information re-
sources will be tampered with and leaked, etc. -erefore, in
the field of information technology, the mentioned security
is a relative concept, and absolute information technology
security does not exist yet. In addition, big data platforms,
data, etc. are managed by big data service providers, and
these data are transmitted between users and the cloud,
which is very likely to face risks such as interception or
destruction by third parties. At the same time, due to the
complex configuration of big data equipment and systems,
and a large amount of data storage, once a risk occurs, it will
cause irreparable losses. -erefore, in the construction of
financial enterprise management informatization, the most
important point is to ensure the security of financial in-
formation, which is of great significance to the long-term
development of the enterprise. Under the background of big
data, the scope of financial calculation is extremely wide, and
if financial calculation cannot be combined with manage-
ment, it will affect the transformation from accounting to
enterprise management.

Accountants are the main participants in the con-
struction of enterprise financial management informatiza-
tion, and to a certain extent, the security awareness of
accountants will have an impact on the security of ac-
counting information. Because some accountants associate
the effect of accounting work with managers and believe that
the security of information depends on managers, ac-
counting practitioners are not fully aware of accounting
informatization. When the security awareness of accounting
practitioners is weak, or the cognition of accounting
informatization is lacking, accounting information loss

events will occur frequently. Although big data services can
provide convenience for e-commerce enterprises’ financial
management informatization construction, it is also difficult
to avoid security problems.

In addition, in the construction of enterprise manage-
ment informatization, there is a lack of effective application
of new technologies, which leads to problems in the en-
terprise’s informatization risk early warning mechanism.
Due to the lack of an information-based risk early warning
mechanism, the security of corporate financial data has been
adversely affected. Restricted by factors such as low technical
level and insufficient professional quality of staff, various
technical problems are faced in the process of big data
application. -erefore, it is of great significance to build an
information-based risk early warning mechanism.

3. The Impact of Big Data on
Financial Management

3.1. Informatization Promotes Business Process Reorganiza-
tion in Financial Management. Although traditional fi-
nancial management also uses computers, it only records
the accounts and simply applies the computer. -e fi-
nancial work is separated from other work, the financial
work efficiency is not high, and the waste of funds is
serious. -e informatization of financial management is to
eliminate the information isolation of various depart-
ments and realize the integrated management of finance.
-erefore, financial management must undergo a thor-
ough change. -e new financial management is different
from the traditional financial management [25]. It con-
ducts a comprehensive and in-depth analysis of financial
work, improves the key links of financial management,
and realizes the reorganization of business processes.
Financial management in the traditional sense cannot
adapt to today’s economic development situation, so we
are urgently required to improve the business process of
financial management. We need to analyze every link in
the business process. Accounting after the fact is a major
feature of traditional financial management. -is method
is not conducive to taking advantage of computers and
cannot preprocess finances. -erefore, it is necessary to
change this model of traditional financial management
and strengthen the connection between the financial
department and other departments. Financial personnel
have changed from former information processors to
administrators of business work. Relying on information
technology, they focus on business process processing and
finally achieve the goal of enterprise management. In
addition, the big data platform has certain limitations in
network transmission. Frequent data access and massive
data exchange will lead to network congestion and data
delay, and the weak network transmission capacity limits
the development of financial enterprise management
informatization. Figure 2 shows the trend chart of fi-
nancial management informatization.

Judging from the financial management work of Chi-
nese enterprises, although many enterprises have recog-
nized the importance of big data application and have also
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begun to actively explore specific countermeasures for the
application of big data in the construction of financial
enterprise management informatization, due to the lack of
various mature technologies, the overall level of financial
enterprise management informatization construction is
relatively low. At the same time, due to the limitations of
capital and technology, the service scope of big data is
relatively small. In recent years, my country’s scientific
information technology has developed rapidly. As a new
type of network technology, big data technology has en-
tered the public’s field of vision. Most e-commerce en-
terprise managers have limited awareness of big data, so
they choose big data. -ere is certain blindness in data
service providers, and it is difficult to correctly view big
data service providers. Many business managers believe
that the big data service provider with the largest number of
users is the best. In addition, big data is still in the pro-
cessing and development stage; further, development is still
required, and a lot of costs must be invested in this process,
which will limit the development of big data to a certain
extent, but also increase the development of big data. risks
faced. Compared with Western countries, my country’s
scientific research capabilities and financial support are
relatively weak, resulting in the relatively weak competi-
tiveness of my country’s big data.

3.2. Informatization Promotes Internal Control of Financial
Management. -e internal control of financial management
is to strengthen the protection of the funds of the enterprise,
ensure the integrity of financial-related information, ensure
the smooth implementation of relevant policies, improve the
efficiency of financial management, effectively reduce the
risk of financial management, and promote the realization of
financial goals. -e informatization of financial manage-
ment has changed the traditional concept of financial

management and expanded the scope of financial man-
agement. -e use of informatization has led to internal
changes in financial management, providing opportunities
for further improvement of financial management, but also
bringing risks. Information-based financial management is
the comprehensive control and overall control of the en-
terprise. With the large-scale use of the network in life,
people are paying more and more attention to the appli-
cation of the network in financial management. Practice
shows that the use of information technology solves the
problems that cannot be solved by the traditional man-
agement model but increases the data risk of financial
management. -erefore, it is necessary to strengthen the
training of financial-related staff, accelerate the integration
of financial management and information technology, focus
on solving problems that arise, establish a financial man-
agement model that is compatible with social development,
meet the development needs of enterprises, and bring more
benefits to enterprises.

3.3. Informatization Increases the Risk of Investment.
Information is the most important factor of production in
today’s era and an indispensable part of the operation of an
enterprise. Information occupies a dominant position in
enterprises, and investment in intangible assets is favored by
business leaders.-e proportion of an enterprise’s intangible
assets determines its position in the market. -e develop-
ment cost of information products is extremely high, which
increases the business risk of enterprises. Market instability
and changes in financial structure result in the variability
and diversity of financial risks. -ere is a certain amount of
uncertainty when developing information resources.
-erefore, enterprises should strengthen the identification of
risks and adopt reasonable control strategies. Figure 3 shows
risks of Informatization Investment.

Centralized financial control
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Total cost management

Total budget 
management

Performance 
management
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Figure 2: Trend chart of financial management informatization.
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4. Management Strategies of Enterprise
Financial Operation Revenue from the
Perspective of Big Data

4.1. Increase Capital Investment and Build a Big Data
Platform. Adequate funds are an important guarantee for
the research and development of big data technology, which
can promote the development of big data technology.
-erefore, from the national level, further improving the
development level of big data technology can improve the
comprehensive strength of the country. In this context,
government departments need to give full play to their
guiding role, actively deal with the problems of capital and
technology of national big data technology research enter-
prises, comprehensively integrate the country’s human,
technical and financial resources, and promote comple-
mentary advantages between enterprises, achieve common
development, and solve the problems of the insufficient
national technology and insufficient funds. In addition,
government departments can also consider establishing
domestic demonstration projects for building big data
platforms independently, guiding and regulating the re-
search and development of big data platforms, and
strengthening network construction to improve network
transmission speed and efficiency. Figure 4 shows financial
operation model from the perspective of big data.

4.2. Increase Service Content and Provide Rich Big Data
Services. Providing rich big data services is the main
direction of big data development in the future. Espe-
cially with the rapid development of science and tech-
nology, the healthy and sustainable development of
various fields requires the technical support of big data.
First of all, big data service providers need to fully un-
derstand the various needs of enterprises to ensure that
each field can realize the construction of enterprise
management informatization. In the process of devel-
oping and researching big data, big data suppliers need to
maintain close contact with various industries, take

meeting the actual needs of users as the guide, and
improve the existing service content, so as to ensure that
the big data service content can be more complete and
more diversified service functions and fully meet the
diversified needs of enterprise financial management
informatization construction. For example, the analysis
of financial statements and information decision-making
can more comprehensively integrate all the management
work of the enterprise, thereby helping the enterprise
achieve the goal of informatization construction. Sec-
ondly, big data suppliers also need to provide customized
services for enterprises, so as to meet the individual
needs of enterprise financial management informatiza-
tion construction and promote the sustainable and
healthy development of enterprises.

4.3. Improve the Security of Big Data Services. -e security of
financial information has a direct impact on the develop-
ment of enterprises. In this regard, enterprises must attach
great importance to the processing and storage of financial
information, and this is also an important factor affecting
enterprise data security. In the process of enterprise financial
management informatization construction, it is particularly
necessary to pay attention to the security of big data services.
Specifically, we can start from the following aspects. First,
improve the technical level and strengthen the flexible ap-
plication of various security technologies, so as to ensure the
reliability and security of big data at the technical level,
especially to solve the problem of data storage. For example,
enterprises can develop various protection software to en-
sure the security of accounting data and information, and
design-related usage protocols to ensure that various ac-
counting information and data are more comprehensively
protected to avoid threats to data security caused by hackers
or viruses. Second, in the process of selecting a big data
service provider, we must fully consider our own needs and
try to choose a supplier with high quality in terms of rep-
utation, so as to provide a stronger security guarantee for the
construction of enterprise financial management

Asset owner

Source of
threats

Information
asset value

Severity of
weakness

Possibility
of threat

Security risks

Figure 3: Risks of informatization investment.
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informatization. -ird, from a legal perspective, protect big
data services. -e state needs to introduce corresponding
policies and measures to further standardize the big data
service market and create a good environment to ensure the
security of corporate financial information.

4.4. Strengthen Safety Awareness and Improve Safety
Management. In the process of informatization construc-
tion of financial enterprise management, it is necessary to
strengthen the safety awareness of relevant staff, which is an
important prerequisite for informatization construction.
First of all, enterprises can establish an information security
publicity and education platform to ensure that every ac-
counting practitioner can recognize the importance of in-
formation security and apply this awareness to future work
to avoid accounting information leakage. Secondly, gov-
ernment departments need to attach great importance to
and strengthen the interaction with relevant technical de-
partments, increase the introduction of big data technology-
related guarantee resources, actively learn advanced cloud
technology experience, and provide strong support for the
application of big data in the construction of accounting
informatization. Finally, big data service providers need to
increase the construction of industrial parks, demonstration
projects, and other projects under the guidance of advanced
technical means, so as to improve the security level of big
data services.

4.5. Optimize the Current Management System of E-Com-
merce Enterprises. In the context of the era of big data, in
order to effectively exert the advantages of big data, we
should pay attention to the rational use of management
software systems and optimize and improve the actual needs
of enterprise development. In addition, enterprises should
pay attention to the introduction of advanced technology,
which can ensure that the management system is further
improved and can also ensure the work effect, thereby
minimizing the operating cost of e-commerce enterprises.

5. Innovations in Financial Management
Technology Methods from the Perspective of
Big Data

In the network economy society, traditional financial
management methods and methods are facing new chal-
lenges, and some new financial management technical
methods have emerged as the times require.

(1) Network financial management. It is the enterprise
that uses the network to realize the financial man-
agement function. Enterprises apply network tech-
nology to financial management, so as to solve a
series of problems that cannot be solved by the
current financial activities, such as cross-regional
financial data transmission, accounting statement
consolidation, and dynamic analysis of financial and

Automated revenue management
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What's the best outcome that could happen?Maximize
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Descriptive Findsight
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Figure 4: Financial operation model from the perspective of big data.
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resource status, forming a brand-new financial
management system. Network financial manage-
ment relies on network financial software to com-
plete the implementation, and network financial
software will complete the collaborative manage-
ment of finance and business, online management,
and management of e-commerce. -rough the
network financial software, dynamic accounting and
online economic resource management can be re-
alized, and remote financial management, material
management, and remote control behaviors such as
remote reporting, accounting, auditing, and auditing
of branches can be realized.

(2) Flexible financial management (as shown in Fig-
ure 5). In order to enhance survivability in the
unpredictable and changeable environment in the
network age, enterprises must implement flexible
management and launch new products and per-
sonalized products to meet the dynamic and con-
tinuous innovation of the network economy. -e
flexible management of enterprises includes the
management of production, personnel, information,
and other aspects. -e flexible management of fi-
nance is to realize the optimization of financial in-
formation resources through network technology
from the perspective of financial accounting, plan-
ning, control, and analysis. Flexibility, in order to
promote enterprises to improve the degree to which
various financial information resources are used in a
variety of ways, thereby promotes the comprehensive
management of enterprises.

(3) Financial regeneration management. Business pro-
cess regeneration is a new idea put forward by the
American management scholars Michael and Hamer
in the early 1990s. -e goal of enterprise process
regeneration management is to revive the vitality of
the enterprise, rebuild the organizational structure
and strategic planning, and restart the new life. Fi-
nancial regeneration management is the revolu-
tionary adjustment of financial activities and
financial relations and the reallocation of financial
resources; the purpose is to adapt to the needs of
enterprises inside and outside and to adapt to the
goals of enterprise management. Financial regen-
eration management is an important financial
strategy to assist enterprises in their efforts to reduce
product costs and improve economic efficiency. -e
development of electronic commerce and the de-
velopment of network financial software make it
necessary and possible for enterprise financial re-
generation management. Enterprise financial re-
generation management not only reduces labor costs
and improves work efficiency, but also brings a series
of new changes to enterprise management, such as
customer orientation of values, employees imple-
menting self-management, and the measurement of
performance being transformed into the measure-
ment of group results. Financial regeneration

management brings new opportunities and chal-
lenges to enterprise management and also highlights
the status of financial management.

(4) Financial virtual management. Virtual financial
management must be implemented for virtual en-
terprises based on e-commerce. A virtual enterprise
is a dynamic short-term strategic alliance consisting
of several companies with common goals and co-
operation agreements. Relying on the network,
virtual enterprises break through the physical
boundaries of enterprises. Although there are
functions such as production, marketing, design, and
finance on the surface, there is no organization
within the enterprise to perform these functions. In
the case of limited resources, in order to gain an
advantageous position in the competition, the en-
terprise only masters the core functions; that is, the
high value-added part that is highly dependent on
enterprise knowledge and technology is in its own
hands, and other low value-added departments are
virtualized. Financial virtual management is to take
the core functions of the enterprise as the center of
financial management and to carry out centralized
and coordinated financial management for each
virtualized functional department. -e supervising
and coordinating functions of the middle managers
of virtual enterprises are replaced by computer
networks, and the organizational structure of en-
terprises tends to be flat. Financial virtual manage-
ment is horizontal management that adapts to it,
which can remove many intermediate links and
enable the generation and confirmation of value.
Financial virtual management also includes the
management of virtual operations through the
network, financial information, and other informa-
tion generated by virtual transactions. Financial
virtual management is a comprehensive and inno-
vative financial management strategy based on a
network technology to realize the optimization of
financial information resources.

6. Conclusion

To sum up, as the process of economic globalization is
gradually accelerating, under such an economic background,
the competition of enterprises is becoming more and more

Figure 5: Smart factory.
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fierce, and the financial operation and cost control of en-
terprises will play a crucial role in helping enterprises to
improve their competitiveness to enable enterprises to
emerge suddenly and gain an advantage in the market. In
view of this, enterprises should pay attention to cost control
and control costs from all aspects, so as to improve the
economic benefits of enterprises. -is paper focuses on fi-
nancial operation revenue management from the perspec-
tive of big data, hoping to make some achievements in
financial operation management.

Data Availability

-e dataset can be obtained from the corresponding author
upon request.
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Since the “Belt and Road” Initiative was put forward in 2013, it has attracted more and more attention. Many countries along the
Belt and Road have participated in it, which has further deepened regional economic integration. Complex network analysis is an
interdisciplinary method, which has a perfect overall perspective and data indicators that can quantify the relationship. More and
more scholars have begun to pay attention to it and use it to carry out research. Based on the perspective of complex networks, this
paper constructs the “Belt and Road” directed weighted network, respectively, according to the import and export trade data of
countries and international organizations that have signed cooperation documents, and then studies the characteristics of the
“Belt and Road” trade network by using a variety of network topology attribute analysis methods and node centric indicators.

1. Introduction

At the end of the 20th century, the establishment of WTO,
G20, APEC, and other international trade organizations
promoted the �ow of production factors in various coun-
tries, adjusted the distribution of means of production in
various countries, promoted the optimization of global
industrial structure, and had a far-reaching impact on the
development of the world economy [1, 2]. Since the be-
ginning of the 21st century, similar regional cooperation
cases have sprung up.

�e “Belt and Road” Initiative takes peace and coop-
eration, openness and inclusiveness, mutual learning, and
mutual bene�t as the core spirit, adheres to the principles of
joint consultation, joint construction, and sharing, and
sends invitations to all countries and international organi-
zations around the world to jointly address global economic
issues, seek new development opportunities, and achieve
mutual complementarity of strengths among countries,
mutual bene�t, and win-win results [3–8]. Since the Belt and
Road Initiative was put forward, it has attracted wide at-
tention, and more and more countries have participated in

it. By the end of January 2020, 138 countries and regions
have signed cooperation documents with China to jointly
build the Belt and Road. At present, domestic economic
development has entered the new normal, and the down-
ward pressure on the economy is great. Expanding foreign
cooperation has become an important way to promote the
rapid transformation and development of the domestic
economy. China has problems such as irrational industrial
structure and large regional economic development gap
[9–12]. �e proposal of the “Belt and Road” Initiative will
help to transfer the excess capacity in the eastern coastal
areas to the central and Western regions and overseas so as
to optimize the industrial structure and narrow the gap
between the rich and the poor.

At present, domestic and foreign scholars’ research on
the trade of “the Belt and Road” is mostly from the per-
spective of the two countries participating in the cooperation
and carries out empirical analysis on the economic and trade
reciprocity brought about by the “Belt and Road” Initiative.
However, this kind of analysis lacks a discussion on the
overall pattern of trade among the Belt and Road cooperative
countries, and there are few studies on quantitative analysis
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of the interaction of trade among the Belt and Road
countries through complex network analysis (CNA). Con-
sidering the interaction among multilateral countries, this
paper constructs a trade network based on the bilateral
import and export trade data of the “Belt and Road,” ex-
plores the attribute characteristics of the “Belt and Road”
trade from the perspective of a complex network, as well as
the changes in the topology of the trade network since the
“Belt and Road” Initiative, and puts forward and analyzed
the deep-seated reasons affecting the changes in the pattern
of the “Belt and Road” trade network, which has strong
theoretical significance. 'e Belt and Road Initiative takes
into account the needs of countries along the Belt and Road
in economic development and trade cooperation and is
conducive to promoting economic and trade exchanges
between regions and countries.

Based on the import and export trade data of countries
along the Belt and Road from 2009 to 2017, this paper uses
the complex network analysis method to build the “Belt and
Road” trade network, discuss the overall topology of the
network and important trading countries, explore the
changing trend of the trade network and the division of
communities, discuss the main factors affecting the trade
cooperation of countries along the Belt and Road, and then
put forward some suggestions on the development of
China’s “the Belt and Road” cooperation, which has strong
practical significance.

2. Construction of Trade Network

Nodes and edges between nodes are two essential elements
for building complex networks [13]. In “the Belt and Road,”
trade, countries, and economies act as nodes, and trade
relations act as links, forming a network structure. However,
such a simple undirected, weightless network is challenging
to describe the direction and scale of trade flow, and the
network’s topology is abstracted too simply, which will cause
much information to be ignored and be quite different from
the real trade network. Generally speaking, trade activities
are bidirectional, including import and export. Scholars
often combine import and export data into a network to
conduct research. Import and export trade have significantly
different meanings for a country: import reflects the inflow
of goods and the country’s demand for consumer goods,
while export shows more of the country’s resource output
capability and manufacturing level. 'is paper constructs
“the Belt and Road” import and export trade network and
compares and analyzes the differences between national
nodes in the two networks.

As of the end of January 2020, our country has signed
200 cooperation documents on the joint construction of the
“Belt and Road” with 138 governments and 30 international
organizations. 'e trade data of various countries in this
paper are selected from the United Nations Trade Database
(UNComtrade Database), and the bilateral trade data of the
countries cooperating with the “Belt and Road” Initiative
from 2009 to 2017 are extracted [14–16]. Specifically, this
paper only studies commodity trade but does not include
service industries. 'e customs HS code (Harmonized

System) of trade data selects the latest version according to
the data year, and trade data consists of all commodity codes
(Commodity Codes), namely, AG1–AG6. 'e scale of the
“Belt and Road” trade data is vast, the trade volume between
countries is very different, and some countries have the
phenomenon of missing trade data. Taking into account
these factors may have an impact on the analysis of the
network topology, setting a threshold of $1 billion for trade
volume. Mainly analyze the trade network composed of
significant import and export member countries. 'ese
countries’ import and export trade volume accounts for
84.9% and 83.5% of the total import and export trade volume
of the “Belt and Road,” which is sufficiently illustrative and
representative. After data preprocessing, the “Belt and Road”
import trade network in 2017 included 93 nodes and 507
edges, and the export trade network had 101 nodes and 484
edges, excluding self-loops. Table 1 shows the number of
nodes in the network.

We build “the Belt and Road” trade network through the
adjacency matrix. In the import trade network, the trade
volume of country i imported from country j is m, and we
write as

w
in
ji � m. (1)

'e export volume of country i to country j is n, denoted
as

w
out
ij � n. (2)

'rough the visualization processing of Gephi software,
the “Belt and Road” import and export trade network in 2017
can be obtained.

3. Topological Structure Analysis of the
Trade Network

3.1. Basic Characteristic Indicators of the Network. In com-
plex network analysis, the degree is the most direct and
important concept to describe the characteristics of nodes
[17]. In an undirected network, the degree ki of node i equals
the number of edges directly connected to this node. For
directed networks such as the “Belt and Road” trade net-
work, we can introduce the concepts of in-degree and out-
degree to expand: in-degree refers to the number of edges
pointing from other nodes to this node, and out-degree
refers to the number of edges from this node to other nodes.
'e average degree of all nodes in the network is the average
degree of the network (AverageDegree) [18–20]. On average,
each country in the “Belt and Road” trade network has
import trade with 5 other countries and export trade with 5
other countries. In contrast, import trade is more extensive
than export trade. Table 2 shows the average degree of
import and export network.

From a statistical point of view, the number of all nodes
with a degree of a certain value can be compared to the total
number of nodes in the network as the probability of the
degree value appearing. 'ereby, the degree distribution of
network nodes is obtained. 'e most common data distri-
bution in daily life and study research is the normal
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distribution (Gaussian distribution). In economics research,
many data distributions are often very different from normal
distributions. Such distributions do not have a single
characteristic scale and are also called “scale-free”
distributions.

In 2017, the “Belt and Road” import and export trade
network all obeyed such high-degree nodes, which
accounted for a minority. And nodes with small-degrees
account for the vast majority of “long-tailed distributions”
(a type of “scale-free” distribution). In the import and
export networks, 57% and 60% of the nodes have degrees
less than or equal to 5, respectively. 'is shows that, in “the
Belt and Road” trade cooperation, the trade connections of
most countries are still relatively limited, and the network
structure is not balanced.

Another dimension to studying the total nature of the
BRI trade network is the degree of correlation. 'e corre-
lation of degree considers the correlation of degree attributes
between each node in the network. If the correlation is
positive, it means that a node with a large degree is more
inclined to connect to other nodes with a large degree. Such a
network is called a “homologous network”; otherwise, it is
called a “heterogeneous network.” 'e “assortativity coef-
ficient” is an important indicator to quantify the network’s
assortativity. It is defined as follows:

r �
1
σ2q


j,k

jk ejk − qjqk , (3)

where σ2q is the variance of the redundancy distribution qk.
After calculation, r2017import trade � −0.39, and

r2017export trade � −0.40. Table 3 shows the import and export
network assortativity coefficient. It shows that the import
and export trade networks of “the Belt and Road” are all
heterogeneous networks. 'ose countries with many
trading partners are more willing to establish economic and
trade connections with countries with few trading partners.
'ere are trade connections between various countries, and
the right to speak in trade not only is in the hands of big
countries but also shows the pursuit of equality and win-
win cooperation among countries along the “Belt and
Road.”

3.2. Centrality of Network Nodes. In complex networks, the
location of a node determines its importance. Various
centrality indicators can analyze the location of nodes in the
network from different sides and then measure the im-
portance of nodes placed in the network. 'e nodal cen-
trality indicators studied in this paper mainly include degree
centrality, betweenness centrality, closeness centrality, and
eigenvector centrality.

3.2.1. Degree Centrality. Degree centrality is to use the
degree of a node as a criterion for measuring the importance
of its location. 'e larger the degree, the more important the
node in the network:

DCi �
ki

N − 1
. (4)

Among them, N is the number of nodes in the network,
and ki is the degree of node i. Considering the influence of
trade scale, the trade volume between the two countries is
used as the weight of the connected edges, and for the di-
rected weighted network, there are

DC
in
i � 

j�1
wji,

DC
out
i � 

N

j�1
wij.

(5)

Table 4 shows the weighted in/out-degree of import and
export network. By comparing the top ten countries with
weighted in-degree and weighted out-degree in 2017, it is
found that our country has the most extensive connections
and the most significant trade volume in the import and
export trade network. South Korea and Russia ranked
second and third, respectively, and other countries with
large trade volumes were mainly concentrated in Southeast
Asia and the Middle East.

3.2.2. Betweenness Centrality. Bridges are often the only way
to connect two places. In the trade network, if the con-
nection between node A and node Bmust pass through node
C, then C is such a node that acts as a bridge intermediary.

Table 1: Number of nodes in the network.

Import trade network Export trade network
Number of nodes before processing 145 145
Number of connected edges before processing 12133 10542
Number of nodes after processing 92 103
Number of corresponding edges after processing 509 488

Table 2: Average degree of import and export network.

Import trade network Export trade network
Average in-degree 5.48 4.81
Average out-
degree 5.48 4.81

Table 3: Import and export network assortativity coefficient.

Import trade network Export trade
network

Assortativity coefficient −0.39 −0.40
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'e topological index that measures this characteristic of a
node is called betweenness centrality, which is specifically
defined as

BCm � 
s≠m≠ t

n
m
st

gst

, (6)

where gst is the number of shortest paths from node s to
node t and nm

st is the number of shortest paths from node s to
node t through node m.

From the perspective of the ability to control trade
cooperation, countries with higher betweenness centrality
have a more vital ability to influence trade activities, and
excluding these countries will also have a more significant
impact on the trade network.

Table 5 shows the betweenness centrality of countries in
the “Belt and Road” trade in 2017. It can be seen from the
above table that our country has played a very important role
in connecting the “Belt and Road” import and export trade
network. Betweenness centrality is nearly twice as high as the
second. In addition to China, countries such as Italy, Russia,
South Korea, the United Arab Emirates, South Africa, and
Turkey also play a key “trade bridge” role. In fact, Italy,
Russia, South Korea, the United Arab Emirates, and South
Africa are the core trade countries in Western Europe,
Eastern Europe, East Asia, the Middle East, and Africa,
respectively. Each intraregional node realizes cross-regional
trade by connecting with these countries.

3.2.3. Closeness Centrality. Another metric based on the
shortest path between nodes is closeness centrality. If be-
tweenness measures a country’s ability to control a trade
network, closeness quantifies the centrality of the country’s
topological position in the network. Closeness centrality is
the average length of the shortest path from each node to
other nodes. For a node, the closer it is to other nodes in the
network, the higher the closeness centrality is:

CCi �
1
di

�
N


N
j�1 dij

. (7)

Table 6 shows the closeness centrality of countries in the
“Belt and Road” trade in 2017. Similar to betweenness
centrality, the closeness centrality of China, Italy, Russia,

South Korea, the United Arab Emirates, and Turkey is also at
a high level in the network. It shows that these countries are
not only trade bridges but also trade centers of various
regions. 'e comparison of import and export networks
shows that the imported network is closer, the connectivity
between nodes is more robust, and its closeness centrality is
generally higher than that of the export trade network.

3.2.4. Eigenvector Centrality. 'e importance of a node in
the network is not only determined by the number of other
nodes it is connected to but also closely related to the sig-
nificance of these connected neighbor nodes. Imagine that
node A is connected to several “network edge” nodes, and
node B is connected to a small number of nodes with large
betweenness. Although the degree of node B may be equal to
or even smaller than that of A, the position of B in the
network is much more important than that of A because it is
also very likely to be an important “bridge” in the network.
Based on this idea, the eigenvector centrality is defined as

xi � c 
N

j�1
aijxj, (8)

where C is a proportional constant, xi is the important
measure of node i, and aij is the network’s adjacency matrix.

It can be obtained by iterative calculation:

x � λ−1
1 Ax, (9)

where λ1 is the characteristic single root with the largest
modulus of matrix A and x is the main eigenvector corre-
sponding to λ1.

Table 7 shows that the countries with high eigenvector
centrality are mainly concentrated in East Asia and
Southeast Asia. 'ese countries are often the origin of raw
materials for industrial production and are located on the
“Belt and Road” shipping routes with convenient trans-
portation. Most of the countries that trade with them are
countries with a high degree of weight or betweenness.

Combining the above four different network centrality
indicators, it can be found that our country has a pivotal
position in the “Belt and Road” trade network. Specifically,
our country’s weighted in-degree and weighted out-degree
are ranked first, and it is the largest import and export trade

Table 4: Weighted in/out-degree of import and export network.

ID Import trade network
countries

Import trade network weighted in-
degree

Export trade network
countries

Export trade network weighted out-
degree

1 China 8.74E+ 11 China 8.26E+ 11
2 South Korea 3.32E+ 11 South Korea 2.99E+ 11
3 Russia 1.97E+ 11 Russia 2.09E+ 11
4 Italy 1.66E+ 11 Singapore 1.98E+ 11
5 Malaysia 1.34E+ 11 Italy 1.62E+ 11
6 'ailand 1.13E+ 11 Malaysia 1.07E+ 11
7 Vietnam 1.09E+ 11 Vietnam 8.62E+ 10
8 Singapore 1.08E+ 11 United Arab Emirates 8.58E+ 10
9 Saudi Arabia 1.08E+ 11 Indonesia 8.18E+ 10
10 United Arab Emirates 8.81E+ 10 Poland 7.01E+ 10
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country. Our country’s closeness centrality is the highest,
which means that our country is at the center of the trade
network. At the same time, our country also plays a powerful
bridge intermediary role, strengthening economic and trade
exchanges between regions.

3.3. Small-World Network Features. “Small-world network”
is a representative class of complex networks. In such a
network, many nodes are not directly connected but can be
reached from any other node in the network via a small
number of countable paths.'e topological metrics that best
describe this property are “average path length” and
“clustering coefficient.” 'e path in the network that con-
nects the fewest edges between two nodes is the shortest
between two points.'e average path length is defined as the
average of the geodesic distance between any two points in
the network:

L �
s,t∈Vd(s, t)

n(n − 1)
, (10)

where V is the set of nodes in the network, d(s, t) is the
shortest distance from s to t, and n is the number of nodes in
the network.

'e average path length reflects the closeness between
nodes in the network, while the clustering coefficient re-
flects the “structure” of the network. It depicts the prob-
ability that nodes B and C connected to node A are also
connected. Ei is the number of edges between all adjacent
nodes of node i.

Ci �
Ei

ki ki − 1( ( /2
�

2Ei

ki ki − 1( 
. (11)

'e small-world network is a “transition type” between
the fully regular nearest neighbor network and the random
ER random network. 'e nodes in the former network have
high clustering and long average distance, while the latter is
the opposite. Small-world networks can be generated by
adding randomness to the regular network. 'e small-world
characteristics of the network can be measured using the
Sigma parameter and the Omega parameter, which are
defined as follows:

Sigma �
C/Cr

L/Lr

, (12)

where C and L are the average clustering coefficient and
average shortest path length of the network, respectively. Cr

and Lr are the average clustering coefficient and shortest
path length of the equivalent random graph. If Sigma >1, the
network is generally considered to have small-world
properties.

'e small-world coefficient (Omega) is between −1 and
1. 'e value close to 0 represents that the network has small-
world features. 'e value close to −1 represents that the
network is a lattice shape, and the value close to 1 represents
that the network is a random graph by calculating the Sigma,
Omega coefficients, and related indicators of the “Belt and
Road” trade network in 2017 as shown in Table 8.

'e Sigma coefficients of the “Belt and Road” import and
export trade network are all greater than 1, and the Omega

Table 6: 'e closeness centrality of countries in the “Belt and Road” trade in 2017.

ID Import trade network
countries

Import trade network betweenness
centrality

Export trade network
countries

Export trade network betweenness
centrality

1 China 0.71 China 0.42
2 Italy 0.55 Italy 0.37
3 Russia 0.52 Turkey 0.34
4 South Korea 0.49 United Arab Emirates 0.33
5 'ailand 0.47 South Korea 0.33
6 Turkey 0.46 Russia 0.32
7 Saudi Arabia 0.46 Singapore 0.31
8 United Arab Emirates 0.46 Poland 0.29
9 Vietnam 0.45 Egypt 0.29
10 Malaysia 0.43 Austria 0.29

Table 5: 'e betweenness centrality of countries in the “Belt and Road” trade in 2017.

ID Import trade network
countries

Import trade network betweenness
centrality

Export trade network
countries

Export trade network betweenness
centrality

1 China 0.27 China 0.23
2 Italy 0.14 Italy 0.15
3 United Arab Emirates 0.08 South Korea 0.10
4 Russia 0.07 Turkey 0.09
5 South Africa 0.07 Russia 0.07
6 South Korea 0.06 United Arab Emirates 0.06
7 Turkey 0.06 South Africa 0.06
8 Poland 0.05 Uzbekistan 0.05
9 Saudi Arabia 0.05 Malaysia 0.04
10 Bulgaria 0.04 Ukraine 0.04
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coefficient is close to 0. It shows that these two trade net-
works align with the characteristics of the small-world
network. 'e Omega coefficients of the import and export
trade network are all less than zero, and they tend to be
random networks. 'e average path length of the export
trade network is shorter. It shows that the export trade
between countries along the “Belt and Road” is closer.

According to the phenomenon of “small-world” and
trade networks, a trade network with the characteristics of
“small-world” has unique advantages in terms of transaction
efficiency. Because of its robust network connectivity, it can
realize the overall situation Pareto Improvement of
Networks.

4. Evolution of Node Importance

'e previous section discussed the importance of nodes in
the “Belt and Road” trade network in 2017 from different
dimensions by analyzing various node centrality indicators.
To study the changes in node attributes in the import and
export trade network in the past nine years, the author first
uses the PageRank algorithm to extract the top ten important
nodes in the trade network in 2017 and then discusses the
degree centrality, betweenness centrality, and closeness
centrality of these core countries.

4.1. Network Core Node Selection. 'e PageRank algorithm
[21–23] is a well-known key technology for web page
ranking. It gave birth to the emergence and development of
the Google search engine. 'e algorithm’s starting point is
that a node’s importance depends on the number and quality
of nodes pointing to it.

From this point of view, the PageRank algorithm can be
regarded as a generalization of eigenvector centrality on

directed graphs. 'e PageRank algorithm is divided into
three steps. 'e initial step will equally divide the total PR
value among all nodes, and then


N

i�1
PRi(0) � 1. (14)

In the second step, the PR value of each node in step
K− 1 is equally divided by the nodes it points to, and the new
PR value of each node is the sum of the PR values it has
obtained. 'e third step is to reduce the scale factor s to keep
the total PR value of the network at 1, and then

PRi(k) � s 
N

j�1
ajiPRj(k − 1) +(1 − s)

1
N

. (15)

'rough calculation, the top ten core node countries
with the average PageRank score of the “Belt and Road”
import and export trade network in the past nine years are
extracted, as shown in Tables 9 and 10.

'e top ten countries in the PageRank score of the “Belt
and Road” import trade network include China, South
Korea, Russia, Italy, Saudi Arabia, Malaysia, the United Arab
Emirates, Singapore,'ailand, and Indonesia. Among them,
our country has always maintained first place in PR worth
and is much higher than second South Korea. In the past 9
years, the fluctuation of our country’s PR value has been
slight, and the overall trend has maintained an upward
trend, indicating that our country’s position in the “Belt and
Road” import trade network is improving. Except for Saudi
Arabia and the United Arab Emirates, two Middle Eastern
countries, two European countries, Italy and Russia, and
other core countries are mainly located in Southeast Asia,
which shows that the import trade of the “Maritime Silk
Road” is more active.

Table 8: “Small-world” indicators of the “Belt and Road” trade network in 2017.

Import trade network Export trade network
Sigma 1.13 1.15
Omega −0.04 −0.02
Average path length 1.38 1.27
Average path length (weighted) 3.42E+ 9 3.08E+ 9
Average clustering coefficient 0.52 0.53

Table 7: 'e eigenvector centrality of countries in the “Belt and Road” trade in 2017.

ID Import trade network
countries

Import trade network betweenness
centrality

Export trade network
countries

Export trade network betweenness
centrality

1 China 0.73 China 0.61
2 South Korea 0.53 South Korea 0.43
3 Malaysia 0.19 Vietnam 0.36
4 Vietnam 0.18 Singapore 0.24
5 'ailand 0.15 Malaysia 0.23
6 Russia 0.14 Vietnam 0.19
7 Singapore 0.12 Indonesia 0.18
8 United Arab Emirates 0.12 Russia 0.17
9 Indonesia 0.11 Philippine 0.14
10 Italy 0.09 Italy 0.14
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'e top ten countries in the PageRank score of the “Belt
and Road” export trade network include China, Italy, Russia,
South Korea, Singapore, the United Arab Emirates, Turkey,
Malaysia, Poland, and Saudi Arabia. Comparing the two
networks, our country’s advantages in export trade are not as
obvious as those in import networks. It shows that our
country still has development potential in export trade, and
the other node members in the two networks have not
changed much.

'rough screening the core nodes of PageRank, the
countries in the “Belt and Road” trade network can be di-
vided into import, export, and two-way trade, as shown in
Table 11. Among them, import-oriented countries are
represented by 'ailand and Indonesia, and Poland and
Turkey represent export-oriented countries. China, Italy,
Russia, South Korea, Singapore, and the United Arab
Emirates are all at the core of the import and export network
and are two-way trade countries.

4.2. Changes in the Degree Centrality of Core Nodes. For the
above representative important nodes, combined with the
analysis methods of nodal degree centrality, betweenness
centrality, and closeness centrality in the previous chapter,
we further study the changes in the topological structure of
the import and export trade network in 9 years.

According to the degree centrality, both networks can be
divided into three echelons. Our country is in the first echelon,
Italy, Russia, and South Korea are in the second echelon, and
other core node countries form the third echelon. Overall, the
degree centrality of the two network core nodes fluctuated
relatively minor, and there was no obvious improvement

around 2014. Except for China, the in-degree value of the
imported network and the out-degree value of the export
network are concentrated between 0.1 and 0.4. Our country’s
inbound and outbound centrality is ahead of other countries
and maintains a steady growth trend. Compared with import
trade, more countries have trade connections with our country
in the export network, reaching 80. It accounts for 79% of the
total number of exporting countries in the “Belt and Road.”

In the import trade network, Italy, Russia, and South
Korea are ranked after our country. Italy and South Korea
have very similar in-degree curves, with fewer import partners
in 2011 and 2012. In addition, affected by the sharp drop in
international crude oil futures prices and Western economic
sanctions, the financial crisis in Russia in 2014 and 2015
caused its import and export trade to enter an “ice period.”
'e remaining core nodes are Southeast Asian countries, and
their trade connections are mainly distributed along the
“Maritime Silk Road.” 'e Italian economy was affected by
the European debt crisis in the export trade network. Before
2013, the export trade volume was less than 1 billion US
dollars. It then increased in 2014 and remained around 0.4.
South Korea, which ranks second in the centrality of out-
degree, has been very active in export trade in recent years,
and the average out-degree has increased by 25% compared
with the average in-degree. In 2017, 33 countries became their
export trading partners. In contrast, Russia’s import and
export trade is more balanced, including 25 partner countries.

4.3. Changes in Betweenness Centrality of Core Nodes.
Compared with degree centrality, the betweenness variation
of the two networks fluctuates greatly, and there is no

Table 9: Top 10 countries in the “Belt and Road” import trade network PageRank value.

Country 2009 2010 2011 2012 2013 2014 2015 2016 2017
China 0.2001 0.2079 0.1981 0.2019 0.2101 0.2199 0.2471 0.2329 0.2371
South Korea 0.0738 0.0763 0.0708 0.0653 0.0738 0.0733 0.0788 0.0873 0.0728
Russia 0.0613 0.0542 0.0563 0.0562 0.0533 0.0572 0.0493 0.0452 0.0533
Italy 0.0591 0.0519 0.0481 0.0439 0.0471 0.0469 0.0471 0.0499 0.0511
Saudi Arabia 0.0338 0.0383 0.0408 0.0403 0.0408 0.0383 0.0318 0.0293 0.0268
Malaysia 0.0353 0.0392 0.0343 0.0312 0.0303 0.0282 0.0333 0.0352 0.0283
United Arab Emirates 0.0271 0.0399 0.0391 0.0329 0.0411 0.0369 0.0261 0.0279 0.0281
Singapore 0.0368 0.0373 0.0318 0.0353 0.0298 0.0303 0.0318 0.0303 0.0258
'ailand 0.0293 0.0332 0.0303 0.0272 0.0273 0.0262 0.0323 0.0362 0.0273
Indonesia 0.0241 0.0249 0.0251 0.0219 0.0211 0.0189 0.0221 0.0229 0.0211

Table 10: Top 10 countries in the “Belt and Road” export trade network PageRank value.

Country 2009 2010 2011 2012 2013 2014 2015 2016 2017
China 0.1031 0.1099 0.1081 0.1029 0.1231 0.1179 0.1131 0.1079 0.1171
Italy 0.0728 0.0693 0.0648 0.0563 0.0568 0.0673 0.0668 0.0723 0.0708
Russia 0.0393 0.0372 0.0423 0.0412 0.0423 0.0442 0.0333 0.0332 0.0383
South Korea 0.0361 0.0389 0.0401 0.0359 0.0401 0.0389 0.0351 0.0339 0.0351
Singapore 0.0318 0.0323 0.0288 0.0293 0.0298 0.0313 0.0288 0.0273 0.0218
United Arab Emirates 0.0233 0.0232 0.0213 0.0282 0.0273 0.0262 0.0303 0.0342 0.0333
Turkey 0.0201 0.0189 0.0241 0.0219 0.0251 0.0319 0.0331 0.0309 0.0351
Malaysia 0.0228 0.0223 0.0198 0.0223 0.0228 0.0233 0.0218 0.0203 0.0168
Poland 0.0193 0.0182 0.0183 0.0172 0.0173 0.0232 0.0253 0.0262 0.0273
Saudi Arabia 0.0141 0.0179 0.0181 0.0209 0.0201 0.0219 0.0301 0.0199 0.0221
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obvious echelon division. Same as the degree centrality, in
the two networks, our country’s betweenness also ranks first,
and the import betweenness is generally higher than the
export betweenness, indicating that our country’s role as a
bridge in import trade is more prominent. In 2012 and 2015,
due to the strengthening of import trade with Belarus,
Sudan, Romania, Nigeria, and other countries, our country’s
betweenness showed a stepwise increase. Affected by the
financial crisis, our country’s export betweenness dropped
from 0.31 in 2009 to 0.17 in 2011 and then remained rel-
atively stable at around 0.2.

In the import trade network, in addition to China, the
betweenness of Russia, the United Arab Emirates, and
Indonesia also increased significantly in 2012. Among them,
Russia and Indonesia have strengthened their import co-
operation with the United Arab Emirates, Ecuador, and
other Middle East and South American countries. But the
increase in the betweenness of the UAE is due to the sig-
nificant reduction in the import trade between Turkey,
which has a strong trade connection, and the large be-
tweenness countries such as Singapore and South Africa. On
the other hand, it is due to the increase in the import trade
volume between the UAE and regional representative node
countries such as South Africa and Indonesia. In the export
trade network, the value of Italian exports to Ukraine and
South Africa nearly tripled. So, from 2014 to 2016, its export
betweenness increased rapidly. However, Austria, Latvia,
Slovenia, and other European countries reduced their export
trade to South Korea, Russia, and the United Arab Emirates;
the three countries’ exports declined between 2013 and 2015.

4.4. Discussions. 'rough the above two centrality analyses
on the core nodes of the “Belt and Road” import and export
network, it was found that the proposal of the “Belt and
Road” Initiative has a more significant impact on the export
network than the imported network. 'e specific perfor-
mance is that, after 2013, the export trade links between
regions along the “Belt and Road” have become very close,
and the overall export network has shown a trend of
“decentralized” coordinated development. Affected by the
external macroeconomic environment, the betweenness
centrality of countries in the past nine years has been rel-
atively sensitive and fluctuated wildly. As the only country in
the EU that has signed a memorandum of understanding,
Italy’s influence on the trade network is gradually increasing.
'e UAE does not have the most significant number of trade
connections in the import and export network. Still, its
betweenness centrality is prominent, which shows that the
UAE has a powerful ability to control trade in the Middle
East. On the one hand, the top-level strategy of “the Belt and
Road” has extensively promoted our country’s foreign

export trade. On the other hand, as a bridge of the trade
network center, our country has strengthened the trade links
between regions and countries along the “Belt and Road.”

5. Conclusions

'e “Belt and Road” trade network is a typical complex
network. 'ere are few pieces of authoritative literature at
home and abroad that apply the complex network analysis
method to the “Belt and Road” trade. 'is study has some
innovations in terms of angle and method. 'is paper
studies the trade networks of countries along the “Belt and
Road” from the perspective of complex networks. 'is
perspective is different from the model of taking a single
country as the research object in most “the Belt and Road”
trade studies but comprehensively analyzes the multilateral
trade relations of countries along the “Belt and Road” and
desalinates the impact of countries’ own attribute differences
on trade characteristics.

'is research has certain characteristics of theoretical
research and practical guidance. 'e theoretical character-
istics are as follows. Although the practice of applying
complex network technology to the research of international
trade networks has been adopted by some scholars, most of
the current research and analysis dimensions related to trade
networks are one-sided. For example, only the topological
structure of the network is analyzed and elaborated, and the
influence factors of time and trade networks are not con-
sidered. In addition, through the application of analysis
software, the network can be visually presented, which is
more intuitive and convenient for further understanding
and analysis. On the other hand, the research ideas and
methods of this paper can also be extended to the trade
network research of other regional or economic organiza-
tions, such as APEC, WTO, and G20, which provides a
certain theoretical and methodological reference for sub-
sequent related research. 'e characteristics of practice
guidance are as follows: the research scope of this paper is
the “Belt and Road” trade network. 'e node is composed of
138 cooperative countries. Compared with other global trade
networks, it is more specific and focuses on the regional
economy. 'e research results provide a theoretical basis
and policy suggestions for guiding China to cope with the
changes in the “Belt and Road” trade network.

Data Availability

'e dataset can be accessed upon request.
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Table 11: Types of “the Belt and Road” trade countries.

Import trade country Export trade country Two-way trade country

'ailand and Indonesia Poland and Turkey
China, Italy, and Russia

South Korea and Singapore
United Arab Emirates
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In recent years, there are many cases of college students who have psychological problems a�ecting their studies, dropping out of
school, and even committing suicide. College students, as a part of high-level talents, have always been regarded as outstanding
members of society. �ey default to have strong psychological qualities, but the reality is disappointing. Various pressures such as
academics, social relations, and employment make college students the mental exhaustion has led to many bloody tragedies. �e
timely detection of psychologically abnormal students has become one of the most concerned and thorny issues in major
universities. By constructing a mental health state perception model for college students and optimizing the model parameters, it
can be seen that thef score of the internal and external tendencymodel has increased by 3.3%, thef score of the depression binary
model has increased by 2.5%, and the anxiety binary model of the f score has increased by 2.5%. �e score increased by 8%. �e
established model has an obvious e�ect and can quickly analyze the di�erence between the behaviors of psychologically abnormal
students and normal students in school and also provide a management decision-making basis for college student managers and
psychological counselors.

1. Introduction

�e frequent dropout and suicide incidents in recent years
have proved that many students have more or less psy-
chological problems, and these psychological problems have
aroused widespread concern in society. At the same time, at
all stages of life, people may have psychological problems
due to various complex reasons. Early detection of these
psychological problems can play a huge role in protecting
personal safety. Because of the rapid development of dis-
ciplines such as computer science and mathematics, tech-
nologies such as deep learning, data mining, and big data are
also making rapid progress and are increasingly integrated
into people’s daily lives. More and more algorithms are
emerging in the �eld of computer science to solve certain
problems and in many ways outperform traditional
methods. For example, traditionally, people use indicators
such as degree centrality and edge betweenness to analyze
social networks, which can better describe some charac-
teristics of social networks but usually only express part of

the information in social networks and may contain more
noise, and network representation learning based on deep
learning solves this problem very well, which usually cap-
tures more information in the network for more detailed
analysis and identi�cation. �is research uses network sci-
ence, deep learning, network representation learning, other
technologies, and students’ social network data to identify
students who are more likely to have psychological prob-
lems. Accurate identi�cation can give families and schools
the opportunity to intervene in students as early as possible
and prescribe the right medicine to solve students’ problems.
Helping psychologists provide psychological counseling can
largely avoid the deterioration of students’ psychological
problems; reduce school dropout, suicide, and other inci-
dents; and reduce social tragedies. At the same time, a new
way to e�ciently utilize multiview network data is proposed;
more potential social information between views is pre-
served; and the problem of label imbalance that is common
in such data is proposed. It is proposed to identify students'
psychological problems through deep learning technology,
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which also provides a direction for the identification and
research of students' psychological problems in the future
[1–7].

2. Related Work

In recent years, many experts and scholars have realized the
importance of educational big data. 'ey have used data
mining technology to analyze and mine the data generated
by students in school and have achieved remarkable results.
'ey have put the data mining results into education and
teaching. A person’s psychological characteristics are often
expressed through daily life behaviors and routines.
'erefore, recently, researchers have begun to try to dig out
information that can reflect their mental health status from
the daily behavior data of college students. Several studies
have shown a strong relationship between mental health
status and online behavior. DongNie et al. explored the
relationship between search behavior and personality traits
and further attempted to determine how search behavior can
be used to identify personality. 'ey collected two data sets:
one from a questionnaire on 16 personality factors and the
other from web access logs from Internet gateways. By
calculating the correlation coefficient between individuals’
search behavior and personality, some interesting patterns
were found; there are several specific behaviors that have a
strong correlation with personality, such as directory index
search, knowledge search, dwell time, keyword usage, click
habits, and so on. 'rough regression analysis, most per-
sonality dimensions can be predicted by search engine be-
havior. AngLi et al. propose an algorithm for predicting
mental health problems through network usage behavior.
'ey recruited 102 college students and used the SCL-90
questionnaire to conduct a psychological survey. 'rough
the results of the questionnaire, they obtained the mental
health level of college students (10 dimensions) and con-
ducted statistical analysis on the online behavior of college
students. Based on web usage behavior, a computational
model for predicting the scores of each dimension of SCL-90
is established. 'e results show that the fluctuation range of
the Pearson correlation coefficient between the predicted
score and the actual score of each dimension is between 0.49
and 0.65, and the fluctuation range of the relative absolute
error is between 75% and 89%. Zangane and Hariri et al.
explore the role of emotional factors in doctoral students’
online information retrieval. 'eir study sample, 50 PhD
students, aggregated information by observing user facial
expression records, Morae software log files, and pre- and
postsearch questionnaires. 'e findings suggest that there is
a significant relationship between emotional expression and
the individual characteristics of searchers. Searcher satis-
faction with search results, Internet search frequency, search
experience, interest in search tasks, and familiarity with
similar searches were associated with increased happiness.
An examination of user emotions during search shows that
users with happy emotions spend a lot of time searching for
and viewing search solutions. ChangyeZhu and BaobinLi
et al. proposed a new method to detect depression through
time-frequency analysis of network behavior. 'ey recruited

728 graduate students, obtained their depression scores
through the Zung self-rating depression scale (SDS), and
then collected digital records of their online behavior.
'rough time-frequency analysis, they built a classification
model to distinguish between high and low SDS groups, and
a predictivemodel that more accurately identified themental
state of the depressed group. 'e experimental results show
that both the classification model and the prediction model
can better reflect the change in mental health, and the time-
frequency feature can better reflect the change in mental
health. 'e research at this stage is mainly limited to the
behavior analysis of a certain type of specific group and the
psychological analysis and interpretation of the influencing
factors. However, the continuous update and iteration of
data mining technology have provided a great boost to the
research work in psychology. Driven by data mining tech-
nology, the construction of university informatization
platforms has becomemore perfect.'e use of mathematical
models in machine learning makes it possible to predict the
psychological state of students. Based on the main research
contents of the above research scholars, the analysis of
college education data has always been a research hotspot in
the field of data mining. 'rough the data mining of stu-
dents’ in-school education, the researchers use data mining
technology and analysis theory to draw conclusions about
students’ academic performance, social relations, and poor
students and provide data support and data support for the
construction of college informatization and smart campuses.
'e theoretical basis also provides valuable guidance and
suggestions for college administrators [8–14].

3. Related Technical Methods

3.1. Data Processing Technology

3.1.1. Data Filtering. Although data mining is a method for
massive data analysis, it does not mean that we need to use
all the collected data because, when collecting data in the
early stage, we did not specifically consider the use of these
data in the future. However, the value density of these data is
very low, which is not conducive to later data analysis.
'erefore, when there are specific research goals, only the
data that are useful for target analysis need to be selected. For
the research purpose of this study, the original data are the
records of students’ online behavior in school collected
through the network system. 'e key information in the
records are the student ID, the website visited, the type of
website visited, the time of visiting the website, and so on.
'e rest of the information cannot be used, such as some
parameters and codes designed by the log system to ensure
security, which are useless for our analysis.

3.1.2. Data Cleaning. Data cleaning is mainly to solve the
problem of poor data quality caused by some accidental
factors for some useful data after data screening. 'e main
means are as follows:

Missing value processing: when the data set with missing
data accounts for a relatively low proportion of the whole
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data set and the data volume of the sample is relatively large,
in this case, it can be processed through the deletionmethod,
that is, the data items with missing values can be directly
discarded. Another common processing method is the filling
method. 'is method is used to fill in the data according to
the average value of the data near the dimension where the
missing value is located when the data volume itself is not
particularly large and there are many missing samples.

Outlier processing: it is also called outlier processing or
error value processing. If the value of one dimension in a
data item is far greater than or less than the value of other
data items in the sample, the data item with the outlier is
called an outlier. In the case of outlier data, it cannot be
discarded directly. It is necessary to analyze it to judge
whether it is reasonable and then decide on the processing
strategy. For example, in real life, the age range of people is
greater than 0 and less than 150. When the value in the data
item exceeds this range, it can be regarded as an abnormal
value. 'is method is a simple analysis method.

When the data is considered to have the same meaning
as the addition and subtraction of several dimensions, they
can represent the same meaning. Eliminating duplicate data
dimensions plays a certain role in data downsizing and
model burden reduction. It ensures the uniqueness and
representativeness of data dimensions.

Noise data processing: the random error or variance of
the measured data caused by some reasons is the so-called
noise, which is the interference to the data. 'e commonly
used methods are the box division method and regression
method. 'e box division method forms a small group of
nearby ordered values, namely “box,” and then smoothes
these ordered data values with the mean, median, or
boundary of the data in the box to make these data locally
smooth.'e regression rule is to use a regression function to
fit these noisy data and play the role of smoothing data
denoising [15].

3.1.3. Data Conversion. Data conversion processing can also
be called data mapping processing, which generally has three
cases. One is the encoding conversion of text data. Since the
computer cannot directly process text data, such as calcu-
lating the distance between two data, it is necessary to
numerically encode the text. For example, in the gender type,
the male is coded as 1, and the female is coded as 0; common
encoding methods include one-hot encoding and so on. 'e
second is format conversion. For example, date data need to
be converted into a unified format type to facilitate subse-
quent analysis and processing. 'e third is the mathematical
processing of numerical data. For example, when it is found
that the numerical value of a certain dimension encountered
changes in the form of an exponential, the exponentially
changing data can be quickly converted into decimal nu-
merical data, which is convenient for observation and
analysis through the following formula [16]:

y � logm(x + k). (1)

In the same way, when the data changes in the form of a
power function, it can be processed by the method of

opening the nth power, and it can be converted into small
numerical data that is easier to observe by formula (2), where
y is the converted value and x is the value obtained before
conversion.

y �
��
xn

√
. (2)

3.1.4. Data Integration. 'e student’s on-campus network
behavior data are recorded in the log system and saved in log
format, while some basic information data of the student are
saved in the student management system. During data
analysis and model training, it is cumbersome and error-
prone to operate the data in each system, so a data inte-
grationmethod is needed to extract these data and save them
in the same environment for processing.

3.2. Data Analysis Technology. 'e biggest difference be-
tween logistic regression analysis and linear regression
analysis is that the data types of the variables Y analyzed are
different. Logistic regression analysis can analyze discrete
categorical data, while linear regression analysis can only
analyze continuous data types [17].

3.2.1. Logistic Regression Distribution

Definition 1 (Logistics). Let x be a continuous random
variable, when x has the following distribution function and
density function; then x is said to obey the logistic regression
distribution.

F(x) � P(X≤x) �
1

1 + e
− (x− μ/c)

,

f(x) � F′(X≤ x) �
e

− (x− μ/c)

c 1 + e
− (x− μ/c)

 
2.

(3)

'e distribution function and density function plots are
shown in Figure 1.

3.2.2. Binary Logistic Regression Analysis. Binomial logistic
regression is suitable for dealing with the situation when the
value of the dependent variable y has only two categories,
which is essentially a prediction model of classification
probability. 'e value of the variable x is a real number.
When the value of the dependent variable y is 1, the
probability model is shown in equations 4 and 5, and when it
is 0, it is shown in the following equations:

P(Y � 1|x) �
exp(ω · x + b)

1 + exp(ω · x + b)
, (4)

P(Y � 0|x) �
1

1 + exp(ω · x + b)
, (5)

where x∈Rn is the input value of the model, y∈0,1 is the
output value of the model, ω∈Rn is the parameter, ω is called
the weight vector, b is called the bias, and ·x is the inner
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product of ω and x. Assuming a given input vector x= (x1,
x2, x3, · · ·, xn), the logistic regression analysis model can
separately calculate p (y= 0|xn) and p (y= 1|xn) for each
dimension x of the input vector value. �e concept of event
probability and logarithm is introduced here. Let P be the
probability of occurrence of an event, and 1 –P corresponds
to the probability that it does not occur.�e probability of an
event can be expressed by the ratio between the two, that is,
P/(1 – P); on this basis, the logarithmic probability of the
event can be obtained by taking the logarithm. �e formula
is shown in (7). �e odds can be given by the following
equation [18]:

logit(p) � log
p

1 − p
, (6)

logit(p) � log
p(Y � 1|x)

1 − p(Y � 1|x)
� ω · x + b. (7)

It can be seen from formula (7) that when the value of the
dependent variable y is 1, the calculation formula of the
logarithmic probability of logistic regression analysis is
actually a linear function. �e logistic regression analysis is
essentially �tting this linear function so that this linear
function can distinguish the two categories of the original
data as much as possible. �e larger the value of the linear
function, the greater the log probability of the logistic re-
gression, the closer the classi�cation type is to class 1, and
vice versa; it is closer to class 0.

3.3. Data Mining Technology

3.3.1. Classi�cation Algorithm. �e essence of a classi�ca-
tion algorithm is to train a classi�er on a labeled data set so
that it can divide a new data set.�e process of evaluating the
results of the classi�cation algorithm is inseparable from the
existence of a confusion matrix, which is a computing tool
often used in classi�cation algorithms. Figure 2 shows the

composition of the confusion matrix [19]. �en the basic
elements of classi�cation problems are as follows: training
data, that is, the sample data set used to learn the model;
feature, that is, the attribute used to describe data and the
basis of classi�cation; model, that is, the external framework
of classi�er; algorithm, that is, the method of constructing
classi�cation rules; and evaluation, that is, the �nal evalu-
ation of the e�ect of the model. �e purpose of the classi-
�cation algorithm is tomine the hidden rules in label data, so
as to divide the data set in feature dimension space.

�ere are four parameters in the confusion matrix,
which are as follows:

TP (true positive): true examples, which refer to the
positive tuples correctly classi�ed by the classi�er

TN (true negative): true negative, which refers to the
negative tuples correctly classi�ed by the classi�er

FP (false positive): false positive, which refers to negative
tuples that are misclassi�ed as positive tuples by the classi�er

FN (false negative): false negative, which refers to the
evaluation index of the positive tuple classi�cation model
that is misclassi�ed as a negative tuple by the classi�er can be
calculated by the four parameters of the above confusion
matrix:

Accuracy rate: also known as overall recognition rate, it
generally measures how well the classi�cation model can
correctly identify various data sets:

accuracy � (TP + TN)
(P +N)

. (8)

Precision: it re¤ects the proportion of correct classi�-
cation in the classi�cation results of the classi�cation model
for each category, that is, the accuracy of the model when
judging each category.

precision �
TP

(TP + FP)
. (9)
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Figure 1: Distribution function and density function.
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Recall rate: also known as sensitivity, it can re¤ect the
sensitivity of the classi�cationmodel to each category of data
set, that is, the proportion of a certain type of data that can be
correctly identi�ed by the model.

recall �
TP

(TP + FN)
� sensitivity. (10)

F score: since the above two indicators are negatively
correlated, in order to measure the comprehensive perfor-
mance of the model on the two indicators, their harmonic
mean is used as a new indicator, and the value of this in-
dicator ranges from 0 to 1.�e larger the value, the better the
e�ect of the model.

F1 �
2 × precision × recall
precision + recall

. (11)

3.3.2. Integration Algorithm. �ere is no perfect algorithm
model in the �eld of data mining. �e idea of an integrated
algorithm is to combine di�erent types of algorithm models
through a certain strategy, so as to improve the overall
model’s ability to classify data sets. �ere are two main
strategies for ensemble learning algorithms: bagging and
boosting.�emain idea of the bagging strategy is to combine
the results of each base classi�er and then determine the �nal
classi�cation result of the overall model by voting, which can
e�ectively increase the stability of the classi�cation. When
training the base classi�er, a part of the data of the sample is
extracted by the method of bootstrap to construct the
training data set of the base classi�er. �is kind of “in-
complete learning” is to reduce the di�erence between each
base classi�er.

4. FeatureConstructionof aMentalHealthState
Perception Model Based on Deep Learning

4.1. Data Preprocessing. �e network log data mainly comes
from a dedicated network log collection server. �rough the
user’s application to access the network, the link data
accessed by the user is collected, so as to obtain the user’s
network log information. �e main content of the log in-
formation is: “A record of a user accessing a certain network
type at a certain point in time.” A sample of log information
is shown in Table 1 [20].

Comparedwith the website type, the attribute of the website
name is too careful and narrow, and it obviously belongs to the
category of shopping. �ere is no need to distinguish the two.
�erefore, when extracting feature dimensions from log in-
formation, the website name is not a required item. For the
point-in-time information, in order to facilitate the processing
of data at a point in time, it is divided into two parts: the part of
year-month-day is used as “date,” and the part of hour:minute:
second is used as “time.” �e �nally extracted feature dimen-
sions are student ID, gender, age, date, time, and website type;
the format is shown in Table 2 [21].

4.2. Static Variable Analysis Based on Binary Logistic
Regression. As shown in Table 2, there are two static vari-
ables in this research, gender variable and age variable. Static
variables are property variables that are basically unchanged
or unchanged for a long time. Firstly, the univariate binary
logistic regression analysis was performed on the gender
variable and the age variable. �e dependent variable was
divided into three groups. �e extroverted “1” and the
introverted “0” were the one group, and the depression “1”
and the asymptomatic “0” were the one group.

Next, a multivariate binary logistic regression analysis
was performed with the combination of gender and age as
the dependent variable, and the results are shown in Table 3.

It can be seen from the results in Table 3 that the results of
logistic regression are the same as those of univariate analysis.
Combining the results of the two analyses, it can be concluded
that the gender and age factors are not statistically signi�cant
for the psychological state indicators and can be ignored.

4.3. Feature Construction Based on Information Entropy.
�is study proposes two concepts for the design and
construction of features. �ese two concepts are regularity

Actual
classification

Predictive classification
+ – Total

TP+FN
(Actual positive)

TP
(true positives)

FN
(false negatives)

Type II error

TP+FN
(Actual negative)

FP
(false positives)

Type I error

TN
(true negatives)

TP+FP+FN+TNTP+FP
(Predicted positive)

+

–

total FN+TN
(Predicted positive)

Figure 2: Confusion matrix.

Table 1: Sample table of log information.

Property name Numerical value
Student ID 2021∗∗∗∗∗∗∗∗∗∗∗∗

Gender Male
Age Twenty-one
Point in time 2021-11-15, 00:00:00
Website name Taobao
Site type Shopping
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of surfing behavior and degree of dependence of surfing
behavior. 'e regularity of surfing behavior is a measure of
the regularity of students’ surfing behavior of visiting
different types of web pages within a period of time. 'e
design of this regularity is based on the concept of Shan-
non’s information entropy. According to the information
entropy, the order and purity of a data set can be measured.
'erefore, combined with the theory of information en-
tropy, a method for calculating the regularity of students’
online behavior is designed. Method. For example, for
online shopping behavior, let Shopping Regularity be SR,
set shopping times to different intervals, and the shopping
frequency interval is [0, 5], [6, 11], [12, 25], [26, . . .),
according to the number of times of shopping per day to
determine which interval it belongs to, and finally we will
get the frequency distribution corresponding to these n
intervals as C = {C1, C2, ..., Cn}, and the probability
corresponding to each interval is p, and the calculation
formula is as follows:

pi �
ci

s
,

i � 1, 2, . . . , n,

S � 
n

i�1
ci.

(12)

'en the calculation formula of shopping regularity SR is

SR � − 
n

i�1
pilogpi. (13)

'e method of interval probability is also used to
calculate the degree of dependence on online behavior. As
shown above, the number of visits of a certain type of
Internet access in the day is divided into intervals, and then
the frequency of occurrence of this type in which interval is
calculated in the statistical period. If the interval is the
highest, then it is determined that the interval is dependent

on this type of network behavior. If the interval is a low-
order partition, the degree of dependence is light, and if it is
a high-order partition, the degree of dependence is higher.
'is research transforms mild dependence into number
“1,” moderate dependence into number “2,” and high
dependence as “3.” When defining the interval division of
the degree of dependence, two cases are considered. When
accessing data of social platform type, such as when pro-
cessing microblog data, it is divided into two types:
browsing microblogs and publishing microblogs. 'e in-
terval can be divided into [0, 30] times as a low degree of
dependence interval, [31, 60] times as a medium degree of
dependence interval, and more than 60 times as a high
degree of dependence interval. 'e dependence degree
interval for publishing microblogs can be divided into [0,
10] times as a low dependence degree interval, [10, 19]
times as a medium dependence degree interval, and more
than 20 times as a high dependence degree interval. 'e
feature dimensions of the final constructed sample data set
are shown in Table 4.

4.4. Feature Selection Based on Genetic Algorithm. After
removing the uncorrelated static variables, the regularity
and degree of dependence of various network types and the
existence of the student ID are left in the sample data set.
For each pair of labels, not all types of network behavior
data are helpful for model training, and redundant data
participating in the training will reduce the accuracy of the
model. 'erefore, this study uses the adaptive iterative
ability of the genetic algorithm to perform feature selection
and uses it to perform feature selection according to dif-
ferent label states. 'e iterative graph of the feature di-
mension obtained by the genetic algorithm is as follows: the
horizontal axis is the number of feature combinations, and
the vertical axis is the fitness function score, as shown in
Figure 3.

When based on the internal and external trend tags, the
extracted feature dimensions are 8, and the effect is the best.

Table 3: Logistic regression results of gender and age variables.

Regression coefficients Standard error P> |z|
Dependent variable: extroversion
Sex − 0.0628 0.063 0.316
Age − 0.0497 0.101 0.626
Dependent variable: depression
Sex − 0.0007 0.001 0.502
Age 0.4027 0.405 0.322
Dependent variable: anxiety
Sex − 0.1113 0.257 0.665
Age − 0.1583 0.090 0.078

Table 2: Network log feature dimension table.

Student ID Gender Age Date Time Site type
2018∗∗∗∗∗∗∗ Male Twenty-one 2018-11-15 00:00:00 Shopping
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�ese feature dimensions are WeChat regularity, WeChat
dependence, WeChat posting regularity, Weibo regularity,
video Watching regularity, video viewing regulation de-
pendence degree, reading regularity, and reading depen-
dence degree.

Based on the label of depression or not, the e�ect is
best when the extracted feature dimensions are 5. �ese
feature dimensions are shopping dependence, listening to
music, WeChat dependence, map website regularity, and
game dependence. Based on the anxiety label, the
extracted feature dimension is 5, and the e�ect is the best.
�ese feature dimensions are short video website de-
pendence degree, information website dependence de-
gree, music listening regularity, game regularity, and
shopping regularity.

5. Experiment and Result Analysis

5.1. Experimental Environment. �e experimental environ-
ment and related parameters are shown in Table 5.

5.2. Data Preparation. �e data used in this experiment
comes from two parts, which are divided into two parts: label
data and feature dimension data.�e processing of these two
parts of data is as follows: label data processing: when la-
beling the psychological state information of internal and
external tendency, the data with external tendency score are
classi�ed as label “1,” and the data with internal tendency
score are classi�ed as label “0.” For the pair of labels with or
without depressive symptoms, the score 4 is taken as the
threshold. �e data less than the threshold are classi�ed as
the label with no depressive symptoms “0,” and the data

Table 4: Sample data set example table.

Student ID Gender Age Shopping regularity Shopping dependence Browsing Weibo regularity
∗∗∗∗∗∗∗ 1 Twenty-one 2.35 2 3.25
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Figure 3: Iterative diagram of genetic algorithm.

Table 5: Experimental environment and con�guration.

Lab environment Environment con�guration
Operating system Windows 10
CPU Intel(R) Core(TM) i5-6500 3.2 GHz
RAM 32G
Programming language Python
Programming tools Jupyter notebook
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greater than the threshold are classi�ed as the label with
depressive symptoms “1.” Similarly, for the treatment of the
pair of labels with or without anxiety symptoms, the score 4
is also used as the threshold. �e data less than the threshold
are classi�ed as the label without anxiety symptoms “0,” and
the data greater than the threshold are classi�ed as the label
with anxiety symptoms “1.” Examples of speci�c sample data
sets are shown in Table 6.

5.3. Comparison and Analysis of Model Experiment Results.
�e optimal model of the three mental state models is the
random forest model, which does have a strong role in the
�eld of classi�cation. �e parameter adjustment and opti-
mization of the random forest model is mainly carried out
through the grid search method. �e parameter adjustment
of the random forest mainly involves the following pa-
rameters: (1) n_estimators: the maximum number of iter-
ations or the number of weak learners. If n_estimators is too
small, it is easy to under�t, and if n_estimators is too large,
over�tting will occur, so a suitable value for n_estimators is
very important. (2) min_samples_split: the minimum
number of samples required for internal node subdivision 3,
min_samples_leaf: the minimum number of samples for leaf
nodes 4, and max_depth: the maximum depth of the de-
cision tree. Taking the GA-RF model of the two-category
depression as an example, the process of parameter ad-
justment is as follows: in the �rst step, take n_estimators as
the variable; the initial value is 10, and the interval is 10; and
the output result is shown in Figure 4.

In the second step, (min_samples_split, max_depth) is
used as the parameter combination; the starting value of
min_samples_split is set to 100, and each change is 200; and
the starting value of max_depth is set to 3, and each change is
2, and the output result is shown in Figure 5.

In the third step, take (min_samples_split, min_sam-
ples_leaf) as the parameter combination; the starting value
of min_samples_split is set to 20, and each change is 10; and
the starting value of min_samples_leaf is set to 60, and the
output results are shown in Figure 6.

After comprehensively considering the above three
steps, the optimal parameter combination of the depression
model is obtained: n_estimators� 50, min_samples_split
� 150, max_depth� 7, and min_samples_leaf� 25. Follow
this step for the optimal parameters of the other two models
and bring these parameters into the model. �e f value of
the model is shown in Table 7.

It can be seen from Table 7 that after the optimization of
the model parameters, the f score of the model has been
improved. For the internal and external tendency model, the
f score increased from 0.765 to 0.79, an increase of 3.3%. For
the depression binary model, the score of F increased from
the original 0.81 to 0.83, an increase of 2.5%. For the anxiety

Table 6: Sample data set example table.

Student ID Shopping regularity Shopping dependence Weibo regularity . . . Label 1 Label 2 Label 3
∗∗∗∗∗∗∗ 3.25 2 2.35 . . . 0 1 1
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Figure 4: F1 values of GA-RF under di�erent iterations.
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binary classificationmodel, the score of f increased from the
original 0.75 to 0.81, an increase of 8%.

6. Conclusion

Nowadays, the topic of students’ mental health has attracted
more and more attention from society. For example, the
incidents of college students committing crimes and com-
mitting suicide caused by the abnormal psychology of
college students have also often caused heated discussions in
public opinion. At present, most of the students have in-
sufficient understanding of mental illness or even have an
attitude of neglecting and not paying attention, so these
students with mental abnormalities cannot be found and
treated effectively in time. 'ese students and conducting
interventions are a top priority in student management
efforts. With the development of data mining technology,
the construction of the data analysis model has been solved
for us in terms of model analysis. 'is paper is based on the
research on the psychological state prediction model that is
used to capture students’ psychological state information
based on the students’ online data collected on the university
campus and the psychological assessment scale indicators.
'is research is based on the deep learning theory. 'e
model is constructed, analyzed, and adjusted, aiming to
grasp the psychological state information of students more
comprehensively and accurately through the network be-
havior data of students in school. 'e results of the model
experiments show that the f scores of the three models have
improved. 'e models used in this study are only classifi-
cation models in the field of machine learning, and the more
popular deep learning models are not used. 'e next step
will use deep learning. 'e network structure model of the
aspect is used for model experiments to compare the op-
eration of the two models.
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As an important linguistic phenomenon in verbal communication, relayed speech exists in a large number of news texts and is also
one of the most prominent features of the Chinese language. However, at present, there are few systematic comparative studies on
the recognition of the relayed problems in Chinese language crossover, and the existing methods are highly subjective. �is paper
makes a qualitative comparative analysis of the reported speech in the Chinese language by the DE-BP model, which combines
di�erential evolution (DE) algorithm and BP (backpropagation) neural network to recognize the Chinese cross-language
paraphrase. After that, we obtained some meaningful �ndings as follows. In the Chinese language, the frequency of indirect
paraphrase is the highest, followed by direct paraphrase, while other categories, namely, free indirect paraphrase, free direct
paraphrase, and narrative paraphrase of speech acts, are relatively rare.�rough the identi�cation andmanual labeling of reported
verbs and then the word frequency statistics, it is found that the number of reported verbs in English newspapers is dominant in
general, and there is a signi�cant di�erence between them.

1. Introduction

Relaying speech is a basic form of human language. When
people want to convey what has happened in the past, what is
happening now, or what may happen in the future, either in
their own words or in the mouths of others, they need to
communicate through relaying speech [1]. Only in this way
has human civilization survived; without speech, language
has been reduced to mere communication tools. �e most
basic feature of reported speech is re�exivity (i.e., people use
language to refer to language itself). People report not only
what others say but also what others comment, criticize, and
so on. Accordingly, the de�nition of relayed speech generally
involves two features, namely, re�exive feature and two-layer
structure [2]. �e reported speech is de�ned as the speech of
the words, words of words, and also the words of the words
and words about words. �e uniqueness is embodied in
paraphrased words. Two di�erent contexts or styles can also
appear in a single syntactic structure and in the process of
interaction between speakers and hearers [3].

Paraphrased words have common features in all human
languages. Now, we know that all languages have been
paraphrased in one way or another; even those innate con-
�gurations of bad language also have their own paraphrased
way and sometimes may have to rely on contextual char-
acteristics; paraphrased words have a certain universality in
human behavior. Most languages have their own paraphrased
way; as said, paraphrased words as a kind of double-layer
structure in the process of the formation and development of
human language are indispensable and play an important
role. Every conversation is �lled with numerous paraphrases
and interpretations of what others have said. According to
this line of thinking, every speech is actually a free translation
because every speech is a patchwork of quotes, assimilation,
and conversion of others’ words [4, 5].

As for the terms of paraphrased speech, the usage is more
complicated. For the paraphrased speech (perhaps the most
well-known term so far), there is no uni�ed opinion, and
there is no consistent view among the various expressions of
the verbal paraphrase phenomenon. By telling a story,
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considering the ability of human memory and expression,
most of the words may not be original but transferred from
other people or other media [6].

'e research on the recognition of Chinese language
paraphrase will further enrich the research on paraphrase,
which is a common phenomenon in communication, no
matter in daily conversation or written discourse, which is
full of a large number of other speeches. On the one hand, it
can explain the ideographic meaning of public discourse,
and on the other hand, it can deepen the understanding of
the discourse reported by people in the news. As a language
form, reported speech not only contains two speech forms
and contexts but also reflects the system and essence of social
communication and cognition. Analysis of relayed speech
helps to show the conversational nature of language: con-
structive studies of dialogue, especially of relayed forms,
because they reveal the basic and constant active acceptance
of other speakers that constitutes the essential feature of
dialogue. Human personality is only a part of the society as a
whole, which is realistic from the perspective of history but
productive from the perspective of culture [7, 8]. 'e study
of reported speech is helpful to further understand the
sociological essence behind these phenomena. In addition,
the study of reported speech also helps to reveal the complex
cognitive mechanism of human beings, including percep-
tion, storage, memory, and verbal expression, and can
further enrich the different perspectives on paraphrased
speech [9].

It can further verify the feasibility of the critical lin-
guistics and corpus-combined technology. Critical discourse
analysis has made great achievements in revealing the re-
lationship between language and ideology, but criticism and
doubts about it have been constantly heard. Although many
scholars put forward criticisms, they also put forward many
constructive suggestions, such as proposing that only reli-
able conclusions can be drawn based on a large corpus to
strengthen critical discourse analysis. Contrastive analysis is
an important means of language research [10]. It is of great
academic and practical value to reveal the common and
special laws between one’s own language and other’s lan-
guage by studying other languages or by contrastive analysis
of different languages. 'is research is faced with two main
difficulties: First, the research on free translation of Chinese
is not enough, and there is still a big gap in theory and
category. Second, there are few direct references. Because of
the above difficulties, it is of great significance to strengthen
the research on the recognition methods of Chinese free
translation [11].

From the perspective of application, it will help improve
the level of Chinese journalists’ news reporting, distinguish
foreign news pitfalls, maintain the national image, improve
the ability of critical thinking and reading, and enlighten the
field of foreign language teaching and translation to a certain
extent. From the point of communication, the success of
external publicity is largely determined by the effect of in-
formation dissemination. In fact, China’s current external
communication capacity is far from satisfying the image of a
rapidly rising power. 'is study is helpful in enhancing the
mutual understanding between China and foreign countries,

improving the effectiveness of communication, and avoiding
misunderstanding and has a strong realistic and contem-
porary significance [12, 13]. It gives a qualitative compar-
ative analysis of the reported speech in the Chinese language
from the types of reported speech by the DE-BP model and
obtains some meaningful findings.

'is section mainly introduces the research topics of
discourse paraphrase in existing literature, the related re-
search on Chinese language paraphrase recognition, and the
specific application of recognition methods in news dis-
course, summarizes the achievements and shortcomings of
previous studies, and determines the direction of this re-
search. Discourse paraphrase is a universal phenomenon in
human speech communication, which has been widely
concerned by linguists, philosophers, and literary critics.
Various terms have appeared successively, including quo-
tation and paraphrase [14].'e study of language expression
has always been troubled by the confusion of terms and
concepts. Different terms represent different aspects of the
process of language translation, and different theoretical
perspectives reflect the complexity and diversity of discourse
translation itself [15].

Quotation is widely used in literature, reflecting scholars’
discussions on the reflexivity of language and the nature of
paraphrase. In semantic and philosophical studies, quota-
tion is a general term, and its classification is mainly based
on the use and mention of language [16, 17]. From the
perspective of projection structure, the juxtaposition is a
quotation, while the subject-subordinate is a report. 'us, it
can be seen that quotation is not very clear in terms of
conceptual significance. Sometimes it refers to the quotation
of abstract language expression, and sometimes it only refers
to the direct quotation of concrete discourse. Quoted speech
is a term widely used in linguistic research of speech
paraphrase, mainly used to refer to different ways of
paraphrasing another speech. It mainly focuses on the
grammatical characteristics of different types of relayed
speech and the rules of phase five conversion [18]. Most of
the researches on discourse relayed use direct speech and
indirect speech to refer to relayed speech. A relatively
general term is used when discussing paraphrasing in var-
ious styles. According to the stylistic attributes of the original
discourse, three direct forms of discourse are distinguished:
direct speech, direct thinking, and direct writing. 'us,
relayed speech is a term mainly used in linguistic research of
discourse relaying [19].

As far as English is concerned, the differences between
direct and indirect discourse lie in tenses, person, and the
form of expression of the original discourse. In terms of
morphology, direct discourse retains the original tense of the
verb, while indirect discourse needs to refer to the time in the
clause to move the time of the relayed discourse. Textual free
translation mainly focuses on various free translations in
literary works, especially the analysis of the relationship
between direct speech and indirect speech. In addition to
direct speech and indirect speech, there are also free direct
speech, free indirect speech, and narrative paraphrase of
speech act in the Chinese language [20, 21]. Direct speech
has two features that can show the presence of the narrator:
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quotes and paraphrases clauses; free direct speech is to
remove one or two of these characteristics; 'e narration of
speech act only conveys the occurrence of the act, but does
not convey the content and form of speech, so the content of
speech is not so important in this form [22].

'e pragmatic study of discourse retransmission tends to
explore the mode and function of discourse retransmission
in context. Speech connects two discourse events. 'e main
term used is relayed speech, and direct speech and indirect
speech are used when referring to various types of relayed
speech. From the perspective of linguistic function, the
paraphrase is referred to as the signal sound in the text: if the
speaker or writer in some way signals the presence of an-
other voice in the text, then any paragraph derived from that
voice [23, 24]. Free translation is a misleading term that
means that one can freely translate the words of another
while retaining the nature of the original speech. 'e term
used is constructed dialogue: framing discourse as dialogue
is not paraphrasing but a recontextualization of words
within the current discourse [25]. In the study of discourse
free translation, free translation is a topic that scholars pay
most attention to. 'e early studies mainly describe the
grammatical characteristics of various types of reporting and
the rules of conversion from direct speech to indirect speech
under the influence of structuralism. When people want to
paraphrase what they have said before or what someone else
has said, there are two ways: give the exact expression of
direct speech used by the original speaker; modify indirect
discourse according to the relayed context [26].

'e function of discourse retransmission is closely re-
lated to various ways of discourse retransmission [27]. 'is
section mainly introduces the attitude of the narrator and
the pragmatic functions of discourse retransmission in the
specific discourse. In the sequence of relayed speech, direct
speech is the conventional pattern, and from direct speech to
the right, the sense of freedom gradually strengthened. Free
indirect speech is on the more indirect side of the speech
expression gradient, allowing the narrator to take two
perspectives, creating a distance between the reader and the
character’s words and inserting the author’s voice, resulting
in a satirical effect. 'e sound effect of direct speech is a kind
of guidance and quotation, not indirect speech with direct
speech mixed with narrative language. It provides the
narrator with a summary of the character's language, and can
speed up the contrast between the narrator's direct speech
and the interrogative speech and control the dialogue [28].

'e narrative of speech act has the function of highly
checking and concealing and turning the human and object
discourse into speech act to narrate, and the author exercises
the biggest intervention right. 'e recognition of discourse
paraphrase focuses on the stylistic effects of various para-
phrase types in literary works, and its advantage lies in that
these categories are regarded as a conscious paraphrase of
any words or thoughts by the author through the choice of
structure. Attitude refers to the current relayed on the
original information or speaker evaluation, including neu-
tral, positive, and negative [29]. 'erefore, no matter how
precise the paraphrased words may be and no matter how
pure the motives of the paraphrase may be, removing a

passage from its original context and recontextualizing it in a
new network of relationships are bound to interfere with its
original effect [30]. Functional research of discourse para-
phrase is reflected in two aspects: the intervention and
paraphrase of the relayed discourse and the pragmatic
functions of discourse in the whole discourse. Stylistics
studies have shown that different ways of paraphrases and
narrator paraphrases are related to the degree of involve-
ment as reported speech. Recent empirical studies have fully
demonstrated that discourse paraphrasing appears in dif-
ferent types of discourse and has multiple functions. On the
one hand, citing the discourse of others can provide an
objective basis for the current discourse. And different free
translation methods reflect the differences between subjects.
From the perspective of the existing research on speech
paraphrase, the research on speech paraphrase recognition
has gradually moved from static grammatical description to
dynamic pragmatic study, and significant findings have been
obtained [31].

'is paper mainly uses the DE-BP method to study the
recognition problem of Chinese cross-language paraphrase,
which is beneficial to verbal communication. 'is research
mainly consists of four parts. 'e first part introduces the
research background and significance of comments on the
framework of this paper. 'e second part mainly introduces
the DE-BP-based Chinese cross-language paraphrase rec-
ognition. 'e third part introduces the experimental results
and analysis. 'e fourth part is the summary part of this
research.

Based on the above analysis, the main contributions of
the paper are shown as follows:

(1) It makes a qualitative comparative analysis of the
reported speech in the Chinese language by the DE-
BP model

(2) It is found that other categories, namely, free indirect
paraphrase, free direct paraphrase, and narrative
paraphrase of speech acts, are relatively rare

(3) It is found that the number of reported verbs in
English newspapers is absolutely dominant in gen-
eral, and there is a significant difference between
them

2. DE-BP-Based Chinese Cross-Language
Paraphrase Recognition

2.1. Chinese Cross-Language Paraphrase Recognition.
Chinese cross-language paraphrase recognition is the restriction
of the various contextual factors, making it impossible to ac-
curately reproduce the original discourse, and this research fully
reveals that the speech paraphrased the complex characteristics
of a speech act; however, the research on fidelity of speech
transmission is also lacking of detailed description, because the
specific forms of speech reporting are closely related to fidelity.
In a specific context (e.g., news context), what is the similarity or
arbitrariness between the paraphrase and the original discourse?
In addition, the relationship between various forms of
retransmission and the authenticity of the content of retrans-
mission needs further investigation. 'e typical Chinese cross-
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language paraphrase recognition process is given in Figure 1, in
which the meaning A is interpreted from the end of the original
sentence and assigned the corresponding importance weight,
�nally obtaining the cross-language interpretive awareness.

As can be seen from the �gure, the research trend of
discourse paraphrase has shifted from static description to
pragmatic function of discourse paraphrase in a speci�c
context, revealing the essential characteristics of discourse
paraphrase and the contextual factors that in�uence the
choice of discourse paraphrase. Words can be seen from a
sentence input, paraphrasing words is essentially a process of
the project, and another word is a token of the character-
ization and again is weaker than the restatement of the literal
type, factors in�uencing the discourse context of conveying
including before the words and the words of the various
factors, especially the restriction role of conveying para-
phrased context of discourse.

2.2. DE-BP Model. Based on the above discussion, the BP
(backpropagation) neural network is used here to solve the
problem.] By simulating the neural function of the human
brain, the data samples are learned, and the link weights and
thresholds between units are established to deal with
complex nonlinear problems without speci�c functional
forms. According to the error between the actual value and
the expected value, from the output layer through the hidden
layer to the input layer, the link weight between each layer is
revised layer by layer. By iteratively correcting the weights,
the gap between the observer and the predicted value be-
comes smaller and smaller, and the model performance
becomes better and better. When the error is less than a
certain value, it indicates that the network training is
completed.

E �∑
m

i�1
xi − ci( )2. (1)

�en, we expand the above error de�nition to the hidden
layer:
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We expand further to the input layer; there is
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It can be seen from the above formula that the network
input error is a function of the weights of each layer, so the
error can be changed by adjusting the weights. Obviously,
the principle of adjusting weights is to reduce errors con-
tinuously, so the weights should be proportional to the
gradient descent of errors:

Δωjk � −η
zE

zωjk
, j � 0, 1, 2, . . . , m; k � 1, 2, . . . , ℓ,

Δvij � −η
zE z

vij
, i � 0, 1, 2, . . . , n; j � 1, 2, . . . , m.

(4)

�en, the weight adjustment formula of each layer is

Δωh+1jk � ηδkh+1y
h
j � n dk − ok( )ok. (5)

According to the above rule layer-by-layer analogy, the
weight adjustment formula of the �rst hidden layer is as
follows:

Δω1pq � ηδ1qχp � η ∑
m2

r�1
δ2rω

2
qr

 y1q. (6)

�ere are some problems such as slow convergence
speed, poor performance, uncertain learning rate, and easy to
fall into local minimum. A proposed optimization algorithm
for the traditional BP neural network, in the whole calcu-
lation process, generally exists in the local extremely small
convergence speed and sometimes even oscillation and di-
vergence problems to overcome its limitations in the tra-
ditional BP neural network. �e di�erential evolution (DE)
algorithm is introduced into the neural network to optimize
the initial weights and thresholds of the network, which
shows better nonlinear mapping ability and improves its
prediction accuracy. Population initialization is as follows:

xi,1 � x
L
i + rand xUi − x

L
i( ), i − 1, 2, · · · , NP. (7)

�e mutation operation formula is as follows:

vi,G+1 � xr1,G + F xr2,G − xr3,G( ). (8)

�en the interlace operation is as follows:

uji,G+1 �
vji,G+1, rj ≤CR or j � rand(i),
xji,G, rj ≥CR or j≠ rand(i).


 (9)
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Figure 1: �e typical Chinese cross-language paraphrase recog-
nition process for an input sentence.
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Formulas (7)–(9) mainly study the mutation operation
formula and interlace operation.

Accordingly, the selection operations are as follows:

xi,G+1 �
ui,G+1, f ui,G+1( )≤f xi,G( ),

xiG, f ui,G+1( )>f xi,G( ).


 (10)

�e �tness function is
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Based on (1)–(11), Figure 2 gives DE-BP-based Chinese
cross-language paraphrase recognition proposed in this
paper, which mainly includes the original sentence, the
neural machine translation, the interlanguage sentence, the
neural translation, and the paraphrase sentence.

3. Experimental Results and Analysis

3.1. Introduction to Experimental Dataset. �is study mainly
adopts the method of corpus research and combines

quantitative statistics with qualitative analysis. First of all, we
collected news texts from People’s Daily for consecutive
months and established a large database. �en, according to
the research purposes of di�erent chapters, we extracted
samples from the main corpus and built a secondary corpus.
For some chapters, we also classi�ed and collected them
according to the subject needs. �en, we sorted all the

Encoder

Original Sentence Paraphrase Sentence

Decoder

Neural Machine Translation

Encoder Decoder

Neural Machine Translation
Interlanguage

Sentence

Figure 2: DE-BP-based Chinese cross-language paraphrase recognition frame.
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subcorpora in each chapter of the newspaper into text
documents to establish a pair of subcorpora.

In corpus collection, we mainly consider the following
issues: the collected newspaper texts are all issued in years to
re�ect the recent situation. �e establishment of the Chinese
newspaper corpus should not only pursue the size but also
consider whether it can fully explain and �t the research
objectives of this paper.

3.2. Experimental Result Analysis. After establishing the
cross-language recognition method based on the DE-BP
algorithm, the established method is veri�ed based on the
data of 3.1. �e speci�c simulation results are described as
follows: after the corpus is established, we will mark the
corpus of each section. Indirect reporting is judged by the
absence of quotation marks and the use of the third person;
free direct paraphrase is mainly in quotes without leading
sentences. Among them, the indirect paraphrase is the re-
sidual form of indirect speech, which needs to be judged
according to the speci�c context.

�emain characteristic of narrative paraphrase of speech
act is that it usually centers on a paraphrase verb or is used
alone or forms a verb-object structure to indicate who
performs a speech act. �e speci�c results of similarity
calculation between corpus are shown in Figure 3. �e main
purpose of the results of the graph is for the subsequent
Chinese language paraphrase recognition service.

Finally, we use two sets of classi�cation models to an-
alyze the sources of information: the former takes the proper
nouns and pronouns that appear in the discourse to rep-
resent people or organizations as the judging criteria.
According to the categorization of de�nite degree, the
de�nite source of information generally has a surname or a
given name, uses a de�nite noun phrase, or uses a de�nite
anaphora or anaphora pronoun. Ambiguous sources are
represented by inde�nite noun phrases or by coreferential
pronouns with no de�nite identity in the context. Sources
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that cannot be identi�ed are more complex, use the passive
voice of the hidden actor, or use an unidenti�able noun
structure, prepositional phrase construction that conceals
the source, or some other vague expressions. Since the
similarity is calculated in Figure 1, based on the obtained
similarity, the relationship between Chinese paraphrase
accuracy and corpus similarity is shown in Figure 4, as can
be seen from the �gure above. �e higher the similarity is,
the higher the recognition accuracy will be, and vice versa.

�e recognition accuracy of Chinese cross-language
paraphrase by di�erent algorithms is shown in Figure 5. �e
curves are drawn from 2,000 samples, with each dot repre-
senting 50 samples. �en, we analyze the extent to which all
methods of free translation are related to content word var-
iation extraction.�ebottomhalf of Figure 5 shows the results
of the evaluation (curves labeled with CWV). PosedScore’s
sample sizewas signi�cantly reducedcompared toEnglish and
Japanese, but accuracy remained high. �is is mainly due to
the linguistic crossover caused by globalization.

In addition, the graphical representation of the size of the
set of de�nitions for each language is shown in Figure 6. It
can be seen from the �gure that we extracted a signi�cantly
di�erent number of identifying de�nitions for each lan-
guage. �e number of free translations generally varies
greatly in size from the collection of French, Arabic, and
Chinese free translations and other free translations used to
extract free translations for that language. �is is because we
used a relatively large bilingual corpus for these three lan-
guages and a smaller recognition scale for the other lan-
guages, resulting in similar recognition results.

In the traditional sense, indirect speech is characterized
by the use of the third person as the subject of the intro-
ductory sentence, and then the related sentence usually uses
an object clause, as well as the moving of the verb tense, such
as the present tense to the past tense. In addition, the words
and phrases about time and place should be changed

accordingly, such as today to yesterday. In addition, it should
be pointed out that those paralinguistic features originally
directly reported are also lost; for example, pronunciation
and intonation, omission of address forms, and gestures and
expressions are simpli�ed or lost. Because individual words
are separated from the original discourse, they have been
broken away from the original grammatical structure and
lost the original context, and the semantics have changed, or
even the opposite.

Figure 7 gives the example of a paraphrase process for an
input Chinese sentence. Figure 2 shows nodes (double
circles) and edges (solid lines) from the input sentence by the
original word, and at the bottom, Figure 2 shows the last
lattice of new nodes (single-line circles) and new edges
(dashed lines) from the paraphrase. It can be seen that the
proposed method increases the diversity of source phrases
and thus provides more �exible translation options in the
decoding process.

4. Conclusions

�e use of various paraphrasing strategies shows that the
news paraphrase controls and manipulates the paraphrase;
even if the paraphrase is highly similar to the original
language, it will deviate from the original speaker’s intention
in a speci�c context.

On the whole, it is the way in which the Chinese language
paraphrases behavior. �e diversity of choice of diction and
its in�uence on similarity re�ects the conventional choice of
paraphrase under the constraints of institutional context.
However, the strategic regulation of news relaying behavior
in the process of original discourse event itself (such as the
adjustment of information type, information state, and
amount of information) and relaying expression fully re-
�ects the active choice of the relaying behavior under the
in�uence of various institutional context factors. On the one

2

3

1 1
the (1.000000)

the (1.000000)

training (0.125000)

exercises (0.111111)

the (0.100000) training (1.000000)

exercising (0.083333)

will (0.111111)

will (0.125000)

will (1.00000)

continnue (1.00000)

continuous (0.125000)

continuing (0.111111)

resume (0.100000)

continuation (0.090909)

keeping (0.083333)

resuming (0.076923)

resume (1.000000)

go (1.000000)

practices (0.090909)

practicing (0.100000)

practice (0.111111)

training (0.125000)

exercise (1.000000)

practiced (0.076923)

2
exercise (1.000000)

3
will (1.000000)

4
continue (1.000000)

5
beyond (1.000000)

beyond (1.000000) national (1.000000)

patriotic (0.125000)

day (1.000000)

first (0.125000)

6
national (1.000000)

7
day (1.000000)

4 5 6 7

10

9

1

8

0

Figure 7: �e example of a paraphrase process for an input Chinese sentence.

Scienti�c Programming 7



hand, it reflects the adaptability of news discourse reporting
behavior, and on the other hand, it also reflects the sub-
jectivity of news discourse reporting behavior. However, the
research in this paper is only limited to small Chinese
language paraphrases data. Big data and multiple kinds of
data will be the focus of future research [32].
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3D animation stereo space design is to process and analyze the collected target image information on the computer and �nally
obtain a 3D model that can represent the corresponding structure. As a branch of computer vision, 3D animation stereo space
design is an important part of realizing the key technology of environment perception.What humans see in the three-dimensional
world is a two-dimensional picture. Combined with the visual mechanism and the prior information of the object, it can realize the
perception of the environment and promote the convenience of life and production. Games, movies, virtual humans, and any
product that uses 3D technology require 3D engine support. �e 3D engine encapsulates hardware operations and graphics
algorithms and can manage a large number of texture and model resources to construct complex 3D scenes. In order to facilitate
the research related to virtual human, in this paper, through the research and study of graphics-related mathematical knowledge
and related technologies of engine architecture, an intelligent virtual animation generation engine based on DirectX12 is realized,
and three-dimensional characters are controlled through related components, and the function of each module is tested and
guaranteed. Test cases were designed to test the various functions of the engine and �nally showed that the design goals in the
demand analysis have been completed, and a lightweight three-dimensional animation three-dimensional space model has
been realized.

1. Introduction

�e emergence of digital technology has widened the ex-
pression space of animation art with its own advantages. It
has brought new opportunities to animation art and scene
design. According to the current research situation of scene
design, in the conception method of animation scene design,
people have formed thinking methods such as establishing
the overall modeling consciousness, grasping the theme,
determining the tone, and exploring unique and appropriate
modeling forms. In terms of the expression of space in the
scene, there are some speci�c methods for the elements and
classi�cation of animation scene and the methods of shaping
the scene, such as using the sense of gravity, strengthening
the depth of �eld, and using character scheduling. In the
traditional scene design, there is also a certain theoretical
basis for the light and shadow modeling and color creation
in the scene. Light and shadow play an important role in

animation �lm scene design, such as shaping space, creating
atmosphere, and creating suspense. Nowadays, in the ani-
mation scene design, the design and research of furnishings
and props are also an important aspect. In the �lm, they play
an important role in explaining the character’s identity,
shaping the psychological space, depicting the task char-
acter, and setting o� the task emotion. With the rapid de-
velopment of the animation industry, the term “scene
design” is gradually known to people, but from the previous
development, �lm and television animation scene design is
often ignored in the animation industry and animation
theory circle. From the perspective of professional training
and theoretical research, it is basically in its infancy. For
digital scene design, in terms of the research on the char-
acteristics and performancemethods of scene design, there is
still room for further research.�ere are only a few books on
scene design in the market, which often elaborate scene
design from the perspective of two-dimensional animation
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or basic theory, without involving some characteristics of
digital level. 'is paper attempts to build a lightweight 3D
rendering platform that can quickly combine some intelli-
gent algorithms with character control through the intelli-
gent control framework to realize the interactive 3D
animation space based on the natural user interaction in-
terface [1–9].

2. Related Works

Since the 1970s, foreign countries have carried out a lot of
research on graphics and engines. After half a century of
development, a number of very excellent 3D software
companies have been born. 'ey include Discreet (later
merged by Autodesk), Epic Games, Unity Technologies, Id
Software, etc. 'ese companies have played a great role in
the development of computer graphics and the promotion of
3D engines and have produced rendering engines such as
3 ds Max, Maya, Unreal, Unity, and Blender. 'ese engines
are widely used to this day. Later, more special 3D engines
were born. Zbrush developed by Pixologic is a 3D engine for
sculpting modeling, Houdini developed by Side Effects
Software focuses on special effects design and terrain editing,
Substance Painter and Substance Designer developed by
Allegorithmic are mainly used for texture material design,
Marvelous Designer developed by Foundry Video Effects
Company realizes clothing tailoring and cloth simulation,
and Daz 3D produced by Daz Production Company can edit
high-quality character models. 'e current hot direction in
the generation of 3D human animation is to reduce the cost
and increase the restoration degree of animation. Abroad,
Ryo et al. proposed a method to create a spatial 3D model
using the Kinect sensor. 'e 3D information of the space is
obtained from the Kinect sensor, and the 3D model is
created by synthesizing the images and the obtained 3D
information. Kunlin et al. parameterized the standard model
according to anthropometric parameters. 'en, the Kinect
depth map of the human body model was optimized by
processing and matching the point cloud data by using the
PCL library. Quick integration with the PCL library yields a
realistic human model. A new method for 3D human
modeling based on a single Kinect was obtained by using an
iterative closest point algorithm to register the captured
upper human 3D point cloud data with standard reference
human data. Zhang et al. proposed a highly personalized
human modeling analysis method based on a single Kinect.
First, a high-precision human positioning point cloud based
on a single Kinect is obtained, and then, on the basis of
ensuring the accuracy of the head of the point cloud, the
point cloud information is preprocessed. Finally, by using
hierarchical compactness to support radial basis functions
(CS-RBFs), a 3D human body model is obtained by fitting
the sampled point cloud to the existing human body. At
present, there are few related papers on directx12 and
Vulkan. Some articles have a clear description of the
modules of the 3D engine. Compared with the above re-
search, this research is more inclined to extend from the 3D
animation design, from the basic data structure design to the
implementation of related technologies [10–19].

3. Key Technologies of 3D Animation
Stereo Space

3.1. Scenario Management Technology. 3D characters and
their environments can be collectively referred to as 3D
scenes. 'e 3D engine needs to fully describe the scene and
each object in it in order to integrate various model data and
present them on the computer screen. According to different
application requirements, the scene management technol-
ogy in the engine can be divided into two categories:

(1) Scene management based on space division: this
technology includes a variety of space conversion
and division algorithms, including quadtree, octree,
and Bsp tree. 'e core is to establish a hierarchical
structure according to the spatial distribution rela-
tionship of objects, and the nodes in the tree rep-
resent an area of space where objects are stored on
leaf nodes. 'is type of scene management mainly
uses the tree structure to quickly locate scene objects,
optimize collision detection, and view frustum
culling [20].

(2) Scene management based on parent-child relation-
ship: this management technology is also called
“scene graph.” 'e core is to establish a hierarchical
tree structure based on the parent-child affiliation of
objects. 'e nodes in the tree are objects with local
transformation attributes, and the world transfor-
mation is obtained by passing the local transfor-
mation between the parent and the child.'is type of
scene management mainly records the transforma-
tion transfer direction through a tree structure, so as
to perform the overall transformation of multi-
component objects. In the space partitioning tech-
nology, nonleaf nodes represent a space region and
are mainly used for the efficiency optimization of
internal computing.

In the scene graph, nodes represent objects with local
transformation properties, which is convenient for batch
manipulation of scene objects. After many 3D software tests,
scene graph technology is very suitable for developers to
create and design 3D scenes. Since this article focuses on the
display of 3D characters and their environments, this article
will focus on the technical details of the latter.

3.2. Character Animation Technology. 3D animation is one
of the core technologies of virtual characters. Excellent
animation performance can not only increase the authen-
ticity of the characters but also enrich the interactivity of the
characters. Animation technology has undergone a long
history of evolution, but currently the most widely used
animation technologies are mainly in the following two
categories:

(1) Vertex animation and vertex animation texture
technology (VAT): vertex animation directly records
the spatial position of each vertex of the model mesh,
which can simulate very complex animation
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scenarios. 'is animation technology is often used to
simulate some very real object systems such as cloth
and fluid. However, in the early stage, due to the
large storage space required for vertex animation and
the difficulty of mixing and reusing, it was rarely
used in real-time systems. With the development of
GPU hardware, the vertex animation texture (VAT)
technology was born. For an animation with n
vertices and a time length of f, the coordinates of the
vertices at eachmoment are stored in a texture of size
n∗f: animation texture sampling is performed in
the vertex shader, and the pose transformation of the
vertices is performed. 'e animation texture tech-
nology is often used for thousands of identical an-
imated objects in the picture. It can greatly improve
the efficiency of animation operation [21].

(2) Skeletal animation consists of two parts of data: the
skinned mesh and the skeleton. 'e skinned mesh
records the index of the bones affecting the vertices,
and the skeleton records the parent-child relation-
ship between the bones, as well as the local coor-
dinate transformation curve of each bone. 'rough
the local coordinate system transfer technology in
the scene graph, the bone pose at a specific moment
is calculated, and then the bone animation is mixed
according to the bone index recorded by the vertices
of the skinned mesh to obtain the final vertex co-
ordinates, specifically as shown in Figure 1.

In the binding pose, set the palm bone world trans-
formationmatrix toWorldMatBind_Bone and the thumbmesh
world transformation to WorldMat Bind_Finger; the offset
matrix formula is as follows:

WorldMatBind_Bon � WorldmatBind_FingerWorldMat−1Bind_Bone.

(1)

'e original coordinates of the mesh vertices are mul-
tiplied by the offset matrix to obtain the mesh vertex co-
ordinates under the bone coordinate system and then
multiplied by the skeletal animation matrix at a certain time
to obtain the mesh vertex coordinates under the world
coordinate system. 'e formula is as follows:

WorldMatAnim_Finger � OffsetMatFinger2BoneWorldMatAnim_Bone.

(2)

3.3. Rendering Technology. 'e quality and efficiency of 3D
rendering are closely related to the effect and fluency of
character display. For the choice of rendering technology, it
is necessary to consider satisfying complex materials and
enriching the content of the picture and also consider
maintaining the frame rate as much as possible in some
extreme cases. Today’s rendering technologies are mainly
divided into two categories:

(1) Ray tracing\path tracing rendering technology: the
core idea of ray tracing rendering technology is to
shoot multiple rays from the camera toward the

screen pixels, use the scene management based on
space division, accelerate the intersection and re-
flection of scene objects, and calculate the direct light
source, the contribution of the indirect light source
to the pixel, and finally the actual brightness.

(2) Rasterization rendering technology: rasterization
technology mainly maps the triangle surface trans-
formation in all mesh models to the screen space
through perspective projection and then disassem-
bles them into pixels and obtains the actual
brightness of pixel coloring according to the scene
lighting information. Ray tracing technology is a
rendering framework that can solve global illumi-
nation and can bring quite realistic lighting effects,
but due to the need for a large number of ray cal-
culations, it is often only suitable for offline ren-
dering areas. For real-time rendering, most engines
still use rasterization rendering architecture. In order
to improve the real-time performance of interactive
characters, this article will also use rasterization
rendering technology as the rendering core.
According to the different processes of rasterization
rendering, it can be divided into the following two
categories: forward rendering and deferred
rendering.

3.4. Interactive Technology. Interactive intelligent characters
are often able to respond to external input, as shown in
Figure 2.

'e technology in which machines process external
input and feedback response is called human-computer
interaction. Human-computer interaction technology can
be divided into the following three categories according to
the development period:

(1) Input interaction based on command line interface
(CLI): command line input interaction is the earliest
human-computer interaction technology. 'e user
inputs instructions through the keyboard, and the
computer processes and feeds the results back.

(2) Input interaction based on graphical interface (GUI):
GUI is the most common interaction mode today,
and most 3D games and interactive videos use
graphic interaction technology.

(3) 'e input interaction based on natural user (NUI) is
more natural and humanized than the previous two
interaction methods.'e user can control or interact
with the virtual character through body movements
and voice information. Restricted by hardware de-
vices, in this way, the interaction between virtual
characters and real users is more natural and har-
monious. as shown in Figure 2.

4. Design of 3D Animation Three-Dimensional
Space Model Based on Virtual Reality

4.1. Component System Design. 'e core of the traditional
component system is as follows:
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(1) Each component inherits from a component base
class and implements the Update function in the base
class.

(2) �ere is a component list inside the entity class,
which directly stores the base class component
pointer. If the entity of the traditional component
system is accessed through the System, the System
will traverse the component list in the entity to
determine whether it has all the required compo-
nents, as shown in Figure 3.

In this working mode, the component data pointed to by
the pointer is discrete. When the System operates a large
number of entities, the Cache hit rate is not high, causing
frequent page replacement and even page “jitter.” In order to
store component data in contiguous space as much as
possible, all components of all entities are placed in a
contiguous memory block. In this version, the data between
entities is discrete, which will reduce the Cache hit e�ciency
when operating a large number of entities. Since the sepa-
ration of data and operation functions is achieved, the data
should be stored continuously, as shown in Figure 4.

As shown in Figure 4, the same components of all en-
tities are stored together, but, for example, Entity2 does not
contain the HealthCmpt component, while Entity1 and
Entity3 do not contain the AttackCmpt component. When
all the entity components are stored together, there will be
gaps, making the entity and the corresponding component
data. Location relationships are not easy to manage.
�erefore, a better method is to put the component data of

entities with “similar components” in an Archetype, as
shown in Figure 4. Entity is only used as an index pointing to
the Archetype to indicate the location of the data contained
in the entity in memory. �ere is a memory pool imple-
mentation in Archetype, and each block of memory is di-
vided into a �xed size, which is convenient for memory
alignment and improves the e�ciency of continuous data
reading, speci�cally as shown in Figure 5.

Component addition or deletion is an important func-
tion of ECS. �e operation process design is shown in
Figure 6.

4.2. Local Coordinate System Transfer Design. Many 3D
animation engines, including 3 ds Max, Unity, and Unreal,
build scenes through SceneGraph. SceneGraph is a multifork
tree that records the parent-child relationship between scene
nodes. In the engine, the transform of the parent node
property changes that a�ect child nodes is called parent-
child pose transfer. �e e�ect of the translation operation on
subsequent nodes is very intuitive. Only the translation
transformation of the parent node is directly applied to the
child nodes, as shown in Figure 7.

But when it comes to the rotation and scaling of the
parent and child classes, the child class will appear in an
unbelievable shape, as shown in Figure 8.

It can be seen that the scaling of the parent class is not
directly used for the subclass objects but produces “nonequal

System 1 (transcmpt skillcmpt)

System 1 (transcmpt healthcmpt)

System 2 (transcmpt attackcmpt)

transcmpt

healthcmpt

skillcmpt

entity 1

transcmpt

attackcmpt

entity 2

Figure 3: List of components in the system access entity.

Bone

finger

Figure 1: Bounding box view of the rig in 3 ds max.

Figure 2: �e virtual human receives external input.

4 Scienti�c Programming



healthcmpt

entity 1

attackcmptentity 2

entity 3

transcmpt

transcmpt
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Figure 4: Contiguous storage of components.

healthcmpt

entity 1

entity 2

entity 3

transcmpt

transcmpt

transcmpt healthcmpt skillcmpt

skillcmpt

Archetype (transcmpt, healthcmpt, skillcmpt,)

healthcmpt

skillcmpt

Figure 5: Centralized storage of entity with the same components.
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healthcmpttranscmpt skillcmptentity 2

healthcmpt

entity 1

entity 2
transcmpt

transcmpt healthcmpt

healthcmpttranscmptentity 3

Figure 6: Component deletion process.
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scaling with angles” according to the rotation of the subclass.
Nonequal scaling with an angle can be used as an example
with a cube, as shown in the figure below. Double scaling
with an angle of 45 degrees will result in what is shown in
Figure 9.

Unequal scaling with angles can be split into two ro-
tations and one scaling. For example, double scaling with a
45-degree angle is equivalent to the following: first rotate the
coordinate system counterclockwise by 45 degrees to get the
blue color shown in Figures 5–13, extend the new coordinate
system to double the Y-axis direction, and then rotate the
coordinate system 45 degrees clockwise to return to the
original black coordinate system.

In order to store and load the scene, the basic data needs
to be serialized and deserialized. Serialization and deseri-
alization mean that all types of data are uniformly converted
into binary and then stored in binary form or transmitted
over the network. Relatively, when the file is read and the
network is received, it is written according to the binary.'e
order of input is restored to the corresponding data
structure.

A large amount of continuous data of the same type such
as grids and animations can be read and written in binary
using traditional data structures such as Vector. But
sometimes it is necessary to record not only the value of the
data, but also the dependencies between the data. 'e
SceneGraph that represents the scene structure is this kind of

data with dependencies, including the parent-child rela-
tionship between scene nodes and the mount relationship
between entity and component. 'is kind of dependency
obviously cannot be recorded with traditional data
structures.

'e data structure relationship designed in this paper is
shown in Figure 10. 'is kind of inclusion relationship is
very suitable for storing with JSON. JSON is a typical data
structure that can be nested. It is very suitable for recording
complex hierarchical data relationships. Many games in the
market use JSON to store complex character attributes and
level progress. Similarly, JSON can also be used to store the
hierarchical relationship of SceneGraph. Another advantage
of the JSON data structure is that it is convenient to add
properties to JsonNode in the form of Key-Value, which is
just suitable for storing resource indexes in material com-
ponents and mesh components. 'ere are many C++ JSON
open-source libraries on GitHub. 'is article will use the
cJSON open-source library to JSONize the scene structure.
JSON data will change size according to the depth of Sce-
neGraph, and it is also dynamic data, similar to Vector and
String formats. When serializing JSON data, size is also
required for reading and writing.

'rough the serialization of static data and dynamic
data, this study designs the following binary file structure. By
storing and reading the binary file of this structure, the
storage and restoration of 3D rendering scenes are basically
realized, as shown in Figure 11.

4.3. Graphic Rendering Design

4.3.1. GBuffer Design. 'e first texture of the GBuffer can be
used to record the normal information of the object. 'e
normal may be the built-in normal of the object vertex, or
the sampled normal calculated by the normal map and the
surface tangent.'e three-dimensional normal vector can be
obtained through the text. 'e mentioned “normal com-
pression formula” compresses the normal information into
two dimensions. 'e second texture of the GBuffer can be
used for the diffuse reflection color of the object. 'e diffuse
reflection color will be obtained by sampling the diffuse
reflection texture of the object material in the shader of the
GBuffer. 'e first three channels of the four channels of
RGBA are occupied, and the remaining one channel can be
used to store other data. 'e third texture of GBuffer can be
used to store special rendering information, such as
Roughness (Roughness), Metalness (Metal), and masking
(Ao) that may be statically baked for PBR material ren-
dering.'e last channel is used to store the RenderType, and
the subsequent lighting processing stage will decide which
lightingmodel to call for rendering based on the RenderType
of the vertex. Since an object is basically not rendered by two
different lighting models at the same time, the meaning of
each channel will change with the RenderType. For example,
when performing NPR rendering, it may be written into the
MetalRoughAo texture, Emmisive, Shadow, equal coeffi-
cient.'e sizes of the Gbuffer parts are as follows, totaling 80
bytes, as shown in Table 1.

parent

child

Figure 7: 'e effect of translation operation on parent and child
nodes.

Child rotate Y 45deg
Parent scale Z 200%

Figure 8: 'e effect of rotation and scaling on parent and child
nodes.

6 Scientific Programming



Material Record

SceneGraph Record

Material 1

Material 2

……

Root
Node 

Material Name

Material Tex Path

Node Name

Cmpt List

Child

Health Cmpt
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Child Node 1
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Figure 10: Inclusion relationship of scene data.
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Figure 11: Data structure of binary archive.
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Figure 9: Unequal scaling with angles.
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4.3.2. Construction of Deferred Rendering Pipeline. First, we
set the rendering target as a screen-sized texture, judge the
lighting rendering model to be called according to the A
channel data RenderType stored in the GBu�er, read other
required parameters from the GBu�er, and perform lighting
calculations. Subsequent forward rendering image post-
processing can be performed to process some objects with
transparency, but obviously, transparent objects cannot be
rendered between front objects, which is even the disad-
vantage of delayed rendering [22].

4.4. Animation System Design. VideoPose3d is an open-
source video input 3D pose estimation library, which is
di�erent from using the depth camera Kinect for 3D pose
estimation. �e library only needs the video data provided
by the nondepth camera and processes the input video
through a neural network to obtain coordinate estimation of

3D joint points.�is chapter attempts to combine this neural
network with 3D character animation, so that 3D characters
have the interactive ability of action simulation.

�e VideoPose3d model was presented as a paper at
Facebook’s 2019 Conference on Computer Vision in Pattern
Recognition (CVPR). It has been open sourced on GitHub.
Di�erent from the traditional learning model based on joint
point detection, this model uses the two-dimensional key
points of the video frame as the input stream to perform time
series convolution, so as to train to recognize the three-
dimensional pose in the video, validated on the Human36m
dataset with good results. Another reason for choosing
VideoPose3d is because the model provides a semi-
supervised learning method for unlabeled video, by pre-
dicting the 2D key points of the unlabeled video, then
estimating the 3D pose, and projecting the 3D pose to the 2D
pose in reverse by passing in the camera parameters.

5. Analysis of Experimental Results

5.1. Test Environment and Tools. �is article uses Windows
10 as the test operating system and uses Microsoft’s C++
development environment Visual Studio 2019 for engine
development. Vs 2019 provides a wealth of extension
plug-ins, and you can download the HLSL syntax high-
lighting tool to improve the e�ciency of Shader pro-
gramming. In order to use the DirectX12 graphics
development interface, the DirectX12 SDK needs to be
installed, but most of the current Windows 10 SDK in-
tegrates the DirectX12 development environment. If the
operating system includes it, you can write code directly
without additional con�guration. Part of the interface is
written by Qt5.12.2. Qt’s.ui �le needs to be precompiled
by Qt’s built-in compiler, so the computer must install
the corresponding version of Qt. �e entire project is
compiled and built through CMake, which is convenient
to adapt to di�erent versions of the Vs development
environment.

5.2. 3DAnimation Stereo Space Test. Take the FBX �le below
as a test example and refer to the running action around
frame 180. Next, we will import the FBX into the engine for
testing.

input

Figure 12: VideoPose3d recognition renderings (o�cially provided).

Figure 13: Test sample FBX �le.

Table 1: GBu�er structure diagram.

4Byte 4Byte 4Byte 4Byte
Normal.X Normal.Y — —
Albedo.R Albedo.G Albedo.B Padding
Metal Roughness Occlusion RenderType
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'e running action of about 180 frames imports the FBX
into the engine and sets the material to paste the texture on
the model. 'e effect is as shown in Figure 13.

Comparing Figures 13 and 14, it is shown that the engine
basically uses the material function to restore the character
image. Next, adjust the time axis of the Cmpt_SkinRoot
component of the color correction root node to around 180
frames, and the following effects can be obtained.

It can be seen from Figure 15 that the FBX animation
data analysis of the animation system in this study shows
that the transformation of the local coordinate system of the
bones is normal, and the simultaneous animation effect in
3 ds Max is restored. 'e end result is a demonstration of
skeletal skinning techniques and a reproduction of the same
animation system as 3dx Max’s internal poses.

6. Conclusion

'e advent of the digital age has had varying degrees of
impact on all aspects of our lives. It has also had a great
impact on art and even animation scene design. From the

many breathtaking special effects in TV films and digital
3D animations that rely entirely on digital media, the
powerful influence of digital technology is vividly dis-
played. 'e core purpose of this paper is to build a 3D
character display platform based on DirectX12. In order
to realize the display of 3D characters, the basic data
required for 3D character display is firstly displayed, and
then the related programming of DirectX12 is carried out
around the acquisition and conversion of these data. In
the development of the engine, the functions and ar-
chitectures of many existing engines and open-source
engines were referenced to design the various modules of
the engine.

Data Availability

'e dataset can be accessed upon request.

Conflicts of Interest

'e authors declare that they have no conflicts of interest.

Figure 14: 'e test sample FBX file is imported into the engine of this subject and assigned to the material.

Figure 15: Comparison of running actions of the same keyframes in the engine.
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In view of the problems of low measurement accuracy and repeated calibration during the use of coal mine water quality analysis,
the hyperspectral reection noncontact measurement technology was proposed to solve the existing problems. KCl, NaCl, pH,
NaHCO3, and CaCl2were used to indicate the characteristic ion information of Na+, K+, Ca2+, Cl−, HCO3

−, and pHmine water in
the laboratory, and 2220 spectral data were obtained by spectral determination. Savitzky–Golay convolution smoothing was used
to smooth and denoise the original spectral data of each ion, and the relationship between the spectrum and the concentration of
each reagent was obvious after smoothing and denoising pretreatment. �e principal component regression method was used to
build the inversionmodel of each ion content, and through themodeling study, the prediction set of KCl was found: the coe�cient
R∧2 reaches 0.907, RPD is up to 2.7; the prediction set of NaCl was found: the coe�cient R∧2 reaches 0.957, RPD is up to 3.1; the
PH prediction set was found: the coe�cient R∧2 reaches 0.785, RPD is up to 2.1; the prediction set of NaHCO3 was found: the
coe�cient R∧2 reaches 0.137, RPD is up to 1.2; the prediction set of CaCl2 was found: the coe�cient R∧2 reaches 0.622, and RPD is
up to 1.7.�e results show that the hyperspectral method can play a better role in the extraction of K+, Cl−, Na+, Ca2+, and pH. It is
di�cult to extract HCO3

− ions.

1. Introduction

Water hazard is one of the main threats to the safety of coal
mine production, which causes serious loss of life and
property. �e prevention and control of water disaster in
coal mines take water �lling channel, water �lling source,
and water �lling intensity as the main objects and take
exploration, prevention, blocking, dredging, drainage, in-
terception, and monitoring as the main means. Water
samples are collected after water inrush or water gushing
occurs in a mine, and the source of the water inrush or water
gushing is judged by using the chemical composition of the
water. It is a method widely used by technicians of geological
survey and water control engineering in coal mines.

In foreign countries, the rockmass structure of coal seam
oor and the prevention and drainage technology have been
studied in depth, and a lot of experience has been accu-
mulated in the mechanism of water inrush and the iden-
ti�cation of water hazards. In the book Hydrogeochemistry

written by Clevers et al., the application of groundwater
pollution and chemical evaluation in hydrochemical analysis
is systematically discussed from the perspective of hydro-
geochemistry [1–4]. Clevers et al. obtained it by using the 3D
edge detection seismic attribute method [1–4]. Clevers et al.
used hydrological observation and a tracer test to test the
e¢ect of the tunnel drainage system [1–4]. However, there is
little research work on the application of mine water
chemistry and the identi�cation of mine water inrush
sources.

�e main method of discriminating the source of water
inrush in coal mines in China is the conventional hydro-
chemical discrimination method. By measuring the eight
most widely distributed ions in groundwater, such as Ca2+,
Mg2+, K+, Na+, CO32−, HCO3

−, SO42−, and Cl−. Its con-
centration accounts for more than 90% of the total ion
concentration in groundwater, as well as the characteristic
ion ratio, hardness, temperature, TDS index, and pH value
[5–10]. �e mine water chemical data of Taoyuan Coal Mine
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was processed by using Piper’s three-line diagram [5–7].&e
hydrochemical characteristics of each aquifer in the Xuzhou
mining area were introduced [8, 9]. Conventional hydro-
chemical methods were used to carry out hydrogeochemical
analysis of underground aquifers in a mine in Xuzhou
[10–12]. &e conventional hydrochemistry of four water-
bearing subsystems in Yaoqiao Mine, Xuzhou, was studied
[13–16]. A systematic study on the hydrochemical charac-
teristics of groundwater in the Ordovician karst aquifer in
themiddle part of the TaihangMountains was made [17–20].
&e Chongqing Research Institute of China Coal Science
and Technology Group, Beijing Huaan Auto, and Wuhan
Dida Huarui have carried out relevant research on water
quality analysis technology and equipment and have applied
it in various coal mine groups [21–29].

However, there are still some problems in the current
underground ion electrode monitoring, such as inaccurate
measurement and repeated calibration during use, which
cannot meet the needs of online identification of water
sources. It is urgent to develop a new type of online water
quality analysis sensors.

2. Hyperspectral Experimental
Determination of Common Ions in
Mine Water

&e purpose of the experimental test is to find the hyper-
spectral characteristic band of the liquid related to the coal
mine. &e experimental spectral acquisition equipment is a
self-made spectral probe, and the experimental measure-
ment process is composed of three parts of spectrometer
calibration, standard solution production, spectral mea-
surement, and accuracy evaluation [30].

Five reagents, NaCl, KCl, CaCl2, NaHCO3, and pH
buffer, were measured to indicate Na+, K+, Ca2+, Cl−,
HCO3

−, and pH ion information, wherein the potassium
ion and the chloride ion are indicated by KCl standard
solution for a set of data (see Table 1 for details) [31–33].
Before measurement, the mother liquor is diluted with
deionized water, and according to the test requirements,
the sodium ion, potassium ion, chloride ion, and calcium
ion dilution levels are 10, 50, 100, 500, 1000, and 10000mg/
L, the carbonate dilution levels are 0.44, 2.2, 4.4, 22, 44, and
440mg/L, and the pH dilution levels are 4, 6.86, and 9.18.
According to the order of KCl, NaCl, pH, NaHCO3, CaCl2,
pure water, empty barrel, and green plants, 8 kinds of
targets were measured, totaling 2220 hyperspectral data.
Figure 1 shows the number of spectra of various standard
solutions.

3. Ion Hyperspectral Data Preprocessing and
Sensitive Band Selection

We carry out spectral quality evaluation on all obtained
spectral data and select qualified spectral data [34–37]. At
the same time, due to the influence of the external envi-
ronment, there are many “burr” noises on the spectral curve,
so it is necessary to reduce the noise on the spectral curve
after smoothing and filtering. In this study, Savitzky–Golay

convolution smoothing was used to smooth and denoise the
original spectral data of each ion. &e value of the spectrum
after Savitzky–Golay smoothing at wavelength I is

xi,Savitzky−Golay �


m
j�−m cjxi+j

N
. (1)

In the formula, xi,Savitzky−Golay is the smoothed value at
the wavelength I, x is the value before smoothing, m is the
number of smoothing windows on the wavelength side, N is
the normalization index, and 

m
j�−m cj is the smoothing

coefficient, which can be obtained by polynomial fitting.
After smooth denoising pretreatment, the relationship

between the spectrum and the concentration of each reagent
is evident. Compared with the spectral data of “pure
water + gradient” concentration, KCl, NaCl, pH, NaHCO3,
and CaCl2 have obvious sensitive bands and rules. &e
higher the concentration of KCl, NaCl, and CaCl2, the lower
the overall reflectivity, which should be the mechanism
under the action of Cl−. &e pH data show that the
reflectivity of pure water and acidic liquid is in the middle.
&e reflectivity of neutral liquid is low and that of alkaline
liquid is the highest. As a whole, the higher the concen-
tration of NaHCO3, the higher the reflectivity. Figure 2
shows the comparison of the KCl, NaCl, and pH spectral
data before and after denoising, while Figure 3 shows the
comparison of the spectral data of NaHCO3, CaCl2, and pure
water before and after denoising.

4. Establishment of the Quantitative Inversion
Prediction Model for Ion Hyperspectral Data

&e mine water is a complex system composed of various
chemical ions in the water. In this study, the principal
component regression (PCR) method is used to establish the
quantitative inversion model, which is based on principal
component analysis (PCA) [38–46]. PCA is a multiple
collinearity regression analysis method. &e principle is that
after the multicollinearity in the regression model is elim-
inated by the principal component analysis method, the
principal component variables are used as independent
variables for regression analysis, and then, the original
variables are substituted back into the new model according
to the score coefficient matrix.

&e basic steps of PCA are as follows:

(1) &e aim is to acquire a principal component of
independent variable data through principal com-
ponent analysis and select a principal component
subset through standardized classification.

(2) &e principal component obtained in step (1) is used
as a new independent variable, and an estimated
regression coefficient vector is obtained through
linear regression analysis (the dimension is equal to
the number of the selected principal components).

(3) We transform the regression coefficient vector into
the proportion of the actual independent variables
and use the selected PCA load (corresponding to the
eigenvector of the selected principal component) to
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obtain the final PCR estimator (dimension equal to
the total number of independent variables) for es-
timating the regression coefficients.

For model evaluation, cross-validation was used to
evaluate the model, and determination coefficients (R2 and
root mean of squared error (RMSE) were selected.&e RMSE
and relative percent deviation (RPD) were used as evaluation
indexes. When the R2 value of the calculated validation set is
closer to 1, the RMSE value is lower, and when the RPD value

is closer to 2, the model is more stable, the accuracy is higher,
and the model is better. When R2 is less than 0.50 and RPD is
less than 1.40, the estimation ability of the model to the
sample is poor, and the model is not available; 0.50<R2< 0.75
and 1.40<RPD< 2.00, the estimation ability of the model to
the sample is improved, but only rough estimation can be
made, and the model is available. When R2> 0.75 and
RPD> 2.00, the model accuracy is high, the model is good,
and the calculation formula is

Table 1: Standard solutions of five ions.

No Sodium ion Potassium ion Chloride ion Calcium ion Carbonate pH
Reagent NaCl KCl CaCl2 NaHCO3 pH buffer
1 10 10 10 10 0.44 4
2 50 50 50 50 2.2 6.86
3 100 100 100 100 4.4 9.18
4 500 500 500 500 22 —
5 1000 1000 1000 1000 44 —
6 10000 10000 10000 10000 440 —
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Figure 1: &e number of spectra of various standard solutions.
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Figure 2: Comparison of the KCl, NaCl, and pH spectral data before and after denoising.

Figure 3: Comparison of the spectral data of NaHCO3, CaCl2, and pure water before and after denoising.
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Figure 4: KCl principal component results.
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In the formula, yi represents the measured value of the
sample I, yΔi represents the predicted value of the sample I,
y− represents the mean of all samples, n is the number of
samples, and SD is the standard deviation of the measured
values of the validation set samples.
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Figure 5: Comparison between the KCl actual measurement set and prediction sets.
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4.1. KCl Content Spectral Prediction Modeling. 382 standard
solution spectral data were selected, the largest 7 principal
components were selected, and the weights were set equally
[47–51]. CV prediction detection, cross-validation, and the
principal component analysis model were established when
the proportion of the validation set and modeling set was
0.70. &e first three principal components can represent
more than 80% of the content information. In the modeling
set, the coefficient reaches R2 which reaches 0.908, and in the
prediction set, the coefficient reaches R2 which reaches
0.907, and RPD is up to 2.7. In the process of computational
modeling, the importance of all sample points and the
samples collected in the middle section play a greater role.
Figure 4 shows the KCl principal component results, Fig-
ure 5 shows the comparison between the KCl actual mea-
surement set and prediction sets, and Figure 6 shows the role
of sample points in the calculation of KCl content.

4.2. NaCl Content Spectral Prediction Modeling. &ree
hundred and ninety-nine standard solution spectral data were
selected, the largest seven principal components were selected,
and the weights were set equally [47–51]. CV prediction
detection, cross-validation, and the principal component
analysis model were established when the proportion of the
validation set and the modeling set was 0.70. &e first three
principal components can represent more than 90% of the
content information. In the modeling set, the coefficient
reaches R2 which reaches 0.958, and in the prediction set, the
coefficient reaches R2 which reaches 0.957, and RPD is up to
3.1. In the process of computational modeling, the importance
of all sample points and the samples collected in the middle
section play a greater role. Figure 7 shows the NaCl principal
component results, Figure 8 shows the comparison between
measured and predicted NaCl sets, and Figure 9 shows the
role of sample points in the calculation of NaCl content.
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Figure 7: NaCl principal component results.
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Figure 8: Comparison between measured and predicted NaCl sets.
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4.3. pH Content Spectral Prediction Modeling. 240 spectral
data of standard solution were selected, the largest 7
principal components were selected, and the weights were
set equally [47–51]. CV prediction detection, cross-vali-
dation, and the principal component analysis model were
established when the proportion of the validation set and
the modeling set was 0.70. &e first three principal com-
ponents can represent more than 85% of the content in-
formation. In the modeling set, the coefficient reaches R2
which reaches 0.791, and in the prediction set, the coeffi-
cient reaches R2 which reaches 0.785, and RPD is up to 2.1.
In the process of calculation and modeling, the importance
of all sample points and the samples collected in the

previous section play a greater role. Figure 10 shows the pH
principal component results, Figure 11 shows the com-
parison between measured and predicted pH sets, and
Figure 12 shows the role of sample points in the calculation
of pH content.

4.4. NaHCO3 Content Spectral Prediction Modeling. 404
standard solution spectral data were selected, the largest 7
principal components were selected, and the weights were
set equally [47–51]. CV prediction detection, cross-vali-
dation, and the principal component analysis model were
established when the proportion of the validation set and
the modeling set was 0.70. &e first three principal
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Figure 10: pH principal component results.
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Figure 9: &e role of sample points in the calculation of NaCl content.
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components can represent more than 75% of the content
information. In the modeling set, the coefficient reaches
R2 which reaches 0.162, and in the prediction set, the
coefficient reaches R2 which reaches 0.137, and RPD is up
to 1.2. In the process of computational modeling, the
importance of all sample points and the samples collected
in the middle and back end play a greater role. Figure 13
shows the NaHCO3 principal component results, Fig-
ure 14 shows the comparison between measured and
predicted NaHCO3 sets, and Figure 15 shows the role of
sample points in the calculation of NaHCO3 content.

4.5. CaCl2 Content Spectrum Prediction Modeling. Four
hundred and seventeen standard solution spectral data were
selected, the largest seven principal components were se-
lected, and the weights were set equally [47–51]. CV pre-
diction detection, cross-validation, and the principal
component analysis model were established when the
proportion of the validation set and the modeling set was
0.70. &e first three principal components can represent
more than 55% of the content information. In the modeling
set, the coefficient reaches R2 which reaches 0.630, and in the
prediction set, the coefficient reaches R2 which reaches
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Figure 12: &e role of sample points in the calculation of pH content.
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Figure 11: Comparison between measured and predicted pH sets.
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Figure 14: Comparison between measured and predicted NaHCO3 sets.
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Figure 15: &e role of sample points in the calculation of NaHCO3 content.
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Figure 17: Comparison between measured and predicted sets of CaCl2.
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Figure 18: &e role of sample points in the calculation of CaCl2 content.
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0.622, and RPD is up to 1.7. In the process of computational
modeling, the importance of all sample points and the
samples collected in the middle section play a greater role.
Figure 16 shows the CaCl2 principal component results,
Figure 17 shows the comparison between measured and
predicted sets of CaCl2, Figure 18 shows the role of sample
points in the calculation of CaCl2 content, and Figure 19
shows the comparison of extraction accuracy of various ions.

5. Conclusion

&rough the spectrum analysis of the characteristic ions of
the mine water, the principal component regression method
is used to carry out the quantitative inversion modeling of
various ions, and the five standard solutions of KCl, NaCl,
pH, NaHCO3, and CaCl2 indicate six ions (KCl includes K
ions and Cl ions). &e extraction precision of KCl and NaCl
is higher than 0.9, followed by pH and CaCl2, the precision is
more than 0.6. &e extraction precision of HCO3 is the
lowest, only 0.162. &e results show that the hyperspectral
method can play a better role in the extraction of K+, Cl−,
Na+, Ca2+, and pH. It is difficult to extract HCO3

−ions.
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One of the sources of “invariance principle” is that the limit properties of the uniform empirical process coincide with that of a
Brownian bridge. �e deep discussion of limit theorem of the uniform empirical process gathered wild interest of the researchers.
In this paper, the precise convergence rate of the uniform empirical process is considered. As is well-known, when ε tends to 0, the
precise asymptotic theorems can be demonstrated by referring to the classical method of Gut and Spǎtaru, by using some nice
probability inequalities and so on. However, if ε tends to a positive constant, other powerful methods and tools are needed. �e
method of strong approximation is used in this paper. �e main theorems are proved by using the Brownian bridge B(t) to
approximate the uniform empirical process αn(t). �e relevant results for the uniform sample quantile process are also presented.

1. Introduction and Main Results

Random phenomena exist in almost every branch of science
and engineering and permeate every aspect of ordinary
people’s modern life [1, 2]. Probability theory is a subject
that studies the quantitative regularity of random phe-
nomena everywhere. Probability is a method of thinking
about the world [3].

Probability limit theory is one of the main branches of
probability theory [4, 5]. �e famous probability scientists
Kolmogorov and Gnedenko once said, “the epistemological
value of probability theory can be revealed only through the
limit theorem. Without the limit theorem, it is impossible to
understand the real meaning of the basic concepts of
probability theory.” Probability limit theory is also an im-
portant basis of statistical large sample theory [4]. People are
very concerned about whether the estimator approximates
the real parameter when the sample size tends to in�nity,
that is, the so-called consistency in statistical large sample
theory. Furthermore, we need to consider the speed at which
the estimator approximates the real parameters and how to
solve these statistical large sample problems. �e solution of
these problems must rely on the probability limit theorem.

Let X,Xn; n≥ 1{ } be a sequence of independent and
identically distributed (i.i.d.) random variables with the
common distribution function F, and set Sn � ∑

n
i�1Xi for

n≥ 1. Hsu and Robbins [6] introduced the following com-
plete convergence.

∑
∞

n�1
P Sn
∣∣∣∣
∣∣∣∣≥ εn{ }<∞, ε> 0 , (1)

�is holds if ΕX � 0, and ΕX2 <∞. �e converse part
was proved by Erdös [7]. �e complete convergence is
stronger than the almost sure convergence. Obviously, the
sum in (1) tends to in�nity as ε↘ 0.

�e �rst result on the convergence rate of this kind was
given by Heyde [8]. It is proved that

lim
ε↘0

ε2∑
∞

n�1
P Sn
∣∣∣∣
∣∣∣∣≥ εn{ } � EX2, (2)

if ΕX � 0, and ΕX2 <∞. Heyde [8], Alam [4] got
general conclusions and termed them “precise
asymptotics.”
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-e precise asymptotics for “Sn” have been extensively
studied. One can refer to Zhang [9], Huang [10], and so on.
Now, we consider the relevant results for the uniform
empirical process. Let U1, U2, · · · , Un  be a sequence of i.i.d.
U[0, 1]− distributed random variables. Define the uniform
empirical process as αn(t) � n− 1/2 

n
i�1(I Ui ≤ t  − t),

0≤ t≤ 1. Denote the norm of a function f(t) on [0, 1] by
‖f‖ � sup0≤t≤1|f(t)|, and log x � ln(x∨e). -e following is
one conclusion provided by Zhang and Yang [11].

Theorem 1. Let B(t); 0≤ t≤ 1{ } be a Brownian bridge, and
for anyδ > − 1, we havelim

ε↘0
ε2δ+2 

∞
n�1 (log n)δ/

nP ‖αn‖≥ ε
�����
log n


  � E‖B‖2δ+2/δ + 1.

The proof of Theorem 1 is based on the classical method
introduced by Gut and Spǎtaru [12]. In this paper, we
consider the situation “ε↘c0” where c0 is a positive constant,

and the classical argument for the case of “ε↘ 0” does not
work anymore. We will use more powerful tools, such as
strong approximation. Besides the uniform empirical pro-
cess, we also consider the uniform sample quantile process.
Let 0 � U

(n)
0 ≤U

(n)
1 ≤ · · · ≤U(n)

n ≤U
(n)
n+1 � 1 denote the order

statistics of the random sample U1, U2, . . . , Un , for each
n≥ 1. Define the uniform quantile function as

Un(y) �
U

(n)
k if (k − 1)/n<y≤ k/n, k � 1, 2, · · · , n

0 if y � 0
. -e

uniform sample quantile process should be defined as
un(y) � n1/2(Un(y) − y), 0≤y≤ 1. -e following are our
main results.

Theorem 2. Let a> − 1, b> − 1, andbn(ε)be a function
ofεsuch thatbn(ε)log n⟶ τ as n⟶∞,ε↘

�����
a + 1

√
/2. /en,

lim
ε↘

���
a+1

√
/2

4ε2 − (a + 1) 
b+1



∞

n�1
n

a
(log n)

b
P αn

����
����≥

������

2 log n



ε + bn(ε)(   � 2 exp − 4τ
�����
a + 1

√
 Γ(b + 1), (3)

and

lim
ε↘

���
a+1

√
/2

4ε2 − (a + 1) 
b+1



∞

n�1
n

a
(log n)

b
P un

����
����≥

������

2 log n



ε + bn(ε)(   � 2 exp − 4τ
�����
a + 1

√
 Γ(b + 1), (4)

Theorem 3. Let a> − 1 , b> − 1 , and dn(ε) be a function of ε
such that dn(ε)loglog n⟶ τ as n⟶∞,ε↘

�����
a + 1

√
/2.

/en,

lim
ε↘

���
a+1

√
/2

4ε2 − (a + 1) 
b+1



∞

n�1

(log n)
a
(log logn)

b

n
P αn

����
����≥

���������

2 log logn



ε + dn(ε)(   � 2 exp − 4τ
�����
a + 1

√
 Γ(b + 1), (5)

and

lim
ε↘

���
a+1

√
/2

4ε2 − (a + 1) 
b+1



∞

n�1

(log n)
a
(log logn)

b

n
P un

����
����≥

���������

2 log logn



ε + dn(ε)(   � 2 exp − 4τ
�����
a + 1

√
 Γ(b + 1). (6)

Remark 1. We define the general empirical process as
βn(x) �

�
n

√
(Fn(x) − F(x)), − ∞< x<∞, where

Fn(x) � 1/n 
n
i�1 I(− ∞,x](Xi). If F(·) is a continuous dis-

tribution function since αn(F(x)) � βn(x) , the results for
βn(x) can be obtained immediately from the uniform case.
But we cannot handle the quantile process in the same way.

2. Proofs

-e starting point of this paper is the empirical distribution
function. -e empirical distribution function plays a very
important role in statistics [13–18]. Although it is not a
beautiful piecewise function, as a nonparametric estimation
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of the distribution function, it is unbiased, consistent, and
asymptotically obeys the normal distribution. -e empirical
process is constructed on the basis of the empirical distri-
bution function. -e uniform empirical process is a special
and important one [19–21].

We lay out some lemmas which will be used in the proofs
later. Lemma 1 is well known (cf. [22]). Lemma 2 and 3 are
from Csörgó and Révész [23, 24].

Lemma 1. Let B(t); 0≤ t≤ 1{ } be a Brownian bridge. /en,
for allx> 0,

P ‖B(t)‖≥x{ } � 2 
∞

k�1
(− 1)

k+1
e

− 2k2x2
. (7)

In particular,

P ‖B(t)‖≥x{ } ∼ 2e
− 2x2

asx⟶ +∞. (8)

Lemma 2. /ere exists a sequence of Brownian bridges
Bn(t); 0≤ t≤ 1  such that for all n and x we have

P sup
0≤t≤1

αn(t) − Bn(t)


> n
− 1/2

(K log n + x) ≤ Le
− λx

, (9)

where K, L, λ are positive absolute constants.

Lemma 3. /ere exists a sequence of Brownian bridges
Bn(t); 0≤ t≤ 1  such that for each n � 1, 2, · · · , and for all

|z|< c
�
n

√
and c> 0 , we have

P sup
0≤t≤1

un(t) − Bn(t)


> n
− 1/2

(A log n + z) ≤Be
− Cz

, (10)

where A, B, C, c are positive absolute constants.
First, we obtain the conclusion for the Brownian bridge

B(t) ; 0≤ t≤ 1{ }.

Proposition 1. Let a> − 1, b> − 1, andbn(ε)be a function
ofεsuch that

bn(ε)log n⟶ τ as ε↘
�����
a + 1

√

2
. (11)

Then, limε↘
���
a+1

√
/2[4ε2 − (a + 1)]b+1 

∞
n�1 na(log n)b

P ‖B‖≥{
������
2 log n


(ε + bn(ε))} � 2 exp − 4τ

�����
a + 1

√
 

Γ(b + 1).

Proof. By Lemma 1 and (11), we have P ‖B‖≥{
������
2 log n


(ε +

bn(ε))} ∼ 2 exp − 4 log n (ε + bn(ε))2} ∼ 2 exp − 4ε2log n 

exp − 8εbn(ε)log n  as n⟶∞, uniformly in
ε ∈ (

�����
a + 1

√
/2,

�����
a + 1

√
/2 + δ) for some δ > 0. -erefore, for

any 0< θ< 1, there exist δ > 0 and n0 such that for all n≥ n0
and ε ∈ (

�����
a + 1

√
/2,

�����
a + 1

√
/2 + δ),

2 exp − 4ε2log n exp − 4
�����
a + 1

√
τ − θ 

≤P ‖B‖≥
������

2 log n



ε + bn(ε)(  

≤ 2 exp − 4ε2log n exp − 4
�����
a + 1

√
τ + θ .

(12)

We calculate that
lim

ε↘
���
a+1

√
/2

[4ε2 − (a + 1)]
b+1


∞
n�1n

a
(log n)

b
· exp − 4ε2log n 

� lim
ε↘

���
a+1

√
/2

[4ε2 − (a + 1)]
b+1


∞

e
x

a
(log n)

b exp − 4ε2log x dx

� lim
ε↘

���
a+1

√
/2

[4ε2 − (a + 1)]
b+1


∞

1
y

b exp − [4ε2 − (a + 1)]y dy

� lim
ε↘

���
a+1

√
/2


∞

4ε2 − (a+1)
z

b
e

− zdz � Γ(b + 1).

From (12), and noting that θ is arbitrary, we get the
proposition immediately. □

Proof of /eorem 2. Here, we only present the proof for (3)
since the argument for (4) is similar. It is obvious, for
p< − 1/2,

P sup
0≤t≤1

|B(t)|≥
������

2 log n



ε + bn(ε)(  +(log n)
p

 

− P sup
0≤t≤1

αn(t) − B(t)


≥ (log n)
p

 

≤P sup
0≤t≤1

αn(t)


≥
������

2 log n



ε + bn(ε)(  

≤P sup
0≤t≤1

|B(t)|≥
������

2 log n



ε + bn(ε)(  − (log n)
p

 

+ P sup
0≤t≤1

αn(t) − B(t)


≥ (log n)
p

 .

(13)

From Lemma 2, we have P sup0≤t≤1|αn(t) − B(t)|≥

(log n)p}≤ P sup0≤t≤1|αn(t) − B(t)|≥K log n + (a + 2)log

n/λ/
�
n

√
}≤Le− (a+2)log n � Ln− (a+2), and then 

∞
n�1 na

(log n)b P sup0≤t≤1|αn(t) − B(t)|≥ (log n)p}≤L 
∞
n�1

n− 2(log n)b <∞. Furthermore, it follows

lim
ε↘

���
a+1

√
/2

4ε2 − (a + 1) 
b+1



∞

n�1
n

a
(log n)

b
P sup

0≤t≤1
αn(t) − B(t)


≥ (log n)

p
  � 0. (14)

On the other hand, since p< − 1/2, we have
P ‖B‖≥

������
2 log n


(ε + bn(ε)) ± (log n)p

  � P ‖B‖≥
��
2

√


log n (ε + bn(ε) ± 1/
�
2

√
(log n)p− 1/2)} ∼ 2 exp − 4 log n

(ε + bn(ε) ± 1/
�
2

√
(log n)p− 1/2)2} ∼ 2 exp − 4ε2log n exp

− 8εbn (ε)log n} ∼ P ‖B‖≥
������
2 log n


(ε + bn(ε)) , as.

n⟶∞
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With Proposition 1, it follows

lim
ε↘

���
a+1

√
/2

4ε2 − (a + 1) 
b+1



∞

n�1
n

a
(log n)

b
P sup

0≤t≤1
|B(t)|≥

������

2 log n



ε + bn(ε)(  ±(log n)
p

  � 2 exp − 4τ
�����
a + 1

√
 Γ(b + 1).

(15)

From (13) to (15), we get the result of -eorem 2. □

Proof of /eorem 3. In this part, we only present the outline
of the proof for the uniform sample quantile process, so the
arguments for -eorem 2 and 3 are mutually
complementary.

Follow the proof of Proposition 1 closely, we can get
the following conclusion. For any 0< θ< 1, there exist δ > 0

and n0 such that for all n≥ n0 and ε ∈ (
�����
a + 1

√
/2,�����

a + 1
√

/2 + δ), 2 exp − 4ε2log logn exp − 4τ
�����
a + 1

√
− θ ≤

P ‖B‖≥{
���������
2 log logn


(ε + dn(ε))}≤ 2 exp − 4ε2log logn 

exp − 4τ
�����
a + 1

√
+ θ}

On the other hand, limε↘
���
a+1

√
/2[4ε2 − (a + 1)]b+1 

∞
n�1

(log logn)a(log logn)b/n · exp − 4ε2log logn  � Γ(b + 1).
-erefore, we have

lim
ε↘

���
a+1

√
/2

4ε2 − (a + 1) 
b+1



∞

n�1

(log n)
a
(log logn)

b

n
P ‖B‖≥

���������

2 log logn



ε + dn(ε)(   � 2 exp − 4τ
�����
a + 1

√
 Γ(b + 1). (16)

Like (13), we have. P sup
0≤t≤1

|Bn(t)|≥

���������
2 log logn


(ε + dn(ε)) + (log logn)

p
} − P sup

0≤t≤1
|un (t)−

Bn(t)|≥ (log logn)p}≤P sup
0≤t≤1

|un(t)|≥
���������

2 log logn



 (ε +

dn(ε))}≤P sup
0≤t≤1

|Bn(t)|≥
�����

2 log


 logn (ε + dn(ε))−

(log logn)
p
} + P sup

0≤t≤1
|un(t) − Bn(t)|≥ (log logn)

p
 

By lemma 3, let z � log n/λ, we can get. 
∞
n�1 (log n)a

(log logn)b/ nP sup0≤t≤1|un(t) − Bn(t)|≥ (log logn)p}≤

∞
n�1 (log n)a(log log n)b/nP sup0≤t≤1|un(t) − Bn(t)|≥

C log n + log n/λ/
�
n

√
}≤ 
∞
n�1 (log n)a(log logn)b/n ·

Le− log n <∞
-e rest of the proof is similar to -eorem 2 and is

omitted here. □

3. Conclusion

-e empirical process theory plays an important role in large
sample theory in statistics. -e researchers are very much
interested in the large sample properties of the statistical
estimator. As long as the sample size tends to infinity, the
estimator converges to the true value of the parameter. In the
procedure of demonstration of large sample properties,
especially for the estimators in the semiparameter models,
this study on convergence rates for the uniform empirical
process and the uniform sample quantile process can pro-
vide a series of effective methods and tools.

-e limitation of this study may lie in the lack of
consideration of the exact asymptotic properties of uniform
empirical processes; in addition, in the study of the con-
vergence rate of the uniform empirical process and uniform

sample quantile process, the influence of the exact asymp-
totic behavior of self-regularity and logarithmic law on the
convergence rate should also be taken into account.

Due to the needs of practical applications, dependent
random samples are often of more interest to statisticians.
Positive and negative concomitants also widely exist in real
life and engineering, such as reliability testing, statistical
mechanics, and so on. -e limit properties of the sequences
of associated random variables, such as the law of iterated
logarithm and the law of large numbers of the sequences of
associated random variables, will be a hot topic in the future.
In the future, the asymptotic properties of the test statistics
of the model and parameters will be studied by parameter
estimators.
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�e combination of visual communication design of food packaging and digital media art is the new trend. In this study, the visual
communication design of interactive packaging of Internet-famous food is analyzed, and an innovative identi�cation method of
the interactive packaging visual communication design based on arti�cial intelligence is put forward. �e weighted fusion rule of
conjunction disjunction double operators is used to fuse the innovative evaluation information of multiple expert groups on
interactive packaging, and �nally, the innovative multigroup discrimination results of interactive packaging are obtained.
Considering both the consistency of evaluation information and the contradiction of evaluation information, the weight factor is
introduced to achieve the balance between conjunction operator and disjunction operator. �e designed conjunctive disjunctive
double operator weighted fusion rule can support the contradiction handling in the innovative discrimination of interactive
packaging and has the advantages of convenient application and easy programming.

1. Introduction

Internet-famous food is a novel, popular snack food with
distinctive cultural transmission characteristics with the
emergence of new trends such as multimedia technology and
webcast. It has the properties of both food and network
information carrier. But food attribute is its essential at-
tribute. �erefore, when carrying out the innovation of its
interactive packaging visual communication design [1–9],
we must �rst consider its food attributes.

Under the severe situation of increasingly �erce market
demand, the food industry should not only work hard at the
level of market demand and strict control of food quality and
safety but also should further grasp the aesthetic charac-
teristics of the public, use artistic advertising creative design
to attract customers’ attention, expand publicity and plan-
ning, and establish brand awareness, so as to promote the
overall growth of food sales [10, 11]. Digital media art
[12–16] has the comprehensive characteristics of “sound,
image, form, and sound”, which has a key practical

signi�cance for accelerating the dissemination of informa-
tion content in the food industry and getting rid of the
restrictions of food advertising on time and indoor space.
Customers can use diversi�ed digital media technology and
Internet platforms to independently search for advertise-
ments related to food enterprises, strengthen the promotion
scope and resource sharing level of food advertising, and
indirectly expand the scope of food advertising.

With the strong support of a series of digital media
technologies, packaging designers show diversi�ed perfor-
mance e�ects according to the reasonable arrangement of
the visual e�ect elements such as color, graphics, and text,
and it also improves the intimate interaction with the public,
mobilize enthusiasm, and creative thinking and meets the
artistic needs of these people, and it further promotes the
development trend of creative design of food packaging in
the period of digital media technology [16]. Digital media art
combines electronic information technology with media art
to become a scienti�c and reasonable art with strong ex-
pressiveness and high scienti�c and technological content.
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Taking this as an opportunity, this paper carries out the
research on the visual communication design innovation of
Internet-famous food interactive packaging based on arti-
ficial intelligence. Firstly, the visual communication design
of interactive packaging of Internet-famous food is analyzed.
%en, taking the interactive packaging design of an Internet-
famous food as the object, using artificial intelligence al-
gorithm, an innovativeness identification method of inter-
active packaging visual communication design is proposed.

2. Analysis of the Visual Communication
Design of Interactive Packaging of Internet-
Famous Food

%e application of new media technology in food packaging
design can not only improve and update the visual elements
of the plan of food packaging materials but also introduces
more practical sensory stimuli, so as to improve the com-
petitiveness of products.

2.1.CommunicatingMoreProduct Information toConsumers.
%emore basic function of food packaging is not only to store
food commodities but also to display the basic information of
food, including the name, production date, shelf life, origin,
specification, and other basic information of the food. %e
digital media art plays a key role here, and Figure 1 shows
several examples of the Internet-famous food packaging
design enabled by digital media technology [17–20]. Many
contemporary food packages are printed with two-dimen-
sional codes and the application of the two-dimensional code
technology is to make full use of the information content
storage and expansion functions of digital media art. By
scanning the QR code, customers can obtain more and more
product-related information, so as to have a deeper under-
standing of the food categories. In fact, for example, the two-
dimensional code displayed on the package of a well-known
brand of milk containing beverage, and after scanning,
consumers can immediately log in to the manufacturer’s
official website. %e website presents the product variety, the
surrounding environment of the production site, the natural
environment of the production line, the natural environment
of milk raw materials, etc., so that customers can have a
deeper understanding of the manufacturer of milk containing
beverage and cannot help thinking that the product will
appear in similar transactions in the future.

At the same time, the two-dimensional code on the food
packaging generally has various decorations such as ani-
mation elements, so the visual impact is more prominent,
completing the unity of artistic beauty and practicality.

2.2. Building an Interactive Bridge between Products and
Consumers. AR technology is a digital media technology
commonly used in food packaging, especially in dairy pack-
aging. It plays a key role in combining food visual effect el-
ements to enhance the charm of food packaging. By using AR
technology, customers can use mobile phones and other de-
vices to scan the AR identification control module on food
packaging to obtain the content of interaction and

communication with AR, such as 3D display of the food origin
[18]. Customers can visit the origin of food in a 720° panoramic
view to obtain different visual effects of tourism experience.

It is not difficult to see that AR technology has built a
bridge for the interaction between customers and virtual
scenes, thus improving the interest and interactivity of food
packaging materials and bringing more in-depth shopping
experience to customers.

2.3. Realizing the Publicity andMarketing of Internet-Famous
Food Products. No matter what kind of digital media art it
may be, its application in food packaging is not rigid but
expressive and harmonious [19]. For example, the food
industry uses digital media art to apply various artistic
creative patterns, such as various animation element pattern
design, data element pattern design, and digital media
technology content, such as H5 web page, WeChat public
platform, and Sina Weibo post.

On the one hand, it conforms to the visual effect art
aesthetics of the product packaging design, increases the
visual effect art aesthetics of the food packaging, and attracts
more customers’ visual actual effect. On the other hand, it
also makes use of food packaging materials more extensive.
When customers appreciate this artistic creative pattern, it is
easier for them to take the initiative to master the technical
content of digital media in the pattern design, so as to
achieve the expected publicity planning and promotion
effect. In this way, food packaging reasonably connects the
gap between the data world and the physical world and
completes data marketing. %e application of digital media
art in food packagingmaterials has a certain inevitable trend,
which is also the main countermeasure to improve the
competitiveness of the food industry.

3. Innovativeness Identification Method of
InteractivePackagingVisualCommunication
Design Based on Artificial Intelligence

For the Internet-famous food product, there are many
feasible packaging design schemes in the process of

Figure 1: Food packaging design enabled by digital media
technology.
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interactive packaging design. With the deepening and
popularization of the innovative design in the food pack-
aging industry, the key technical problem to be solved is how
to distinguish the innovation of interactive packaging de-
sign, so as to provide basis for subsequent product pro-
motion and marketing.

3.1. Evidence -eory. It is a feasible way to identify the in-
novation of interactive packaging design that experts be-
longing to multiple groups evaluate the innovation of
interactive packaging design according to their own experi-
ence and wisdom and then integrate the evaluation infor-
mation of the multiple groups [21–25]. However, they are
affected by many complex factors, such as experts’ knowledge
background, practical experience, and the group interest they
represent, and the evaluation information given by the experts
from the multiple groups in the innovative evaluation of the
interactive packaging design is also highly uncertain. %e
fusion of multigroup evaluation information is essentially an
uncertain reasoning and decision-making process.

As an uncertain reasoning method, evidence theory has
unique advantages in information fusion and has been
widely used [26–34]. When the evaluation information of
the multiple groups supports the proposition that “the in-
novation of interactive packaging design is the best,” when
these evidences are fused together, the fusion results should
support this proposition to a greater extent. In other words,
the fusion rules should be able to achieve “downward focus,”
that is, the focus from a subset with a larger cardinality to a
subset with a smaller cardinality, so as to facilitate the de-
cision-making and judgment. Sometimes, the evaluation
information of some groups may be contradictory. For
example, for a certain two groups, one may think that “the
innovation of interactive packaging design is excellent” and
the other may think that “the innovation of interactive
packaging design is poor.” At this time, the two groups have
contradictory evaluation information on the innovation of
interactive packaging design.

In this case, the conclusion is that “the innovation of in-
teractive packaging design is excellent (the second group is not
trusted)” or “the innovation of interactive packaging design is
inferior (the first group is not trusted)” or “the innovation of
interactive packaging design is excellent or inferior (it is im-
possible to judge which group is not trusted)” will be drawn.
%erefore, when there are contradictions in the evaluation
information, the fusion rules should be able to achieve “up-
ward” processing, so as to delay the decision-making and avoid
unreasonable conclusions in case of evidence contradictions. It
can be seen that when there are contradictions in the evalu-
ation information of multiple groups, using the traditional
evidence fusion rules will produce a conclusion contrary to
common sense. %erefore, there is an urgent need for an
innovative identification method of interactive packaging
design that can deal with this contradiction.

3.2. Technology Roadmap. An innovative identification
method of interactive packaging visual communication
design is proposed as shown in Figure 2.

Its steps are as follows.

Step 1. Set the innovativeness evaluation level of interactive
packaging design as m levels： S1, S2, ..., Sm. From S1 to Sm,
the innovativenes decreases.

Step 2. Experts from n expert groups evaluate the innova-
tiveness of interactive packaging design.

Here, there are εi experts in the i-th expert group,
i � 1, 2, ..., n.

In the i-th expert group, the evaluation results of λi

experts is that “the innovation of interactive packaging
design definitely belongs to a certain level,” where the
number of experts who think the innovation of interactive
packaging design belongs to S1, S2,. . ., Sm” is εi1, εi2,. . ., εim,
where εi1 + εi2 + . . . + εim � λi; the evaluation results of μi

experts is “the innovation of interactive packaging design is
vague and belongs to one of several levels,” where the
number of experts who think the innovation of interactive
packaging design belongs to one level in Sx, . . . , Sy  is

Set the evaluation level for the innovation of
interactive packaging design

Experts from multiple expert groups evaluate the
innovation of interactive packaging design

Establishing an identification frame work for innovative
evaluation of interactive packaging design

Fusion of multiple mass functions
using WFR-CDDO

Calculate the trust interval of each evaluation
level on the identification frame work

Construct the comparison value matrix of the support
degree of the fusion results to each evaluation level

Determine the innovation level of interactive
packaging design

Figure 2: Innovativeness identification method of interactive
packaging visual communication design.
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εi,(x,...,y), where x � 1, 2, ..., m, y � 1, 2, ..., m, x≠y, and
. . . + εi,(x,...,y) + . . . � μi, λi + μi � εi.

Step 3. An identification framework for interactive pack-
aging innovation evaluation is established as

Θ � S1, S2, . . . , Sm . (1)

%e evaluation information of n expert groups is
regarded as evidence and further expressed as the basic
probability assignment function under the identification
framework Θ � S1, S2, . . . , Sm , which is expressed by mass.
%ere are n mass functions mass1, mass2, ..., massn. For
massi:

massi S1(  �
εi1

εi

,

massi S2(  �
εi2

εi

, . . . ,

massi Sm(  �
εim

εi

, . . . ,

massi Sx, . . . , Sy   �
εi,(x,...,y)

εi

, . . . .

(2)

Step 4. Weighted fusion rules of conjunction disjunction
double operators (WFR-CDDO) is adopted to realize the
fusion of n mass functions mass1, mass2, ..., massn.

%e expression of conjunction operator (CO) is

mass′(S) �
1

1 − k


Sp∩Sq∩ ...∩Sr�S

mass1 S
p

( mass2 S
q

( ...massn S
r

( ,

(3)

where mass′ represents themass function obtained by fusing
n mass functions mass1,mass2, ...,massn with conjunction
operator, Sp, Sq, ..., Sr ⊂ Θ, S � S1, S2, ..., Sm, ..., Sx, ..., Sy , ...;
k � Sp∩Sq∩ ...∩Sr�∅mass1(Sp)mass2(Sq) . . .massn(Sr) is a
contradiction coefficient, reflecting the contradiction degree
between N mass functions. If k is bigger, it means that the
degree of contradiction among n mass functions
mass1,mass2, ...,massn is higher.

%e expression of the disjunction operator (DO) is

mass″(S) � 
Sp ∪ Sq ∪ ...∪ Sr�S

mass1 S
p

( mass2 S
q

( ...massn S
r

( , (4)

where mass″ represents the mass function obtained by
fusing n mass functions mass1, mass2, ..., massn with dis-
junction operator.

%e expression of WFR-CDDO is

mass
‴

(S) � α · mass′(S) + β · mass″(S)

� α
1

1 − k


Sp ∩ Sq ∩ ...∩ Sr�S

mass1 S
p

( mass2 S
q

(  . . . massn S
r

( 

+ β 
Sp ∪ Sq ∪ ...∪ Sr�S

mass1 S
p

( mass2 S
q

( ...massn S
r

( ,

(5)

where α and β are the weighting factors of CO and DO,
α≥ 0, β≥ 0 and α + β � 1. If we use k as the weighting factor
of DO, that is, β � k, so α � 1 − k.

WFR-CDDO is further expressed as

mass
‴

(S) � 
Sp∩Sq∩...∩Sr�S

mass1 S
p

( mass2 S
q

(  . . . massn S
r

( 

+ k 
Sp∪Sq∪ ...∪Sr�S

mass1 S
p

( mass2 S
q

(  . . . massn S
r

( .

(6)

%en, n mass functions are fused through WFR-CDDO,
and the fusion results are calculated in turn as mass‴(S1)，
mass‴(S2)，. . .， mass‴(Sm)，. . .， mass‴( Sx, . . . ,

Sy})，. . ..

Step 5. Under the identification framework
Θ � S1, S2, . . . , Sm , the belief function and plausibility
function of level Sj are calculated as

Bel Sj  � 
Sp⊆Sj

mass
‴

S
p

( ,
(7)

Pl Sj  � 
Sp∩Sj ≠∅

mass
‴

S
p

( .
(8)

%ey form the trust interval [Bel(Sj), Pl(Sj)] of level Sj,
where j � 1, 2, . . . , m.

Step 6. Based on the trust intervals [Bel(S1), Pl(S1)],

[Bel(S2), Pl(S2)], . . . , [Bel(Sm), Pl(Sm)] of S1, S2, . . . , Sm,
we calculate the matrix:

Δ � Δj,l 
m×m

, (9)

where

Δj,l �
max 0, Pl Sj  − Bel Sl(   − max 0, Bel Sj  − Pl Sl(  

Pl Sj  − Bel Sj  + Pl Sl(  − Bel Sl( 
.

(10)

It represents the comparison between the degree of
support of the fusion result for “the innovation of interactive
packaging belongs to Sj” and the degree of support of the
fusion result for “the innovation of interactive packaging
belongs to Sl,” where Bel(Sl) andPl(Sl) are the lower limit
and upper limit of trust interval [Bel(Sl), Pl(Sl)] of level Sl,
respectively, and l � 1, 2, . . . , m.

Step 7. According toΔ � (Δj,l)m×m, ifΔj,l > 0.5, the degree of
support of the fusion result for “the innovation of interactive
packaging belongs to Sj” is higher than that of the fusion
result for “the innovation of interactive packaging belongs to
Sl,” which is recorded as Sj≻Sl. If Δj,l < 0.5, the degree of
support of the fusion result for “the innovation of interactive
packaging belongs to Sj” is lower than that of the fusion
result for “the innovation of interactive packaging belongs to
Sl ,” which is recorded as Sj ≺ Sl. If Δj,l � 0.5, the degree of
support of the fusion result for “the innovation of interactive
packaging belongs to Sj” is equal to that of the fusion result
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for “the innovation of interactive packaging belongs to Sl,”
which is recorded as Sj ≈ Sl. After judgment in turn, the
evaluation level with the highest degree of support is the
innovation level of interactive packaging design.

4. Case Study

%e shape, color, pattern, and material of packaging should
be able to arouse people’s favorite emotions because people’s
likes and dislikes play a very important role in buying
impulse. Favors come from two aspects.%e first is practical,
that is, whether the packaging can meet the needs of con-
sumers in all aspects and provide convenience, which in-
volves the size, size, beauty, and other aspects of the
packaging. %e same skin care cream can be packaged in
large bottles or small boxes. Consumers can choose it
according to their habits; the same products with exquisite
packaging are easy to be selected as gifts and those with poor
packaging can only be used by themselves. When the
packaging of the product provides convenience, it will
naturally arouse consumers’ favor.%e interactive packaging
design of a certain nut food is shown in Figure 3.

It is now necessary to identify the innovation of the
interactive packaging visual Chuangda design. %e imple-
mentation steps are as follows:

We set the innovative evaluation level of interactive
packaging as level 3: S1, S2, S3, which are superior, medium ,
and inferior in sequence. Experts from four expert groups
evaluates the innovation of interactive packaging visual
communication design. Here, the number of experts in-
cluded in the four expert groups are as follows: ε1 �25, ε2 �

28， ε3 � 30， and ε4 � 27. %e evaluation results of the
fourexpert groups on theinnovation of interactivepackaging
visual creative design are shown in Table 1–4, respectively.

%en, we construct the identification framework for the
innovative evaluation of the interactive packaging visual
creative design Θ � S1, S2, S3 .

%e evaluation information of the four expert groups is
regarded as evidence and further expressed as the basic
probability assignment function under the identification
framework, which is expressed by mass1, mass2, . . . , mass4.

For mass1, mass1(S1) � 0.8000, mass1(S2) � 0.0400,
mass1(S3) � 0.0400, mass1(S1, S2) � 0.0400, mass1(S2, S3) �

0.0400, and mass1(S1, S3) � 0.0400.
For mass2, mass2(S1) � 0.0357, mass2(S2) � 0.0714,

mass2(S3) � 0.7500, mass2(S1, S2) � 0.0357, mass2(S2, S3) �

0.0357, and mass2(S1, S3) � 0.0714.
For mass3, mass3(S1) � 0.8333, mass3(S2) � 0.0333,

mass3(S3) � 0.0333, mass3(S1, S2) � 0.0333, mass3(S2, S3) �

0.0333, and mass3(S1, S3) � 0.0333.
For mass4, mass4(S1) � 0.7778, mass4(S2) � 0.0370,

mass4(S3) � 0.0370, mass1(S1, S2) � 0.0741, mass1(S2, S3) �

0.0370, and mass1(S1, S3) � 0.0370.
Based on WFR-CDDO, mass1, mass2, . . . , mass4 are

fused.
CO is mass′(S) � 1/1 − kSp∩Sq ∩ ...∩ Sr�S mass1(Sp)

mass2(Sq) . . .mass4(Sr), where mass′ represents the mass
function obtained by fusing four mass functions with CO,

Sp, Sq, . . . , Sr ⊂ Θ， S � S1, S2, S3, . . . , Sx, . . . , Sy , . . .; k �

Sp ∩ Sq ∩ ...∩ Sr�∅mass1(Sp)mass2(Sq) . . .mass4(Sr).
DO is mass″(S) � Sp∪Sq ∪ ...∪ Sr�S mass1(Sp)

mass2(Sq) . . .mass4(Sr)，where mass″ represents the mass
function obtained by fusing four mass functions with DO.

%e expression of WFR-CDDO is

mass
‴

(S) � α · mass′(S) + β · mass″(S)

� α
1

1 − k


Sp ∩ Sq ∩ ...∩ Sr�S

mass1 S
p

( mass2 S
q

(  . . . mass4 S
r

( 

+ β 
Sp ∪ Sq ∪ ...∪ Sr�S

mass1 S
p

( mass2 S
q

(  . . . mass4 S
r

( .

(11)

It is further expressed as

Figure 3: %e interactive packaging design of a certain nut food.

Table 1: Evaluation results of the first expert group on the in-
novation of interactive packaging visual creative design.

S1 S2 S3 S1, S2 S2, S3 S1, S3

Number of experts 20 1 1 1 1 1

Table 2: Evaluation results of the second expert group on the
innovation of interactive packaging visual creative design.

S1 S2 S3 S1, S2 S2, S3 S1, S3

Number of experts 1 2 21 1 1 2

Table 3: Evaluation results of the third expert group on the in-
novation of interactive packaging visual creative design.

S1 S2 S3 S1, S2 S2, S3 S1, S3

Number of experts 25 1 1 1 1 1

Table 4: Evaluation results of the fourth expert group on the
innovation of interactive packaging visual creative design.

S1 S2 S3 S1, S2 S2, S3 S1, S3

Number of experts 21 1 1 2 1 1
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mass1 S
p

( mass2 S
q
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r
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+ k 
Sp ∪ Sq ∪ ...∪ Sr�S

mass1 S
p

( mass2 S
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r
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According to WFR-CDDO, four mass functions
mass1, mass2, . . . , mass4 are fused. We calculate the fusion
results in turn: mass‴(S1)， mass‴(S2)，
mass‴(S3)，. . .， mass‴( Sx, . . . , Sy )，. . .:

(i) mass‴(S1) � 0.7638
(ii) mass‴(S2) � 0.0141
(iii) mass‴(S3) � 0.1011
(iv) mass‴(S1, S2) � 0.0422
(v) mass‴(S2, S3) � 0.0309
(vi) mass‴(S1, S3) � 0.0479

%en, we calculate on identification framework
Θ � S1, S2, S3 .

%e reliability function and plausibility function of S1 are
Bel(S1) � 0.7638 and Pl(S1) � 0.8539，which constitute the
trust interval of S1: [Bel(S1), Pl(S1)] � [0.7638, 0.8539].

%e reliability function and plausibility function of S2 are
Bel(S2) � 0.0141 and Pl(S2) � 0.0872，which constitute the
trust interval of S2: [Bel(S2), Pl(S2)] � [0.0141, 0.0872].

%e reliability function and plausibility function of S3
are: Bel(S3) � 0.1011 and Pl(S3) � 0.1799，which constitute
the trust interval of S3: [Bel(S3), Pl(S3)] � [0.1011, 0.1799].

Based on the trust intervals of S1, S2, S3, we calculate

Δ � Δj,l 3×3 �

0.5 1 1

0 0.5 0

0 1 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (13)

According to Δ � (Δj,l)3×3, Δ1,2 � 1> 0.5, so the degree
of support of fusion results for “the innovation of interactive
packaging visual communication design belongs to S1 ” is
higher than that of fusion results for “the innovation of
interactive packaging visual communication design belongs
to S2,” that is, S1 ≻ S2.
Δ1,3 � 1> 0.5, so the degree of support of fusion results

for “the innovation of interactive packaging visual com-
munication design belongs to S1” is higher than that of
fusion results for “the innovation of interactive packaging
visual communication design belongs to S3,” that is, S1≻S3.
Δ2,3 � 0< 0.5, so the degree of support of fusion results

for “the innovation of interactive packaging visual com-
munication design belongs to S2” is lower than that of fusion
results for “the innovation of interactive packaging visual
communication design belongs to S3,” that is, S2≺S3.

%erefore, the evaluation grade with the highest degree of
support for fusion results is S1, and the innovation of inter-
active packaging visual communication design belongs to S1.

5. Conclusions

As a comprehensive course across social sciences and hu-
manities and social sciences, digital media art can be applied

to the Internet-famous food packaging design, promote the
reform and improvement of visual communication design of
Internet-famous food packaging, make electronic infor-
mation technology and news media technology organically
combine with Internet-famous food packaging technology,
and give new meaning to Internet-famous food packaging.
When the evidence fusion rules in the classical evidence
theory deal with the evidence contradiction in the innovative
identification of interactive packaging visual communica-
tion design, they will get wrong results that are contrary to
the common sense. Compared with the evidence fusion rules
in the classical evidence theory, the conjunction disjunction
double arithmetic weighted fusion rules provided in this
study can support the contradiction processing in the in-
novative identification of interactive packaging visual
communication design.
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Urban green space designed based on the concept of sponge city is an important sponge carrier. Guided by the theory of landscape
ecology, this article introduces the arti�cial neural network (ANN)model and uses the researchmethod of landscape pattern index
to establish amodel for the proportion of urban green space types and the characteristics and dynamic changes of landscape spatial
pattern. Based on the optimal landscape pattern index, the theoretical value of the optimal proportion of ecological green space,
community park, comprehensive park, roadside green space, protective green space, and strip green space is obtained through the
model. Based on this proportion value, combined with the ANN model, the reasonable evaluation results of patch density and
average perimeter area ratio, spread degree, and diversity index of planned green space are obtained. �en, according to the
in�uence of various green spaces on each landscape index, the development trend of urban green space construction in the future
is predicted.

1. Introduction

Due to global warming and the acceleration of urbanization,
coupled with the increasingly prominent problem of natural
resources, the environmental quality of urban development
is also increasingly worrying. After meeting the needs of
material and cultural life, modern people begin to put
forward higher requirements for the living environment.
People’s longing for a better life includes people’s hope to see
blue sky, green grassland, and breathe fresh air. �erefore, it
has become an urgent hope for modern people to change the
current situation of the city and build a new ecological city
more suitable for people’s living. In this context, the concept
of “building a sponge city with natural accumulation, natural
in�ltration, and natural puri�cation” came into being [1–5].

�e essence of sponge city is to establish an ecosystem in
the city; use the power of nature for drainage; build a sponge
city, make the rainwater of the city reach the natural ac-
cumulation, natural in�ltration, and natural puri�cation;
make the city closer to nature; plan all kinds of resources as a
whole; reduce the damage of development and construction
to the original ecosystem; and realize the harmonious co-
existence between mankind and nature.

As a recreational place for residents, urban green space
has important value in the �elds of ecological environment,
society, and culture. In the construction of sponge city,
urban green space, as an important carrier, can e�ectively
play the “sponge” role of “in�ltration, stagnation, storage,
puri�cation, utilization, and drainage” through the appli-
cation of low-impact development engineering technology
in the construction process [6–9]. However, the green space
designed based on the concept of sponge city not only bears
the inherent role of recreation, greening, and beautifying the
environment, but also should play the role of sponge carrier
in the face of water environment problems. If we can form an
e�ective feedback mechanism for such green space from the
perspective of users, it will promote the improvement of
such sponge facilities and the e�ective play of sponge
function.

From the perspective of land planning, environment,
and ecology, urban green space refers to urban noncon-
struction land dominated by natural and arti�cial vegetation.
�emain contents include two levels: one is the land used for
greening within the scope of urban construction land, and
the other is the area outside the scope of urban construction
land, which plays a role in urban ecology, landscape, and
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residents’ leisure life and has a good greening environment.
From the perspective of architecture, urban planning, and
landscape architecture, urban green space refers to the area
where green plants are planted within the scope of urban
planning land, which can improve and maintain the eco-
logical environment; beautify the city appearance; provide
leisure and recreation sites; or have the functions of sani-
tation, safety, and protection. According to this definition,
the production land of agriculture, forestry, and animal
husbandry outside the urban regional planning and nature
reserves do not belong to the category of green space. (e
definitions of urban green space obtained from different
angles are different. Generally speaking, urban green space
can be divided into broad and narrow concepts. In the
narrow sense, it refers to the green land within the scope of
urban land construction. In the broad sense, it generally
refers to all areas covered by green plants. At present, the
urban green space system we plan should be the combi-
nation of broad and narrow green space, so as to make a
more reasonable analysis and discussion.

Urban environmental problems have always been a
major problem restricting human survival and development
[10–12]. In order to achieve sustainable development, we
must act in accordance with the laws of nature. (e proposal
of the concept of sponge city is not only the process of
constructing the rainwater system of urban low-impact
development, but also the process of solving urban problems
according to the laws of nature. As an important carrier of
sponge city construction, park green space is expected to
achieve the goal of “natural accumulation, natural infiltra-
tion, and natural purification” of sponge city while realizing
the original function of urban park. In fact, after the
completion of the sponge park green space, what is the
realization of its sponge function?What is the feedback from
park users? At present, there is still a lack of theoretical
research in this field. Based on this, the purpose of this study
is as follows:

(1) We need to comprehensively explore the relevant
theories of green space planning and design based on the
concept design of sponge city and the theory of post-use
evaluation and seek a feasible method for post-use
evaluation of the sponge park green space. (2) We hope
to establish a feasible post-use evaluation system of the
sponge park green space so that it can guide the post-use
evaluation of the built sponge park green space. (3) After
obtaining the results of post-use evaluation of practical
cases, through the analysis of the results, we hope to
promote the development and optimization of case
green space and provide a reference for the construction
and management of similar sponge green space in the
future.

2. Overall Research Framework

Recently, the urban green space system planning in various
parts of China has different methods, diverse technologies,
and different quantitative indicators, so the planning has its
own characteristics and has its rationality. However, how to

evaluate its rationality, whether there are some deficiencies,
and places that can be improved are the main starting point
of this article. If problems are found in advance, it is not
necessary to adjust the planning, but if we can be aware of
the existing problems and consider them in the next round
of planning, it will certainly help to promote the green space
system planning in a more scientific and practical direction.
For urban management departments, after the rapid de-
velopment of urban construction, all localities will inevitably
face the planning of new and old cities.

How to make the new town not completely “start a new
stove” but reflect the urban characteristics; continue the
green space layout, historical context, and other traditions of
the old city; and whether the existing green space system
planning is still applicable in the construction of new towns
with policy tendencies are the breakthrough points of in-
troducing artificial neural network (ANN) [13–16] to
evaluate the existing green space system planning in this
article.

ANN is an engineering system that simulates its
structure and intelligent behavior based on the under-
standing of the organizational structure and operation
mechanism of the human brain from the perspective of
microstructure and function. It is a highly nonlinear pro-
cessing system formed by the extensive interconnection of a
large number of processing units (neurons), which is suit-
able for simulating complex systems. Human brain activity is
a highly nonlinear dynamic system. Although the structure
and function of several neurons are very simple, the behavior
of the neural network composed of a large number of
neurons is colorful and extremely complex.(e nature of the
overall activity is not equal to the simple addition of the
activities of unit neurons.

(e main contents of this study include: through the
detailed study of the ANN principle, taking the method of
landscape ecology as the intermediary, we interpret the
feasibility of using the method to evaluate the urban green
space system planning and construct the green space system
planning evaluation system. According to the process of
urban development, we thoroughly analyze the character-
istics of the green space system in the urban green space
system planning. On this basis, we divide three types of
green space representing the “past, present, and future” of
the study area and take the “present” green space as a sample
to evaluate the rationality of “future” green space planning
by establishing a simulation model. ANN is used to establish
the relationship model between the proportion of green
space types and landscape pattern index, predict the pattern
changes of planned urban green space, and provide a ref-
erence basis for the overall evaluation of the existing urban
green space system planning.

By compiling the network program, we use the artificial
neural network model to model the green space data and
landscape pattern index, simulate the internal relationship
between various green space areas and landscape pattern
index based on the existing data, predict the planning de-
velopment trend, and optimize the green space system
planning for sponge city. (e technical route of this study is
shown in Figure 1.
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3. Methods

3.1. Evaluation System of the Green Space System Planning.
Landscape ecological planning needs to select the influ-
encing factors and calculate the weight of each factor to
superimpose its effect. Similarly, the artificial neural network
also needs to preselect the number of factors, that is the
number of neurons in the hidden layer.(e difference is that
its factor characteristics are uncertain, which can only be
identified within the network and cannot be truly expressed
in language.

(e most famous supervised algorithm is the error back
propagation (BP) algorithm of a multilayer feedforward
artificial neural network [17–20]. Structurally speaking, the
network is composed of layers or layers above, that is the
input layer, the hidden layer, and the output layer. Neurons
in each layer form a full connection, while neurons in the
same layer have no connection [21–25]. In the same net-
work, there can be more than two hidden layers, as shown in
Figure 2. (e network with only one hidden layer is a basic
network model.

For the BP network, there is a very important theorem,
that is any continuous function in a closed interval can be
approximated by a single hidden layer network, so a three-
layer network can complete any dimension to dimension
mapping. (e selection of the number of neurons in the
hidden layer is more complex. At present, it is mainly de-
termined according to the previous experience and many
experiments. So far, there is no ideal analytical formula to
calculate. (e number of hidden layers is not the more the
better. It is directly related to the requirements of the
problem and the number of input and output units. Too
much number will lead to too long learning time, not
necessarily the best error, poor tolerance, and unable to
identify samples that have not been seen before. (erefore,
there must be an optimal number of hidden units. (e
empirical formula can be used as a reference formula for
selecting the best number of hidden layer neurons, or the
number of hidden layer neurons can be determined by

experimental method without formula calculation. (e
process of this method is: initially put enough neurons and
eliminate those that do not work through learning until they
cannot contract; or start to put in fewer neurons. After
learning a certain number of times, if it is unsuccessful,
increase the number until it reaches a more reasonable
number.

In the process of landscape ecological planning, between
the current situation and planning, many factors need to
participate in the planning process. Each factor has a cor-
responding weight proportion when it plays its role. (e
determination process of this weight is equivalent to the
calculation process of the function, which is completed
through the incentive function or transfer function. (e
relationship between the input layer and the output layer of
the network is represented by a function as the carrier, which
is the excitation function. (e excitation function is an
important weaving part of the network. It must be con-
tinuously differentiable so that it can be calculated by a
gradient method.

3.2. Construction of Network

3.2.1. Input Layer. (e selection principle of the input layer
is to intuitively express the variables of research events.
(ese variables should be measurable (e.g., distance and
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length), searchable (e.g., quantity), or statistical. In relevant
studies, elevation, slope, geomorphic zoning, population
density, distance from the core landscape, and other indi-
cators are mostly used as the input layer. Most of these
indicators are objective or natural factors, which can reflect
the impact of natural driving forces and human interference
on the landscape to some extent and can better explain the
significance of the network. In fact, in urban planning or
green landscape planning, in addition to the basic ecological
factors that need to be considered in urban construction, in
more cases, the factors with practical guiding significance
established based on these factors, or “secondary factors,”
such as land use punishment, population distribution, etc.,
or these basic “ecological sensitive factors” are often only
used for reference without actual expression status.

In view of the above reasons, in the landscape ecological
network of this article, the percentage of the area of various
types of landscape is considered to be selected as the input
variable, and multiple input variables composed of each
sample together constitute the input layer matrix [21]. It is
one of the basis to help us determine the dominant
landscape elements in the landscape, and it is also an
important factor to determine the ecosystem indicators
such as biodiversity, dominant population, and quantity in
the landscape. In fact, the process of forming the area
percentage of various types of landscape in the city has
integrated the repeated influence of all ecological, social,
land use, and other factors. It can be said to be the “semi-
finished product” of green space pattern. Researching on
this basis may produce some errors, but this choice can
directly adopt the existing achievements and strengthen the
application and promotion ability of research, which has
certain application value.

3.2.2. Output Layer. (e data of the output layer are gen-
erally indicators that can reflect the essence or deep meaning
of the event. (ese indicators have a logical connection with
the data of the input layer that are not obvious but has a high
internal correlation. At present, there are many kinds of
landscape pattern indexes, and new indexes have been put
forward by scholars. However, these indexes have a great
correlation in essence, and the indexes do not meet the
requirements of mutual independence [23, 24]. (erefore,
using multiple indexes at the same time often cannot add
“new” information. Naturally, using these indexes with great
correlation to describe landscape pattern is not convincing
enough. (eoretically, there must be an index system of
landscape pattern, which is enough to describe the landscape
pattern, but not redundant.

(erefore, the analysis of the mutual independence of
landscape index has become an important research topic.
Combined with the actual situation of this study, four
landscape pattern indexes of patch density, Shannon di-
versity index, average perimeter area ratio, and spread de-
gree are selected as the output layer of the network, as shown
in Table 1. Based on the principle of landscape pattern index
representing green space change and spatial allocation, it is
expected to study the relevant characteristic process and

change development trend of green space through these four
indexes.

(1) Patch density, which is the number of patches per
unit area, reflects the overall degree of patch dif-
ferentiation or fragmentation of the landscape. (e
change of its value can reflect the intensity and di-
rection of human interference. (e high patch
density indicates that there are many heterogeneous
landscape elements in a certain area, with small patch
size and high degree of fragmentation. For urban
green space landscape, the degree of landscape
fragmentation indicates the contribution and ability
of urban green space landscape to biodiversity
maintenance. Generally, under the condition of
equal area, the higher the degree of fragmentation,
the smaller the urban green space landscape patch
unit, the simpler the function of the landscape unit,
and the more unfavorable to biodiversity protection.

(2) Shannon diversity index indicates that the whole
landscape is composed of only one patch. (e in-
crease of this index indicates that the patch types
increase or the patch types are distributed in a
balanced trend in the landscape. (is index can
reflect the landscape heterogeneity, especially sen-
sitive to the unbalanced distribution of patch types in
the landscape, that is it emphasizes the contribution
of rare patch types.

(3) (e average perimeter area ratio is one of the im-
portant indicators of the complexity of landscape
spatial pattern. It represents the complexity of ir-
regular objects and is used tomeasure the complexity
of shapes. (e lower the value is, the simpler the
patch boundary is, and the less conducive to the
maintenance of biodiversity.

(4) (e spread degree, with a value of 0-1, is one of the
most important indexes to describe the landscape
pattern. (is index describes the degree of ag-
glomeration or extension trend of different patches
in the landscape. (eoretically, a small value indi-
cates that there are many small patches in the
landscape. (e landscape is a dense pattern with
many elements. When the degree of fragmentation
of the landscape is high, it indicates that some
dominant patches in the landscape have formed
good connectivity.

3.2.3. Network Training. “Network training” integrates two
inseparable processes of learning and training. In principle,
it is a process of looking for a set of useful weights and
thresholds. (e popular explanation is a process of learning
and integrating the network into the network’s own
knowledge and experience through the existing data [21–25].
(e connection weight is the knowledge reserve required by
the neural network to solve practical problems. (e training
process of the network can be described as forward prop-
agation of working signal and back propagation of error
signal. First, training is to provide a training set, which is
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composed of several groups of input samples and the
corresponding expected output. At the beginning of
network construction, the ownership value and training
value contained in the middle of the problem to be solved
are unknown. Generally, the initial value of the network is
randomly generated. Until the useful weight is found, the
artificial neural network cannot represent this problem.

Step 1. (e system randomly selects a learning sample;
calculates the input of each neuron in the hidden layer
with the input sample, initial weight, and threshold;
and then calculates the output of each neuron in the
hidden layer through the excitation function.
Step 2. (e output of each neuron in the output layer is
calculated by using the output matrix, initial weight,
and boudoir value of the hidden layer, and then the
response of each neuron in the output layer is calcu-
lated by the excitation function, that is the actual output
of the sample.
Step 3. (e generalization error of each neuron in the
output layer is calculated by using the expected output
of the sample and the actual output of the network. (e
generalization error of each unit in the hidden layer is
calculated by using the initial weight of the hidden
layer, the generalization error of the output layer, and
the output of each neuron in the hidden layer.
Step 4. (e generalized error is propagated back to the
input layer, and the weights and thresholds of the input
layer and the hidden layer are gradually corrected.
Step 5. (e next learning sample is randomly selected
and returned to the first step until all learning samples
are trained.
Step 6. A group of input and output matrices is ran-
domly selected from the learning samples again and
returned to the first step until the global error of the
network is less than a preset minimum, and the net-
work training ends and reaches convergence.

From the above training process, it can be seen that the
core of e-learning consists of four parts. First, the “signal
forward propagation” of the input data from the input layer
through the hidden layer to the output layer. Second, the
error signal between the actual output and the expected
output of the network is “error back propagation,” which
modifies the weight layer by layer from the output layer to
the input layer through the hidden layer. (ird, the network
“memory training” process of repeated cycles of “signal

forward propagation” and “error inverse propagation.”
Fourth, the global error of the network tends to the preset
minimum, that is the process of network learning
convergence.

4. Application of Urban Green Space Planning
and Design Network

(e trained network should also carry out a performance
test. (e test method is to select the test sample data and
provide it to the network to test the correctness of the
network’s output.(e test sample data should have a pattern
similar to the learning data. (ese samples can be obtained
by direct measurement or simulation. When the sample data
are small or difficult to obtain, they can also be obtained by
adding appropriate noise to the learning samples or inter-
polating according to certain rules. In order to better verify
the generalization ability of the network, a good test sample
set should not contain the same pattern as the learning
sample.

When using ANN to simulate the existing urban green
space system planning [26, 27], the omnidirectional ex-
pression of the landscape index should be considered on the
whole green space landscape as far as possible and the index
change should be evaluated after the construction of the
network from the following aspects:

(1) Evaluate whether the type and proportion of planned
green space are reasonable
(e amount of green space reflects the level of urban
green space, and the type proportion of green space
can reflect the integrity and spatial structure of urban
green space and will indirectly affect the function of
green space.

(2) Evaluate whether the landscape fragmentation of the
planned green space is reasonable
(e size of patch density will directly reflect the
degree of landscape fragmentation. (e greater the
patch density, the higher the degree of fragmenta-
tion. At the same time, it further reflects the living
standard of urban residents, the quality of living
environment, and the ecological level of the city.

(3) Evaluate whether the landscape diversity of planned
green space is reasonable
(e level of landscape diversity mainly depends on
the number of landscape components and the

Table 1: Landscape pattern indexes.

Index name Patch density Shannon diversity index Average perimeter
area ratio Spread degree

Exponential space
representation

Nonspatial
component Nonspatial component Space configuration Space configuration

Value range >0 �0 >0 [0, 1]

Characteristic Landscape
fragmentation Spatial heterogeneity Landscape spatial

structure Optimal landscape pattern

Practical
significance

It reflects human
interference

Complexity of structure
and function Complexity of shape Agglomeration degree or extension trend

of different patch types
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proportion of each landscape component. In the
landscape system, the more the landscape compo-
nents and the higher the degree of fragmentation, the
greater the information content and uncertainty, the
higher the landscape diversity index, and the higher
the landscape heterogeneity.

(4) Evaluate whether the landscape fractal dimension of
planned green space is reasonable

Landscape fractal dimension mainly measures the
complexity of green space shape. (e index selected in this
study is the average perimeter area ratio. If the urban
green space is greatly disturbed by human beings, the
patch shape is regular and simple, and the landscape
fractal dimension is low, which is unfavorable to the
maintenance and construction of biodiversity. By evalu-
ating the rationality of landscape fractal dimension, we
can detect whether we pay too much attention to regular
design and whether there are too heavy artificial carving
traces in the process of green space design, so as to
strengthen the attention to the naturalization, ecology,
and diversification of green space.

To sum up, the type proportion of green space is related
to the fragmentation and diversity of landscape, and there is
a certain contradiction between fragmentation and diversity.
In the process of evaluation and analysis, we must pay at-
tention to this contradiction and comprehensively weigh
and consider the value of landscape index.

5. Case Study

Based on the landscape ecological network, the network is
constructed through the network command Newff built in
MATLAB, and the hyperbolic tangent sigmoid (Tan-SIG-
MOD) function and linear function are selected as the ex-
citation functions of the hidden layer and the output layer,
respectively. In terms of performance setting, the maximum
number of training is 6000, the learning rate is 0.01, and the
preset expected error is 0.0001. (e preset expectation error
is too large and has no popularization value. (e preset
expected error cannot be set too small, because the number
of samples is limited and the error setting is small, which will
affect the generalization ability of the network, and there
may be large errors in application.

According to the empirical formula of hidden layer
design and the actual situation of this case, the number of
hidden layer neurons in the network to solve this problem
should be between 5 and 15. (erefore, it is necessary to
design a network with a variable number of hidden layer
neurons for debugging in advance and determine the op-
timal number of neurons through error comparison and
trade-off consideration. In order to improve the training
speed, set each index to a higher value during debugging,
such as learning rate 0.05 and preset expected error 0.005,
and the training error results are shown in Table 2.

It can be seen fromTable 2 that in the error test with 5–15
as the number of hidden layer neurons, when the number of
hidden layer neurons is less than 7, the network error is
greater than 0.005, the preset target error value cannot be

reached, and the network cannot converge. In the 6th ex-
periment, when the number of hidden layers reaches 10, the
error reaches a lower value, and the error fluctuates with the
increase of the number of neurons. In the 10th training, that
is when the number of hidden layers reaches 12, the error
tends to a stable decline state, the training time is signifi-
cantly shorter, and the training times are reduced. After less
than 20 training, the error can reach the preset expected
value. (e network can converge without enough training,
and the error is very small. Such a network can achieve high
accuracy after training. However, when it comes to testing, it
is likely to cause great errors, so its generalization ability is
very poor and does not have generalization. To sum up,
although the minimum error occurs in the network with 13
neurons in the hidden layer, its training time and times are
too low and less than the number of samples. (erefore, it is
more appropriate to select 10, which can not only ensure the
training accuracy, but also improve the generalization ability
of the network.

After the network is created, it cannot be directly put
into use. It can only be used as an urban green space model
after training to meet the requirements. In neural network
analysis, the sample data are generally divided into three
parts: one part is used for network training, the other part is
used as confirmation samples, and the other part is used as
test samples. When using, the samples must be classified.
According to their role in network analysis, they are divided
into training samples (18 randomly selected), test samples
(4), and simulation samples. In the selected samples, the
protective green space and strip green space are evenly
distributed, the roadside green space and community park
are concentrated and scattered, and the ecological green
space and comprehensive park are more concentrated in
some samples. Training sample output layer data are shown
in Table 3.

As can be seen from Table 3, the error of the network
decreases sharply in the first 20 times of learning, and then
gradually tends to be stable. After 135 times of learning, the
network converges to reach the preset expected error value.
(ere are two obvious fluctuation periods in the training
process. (e first occurs when the number of training times
is times. At this time, all samples have just participated in a

Table 2: Number of neurons in the hidden layer and its training
error.

Training sequence Number of neurons
in the hidden layer Error (10−3)

1 5 13.5056
2 6 8.4855
3 7 4.9513
4 8 4.3522
5 9 4.4355
6 10 1.9509
7 11 2.8112
8 12 4.4413
9 13 0.9422
10 14 2.6122
11 15 2.5234
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network training, and the substantial error adjustment is
over. (e second time occurs when the number of training
times reaches 80, that is each sample has participated in the
network correction for an average of 4 times. (e network
has adapted to the information contained in all samples. At
this time, the network error no longer fluctuates, but de-
creases steadily until it reaches the set expected value.

After the network training, it must be tested to confirm
its stability and popularization ability before it can be put
into use. Its purpose is to determine whether the network
meets the requirements of practical application. Test sample
input layer data are shown in Table 4, and test sample output
layer data are shown in Table 5.

We input the above data into the trained network, and
the error is shown in Table 6.

As can be seen from Table 6, except that the diversity
index error of samples 2 and 11 is large, the others maintain
a high degree of coincidence, that is the network can better
simulate the relationship between green space types and
landscape pattern and has good popularization ability. (e
large error in the edge area of network data reflects the
disadvantage of insufficient network samples. With the
continuous increase of the number of samples, this error is
bound to decrease gradually.

6. Conclusions

At present, the impact of green space on urban residents’ life
and urban environmental quality, urban characteristics, and
historical and cultural preservation is becoming greater and
greater. Urban green space has become a comprehensive
function of urban residents’ rest place, urban environmental
maintenance, urban morphological structure guidance and
control, and urban ecological security. (e urban green
space system planning, as a special planning of urban
planning, has always been in a subordinate position of urban
planning. In terms of preparation procedures, it is required

Table 3: Training sample output layer data.

Sample number Patch density Shannon diversity index Average perimeter area ratio Spread degree
19 389.2528 1.0789 1105.3014 48.6681
16 320.1362 0.9112 1317.9503 55.0306
3 289.0374 1.1400 1043.5673 56.2471
22 215.1821 0.7293 1127.0597 62.1637
1 199.1799 1.2787 1121.1882 54.5327
12 153.1831 0.8915 1428.9752 60.9006
13 153.5420 1.0693 1086.6008 62.4801
2 184.4429 0.7671 1058.6464 63.1536
26 58.7127 0.5006 441.4895 73.4816
11 113.2049 0.6590 985.4602 68.8366
28 88.0661 0.6319 848.7701 68.0675
17 127.8780 0.9369 691.9037 66.5097
4 35.8730 1.0091 308.9164 65.1583
23 137.2126 1.5924 690.8689 52.7905
18 53.8462 1.3400 565.2578 52.7256
8 36.0435 1.3281 313.6877 52.9877
31 7.0275 1.2761 175.5812 55.1995
33 70.0896 1.0153 627.4805 51.8167
6 7.9927 1.0867 162.1879 51.9852
5 12.5912 0.9662 185.4276 56.3164
21 92.1729 0.8917 473.1836 59.4132
24 181.5919 0.7395 896.5168 49.0279

Table 4: Test sample input layer data.

Sample number 2 11 17 23
Protective green space 0.1024 0.0787 0.7189 0.3528
Roadside green space 0 0.3054 0.1126 0.0909
Ecological green space 0 0 0 0
Comprehensive park 0.7145 0 0 0.2822
Community park 0 0 0.1236 0.1551
Banded green space 0.1756 0.6312 0.0656 0.1378

Table 5: Test sample output layer data.

Sample number 2 11 17 23
Patch density 185.0742 153.0066 128.0687 135.0031
Shannon diversity
index 0.8248 0.9235 0.9224 1.5398

Average perimeter
area ratio 1059.0111 1428.0783 693.0627 691.0971

Spread degree 64.0777 61.0885 67.0027 53.0964

Table 6: Test sample error.

Sample number 2 11 17 23
Patch density 18.9952 −1.2040 −0.9760 0.0170
Shannon diversity
index −729.0094 307.9940 −0.1029 −0.5096

Average perimeter area
ratio −0.8021 0.0965 0.2189 −0.0088

Spread degree −17.0065 3.9957 −0.2045 −0.0127
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to further deepen the content of urban planning green space
and put forward systematic and controlling planning points
for urban green space construction, which is difficult to
avoid the lag of planning.

(e theories andmethods of landscape ecology provide a
theoretical basis for the study of urban green space spatial
pattern. (e application of GIS and artificial neural network
in the analysis of landscape ecological pattern provides
technical support for the study of urban green space layout.
(rough its learning ability, the artificial neural network can
well simulate the relationship between urban green space
composition and green space landscape pattern. After re-
peated training and testing of the network, a green space
network with strong generalization and promotion ability
can be obtained. On this basis, it can predict the quadrats of
various green space proportions to judge whether it is in line
with the actual situation of green space development in the
study area.

Data Availability

(e dataset can be obtained from the corresponding author
upon request.
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In this paper, the K-nearest neighbor algorithm and the convolutional neural network will be used to train the handwritten digit
recognition model, respectively. To establish a reasonable model structure, and through the training data, the model can learn to
re�ect ten di�erent handwritten number features and �nally give the probability of predicting number corresponding to the
likelihood of each number. Taking the learning process of the handwritten numeral recognition algorithm based on deep learning
as a clue, from deep learning to convolutional neural network, from simple to deep, the relevant basic concepts, model con-
struction, and training process of deep learning are learned and understood. Finally, the deep learning framework uses MNISTas
the training dataset to train a model with high recognition rate and then combines it with Open CV technology to realize the
identi�cation of handwritten numbers. A reasonable model structure is used to accurately identify the handwritten numbers in the
test set. �e neural network of deep learning is established with TensorFlow to realize the classi�cation and recognition of
handwritten numbers. Various deep learning methods such as CNN and KNN are learned and compared to complete the
construction of deep learning architecture. �e MNISTdataset was preprocessed, features extracted, and identi�ed. �e program
is to complete the training of neural network and the recognition of numbers in the image, the recognition results of deep learning
methods used are counted and analyzed, and the recognition rates of two di�erent methods are compared to �nd ways to optimize
these methods and improve the recognition rate.

1. Introduction

1.1. Research Background. With the rapid development of
the current era and the great progress of the society, the
machine gradually began to liberate people from the heavy
work. With the progress of science and technology, people
can no longer be satis�ed with the arti�cial operation of
machines and gradually move forward to learn the capable of
arti�cial intelligence. Now, arti�cial intelligence is getting
closer to people’s lives. Machine learning, as the core of
arti�cial intelligence technology, is a fundamental way to
make computers intelligent. Deep learning is a new key
technology and research direction in the �eld of machine
learning, with high research price and application value.
Deep learning [1, 2] enables machines to simulate human
audio-visual, thinking, and other activities; solves many
complex pattern recognition problems; and makes great
progress in arti�cial intelligence-related technologies [3–5].

1.2. Research Meaning. With the development of computer
technology and the advancement of information wave, how
to input the massive digital information on paper into the
computer has become a major research hotspot. For ex-
ample, the manual input of bank bills, invoices, checks, tax
bills, and other bills, often need to manually deal with a lot of
information, will inevitably makemistakes, and theremay be
high labor cost, low e�ciency, large workload, and other
problems. �e computer automatic identi�cation input
instead of manual input not only can complete the task in a
high-precision way but also can liberate the relevant sta� so
that the workload can be greatly reduced. According to the
di�erent ways of digital sources, the current digital recog-
nition problems can be divided into handwritten digital
recognition, printed digital recognition, optical digital
identi�cation, and natural scene digital recognition, which
has great practical value. For example, handwritten digit
recognition can be applied to the recognition of bank money
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order numbers, greatly reducing labor costs. Print digital
identification can be applied to the automatic identification
of postal codes. Optical digital recognition and natural scene
digital recognition can be applied to license plate number
identification in vehicle detection. 'us, it can be seen that
the handwritten digital recognition technology has con-
siderable application prospect and value. How to apply deep
learning algorithms to the recognition of handwritten digits
is a more popular research.

1.3. Domestic and Foreign Research. In recent years, the
popularity of artificial intelligence has been greatly in-
creased, and people’s requirements for machine vision have
become more and more demanding. Researchers around the
world have devoted themselves to the research of hand-
written digital recognition and made many achievements in
this field.

1.3.1. Foreign Research. Liang uses 10 structural features,
such as profile features, self-structure features, and curva-
ture, combined with eight classifiers on the test set of
CENPARMI, CEDAR, and MNISTdatabases and achieves a
test identification rate of 99.58%. However, the calculation
and storage costs of this method are high [6–9]. Guangbin
et al applied existing biological vision to build a handwritten
digital recognition model, which extracted linear separable
features and reduced the error rate to 0.59% [10] in the
MNIST training set. Guo et al proposed a method for in-
tegrating statistical and structural information on uncon-
strained handwritten digit recognition. 'e method
improves the modeling of state time in conventional HMM
by using state duration adaptive transition probability, using
the macro states overcoming the difficulty [11] of HMM
modeling pattern structure. 'ere is a great improvement in
speed and accuracy [12].

1.3.2. Domestic Research. Liu Gang and Zhang Honggang
used the BP neural network based on handwritten digital
recognition system designed by visual C + + 6.0 to verify
the feasibility of BP neural network for handwritten digital
recognition, with a good recognition rate of [13]. Wang
proposed a new method, combining PCA (principal com-
ponent analysis) and CNN method, and conducted exper-
iments on the SVHN dataset, trying to improve the
recognition rate of characters in natural scenes. Geng et al
constructed and realized the handwritten digital recognition
model based on Hopfield neural network, whose error
identification rate and accuracy rate are more ideal [14, 15]
than the identification method of BP network. However, due
to the dependence of research on test samples, test images
need to be similar to training images. With the gradual
expansion of the scale of data collection, the requirements of
test pictures and training pictures are gradually reduced, but
the requirements of writing regularity are increased. In
short, in this era, handwritten numeral recognition appli-
cations can replace manual writing in occasions with a high
degree of standardization, such as bank checks [16].

1.4. Handwriting Number Identification Difficulties.
Similar numeric distinction: However, only ten numbers are
used, and the strokes are very simple, but different numbers
can be written in the book, and there are significant regional
characteristics. 'e writing method of a number is different,
and people from different places are also different, so it is
very difficult to create a universal high recognition digital
recognition model [6–8].

'e data are not large enough: seven billion people
around the world in Arabic numbers, everyone has different
writing habits, and existing any kind of dataset in the world
cannot completely include everyone style handwritten
digital pictures. Arabic digital user grow much faster than
the dataset content, so the data are not big enough to handle
this problem, which will become more obvious in the future
[9–11].

1.5. Application of the Handwritten Digital Recognition
System. Occasion 1: in the schools, students and teachers are
senior intellectuals, writing Arabic numerals is very stan-
dard, and the handwritten number recognition system ap-
plied in the test paper results in summary can greatly reduce
the workload of teachers [12].

Occasion 2: in the government, the government staff are
high cultural literacy, writing Arabic numerals is very
standard, and in the absence of handwritten digital recog-
nition technology, the government office form is by artificial
input, but this requires huge human input, and the emer-
gence of handwritten digital recognition technology will
liberate civil servants and improve the efficiency of gov-
ernment workers [17].

Occasion 3: in the banks, bank staff to deal with many
checks every day, bills and forms of handwritten digital
information, and long processing monotonous handwritten
numbers will make bank workers to produce visual fatigue
and greatly affect their work efficiency. 'e use of hand-
written digital recognition technology will greatly reduce
manpower and improve the efficiency and accuracy of bank
workers [18].

2. Foundation and Model of Deep Learning

2.1. Introduction to Basic Principles

2.1.1. 0e Concept of Deep Learning. 'e concept of deep
learning originated from the study of artificial neural net-
works. With the study of artificial neural networks, neural
networks with multiple hidden layers have gradually entered
people’s vision. 'e deep learning based on the neural
network training model with single output, multi hidden
layers and single output structure has begun to attract
scholars’ attention [19–24].'e concept of deep learning was
proposed by Hinton et al. in 2006. Its simplest deep learning
model is shown in Figure 1.

output � x1w1 + x2w2 + x3w3 + · · · . (1)

In the above formula, x1, x2, and x3 represent the input;
output represents the output; and w1,w2, and w3 represent
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weights when delivered in the neural network, indicating the
extent to which the input affects the output, which is more
important. 'e larger w is (even over 1), the less important
the input is, and the closer w tends to 0. In general, a typical
deep learning model refers to a neural network with mul-
tihidden layers, representing more than three hidden layers,
and deep learning models usually have eight or nine or more
hidden layers. With more hidden layers, the corresponding
neuronal connection weight parameters are more [25], [26].
'is means that the deep learning model can automatically
transfer many complex features, and the number of hidden
layers can be transferred deeper on the neural network. A
rigorous and mature neural network can realize complex
functions and even realize mechanical intelligence, namely,
artificial intelligence. 'e deep learning model diagram of
the multihidden layer neural network is shown in Figure 2.

2.1.2. Deep Learning Algorithms—Classification of Neural
Networks. In addition to the learning method, the deep
learning algorithm is classified into networks containing
only the encoder parts, networks containing only the de-
coder [6]parts, and networks with both the encoder and
decoder parts. According to the application mode of tech-
nical structure, it is divided into differentiated depth
structure, generative depth structure, and mixed structure. It
can also be divided into a mentor network and a no-mentor
network.

2.1.3. Sample Dataset for the Trained Neural Net-
works—MNIST Dataset. Flow chart of handwritten digital
image recognitionbasedondeep learning is shown inFigure3.

In this graduation design,MNISTdataset is a widely used
in the field of handwritten digital dataset because of small
memory and easy to become the current learning hand-
written number recognition students, so we use MNIST
database for the experimental sample set to train the re-
search method of the graduation design. 'e MNIST da-
tabase serves as a standardized dataset with Arabic digital
images of 0 to 9, all of which have been normalized and are
aggregated into images of the same size and place numbers
in the center. A uniform size of grayscale images is 28∗ 28,
where the pixels range from 0 to 255. 'e representation of
the data is expressed in the form of a vector, and in the
TensorFlow, the pixel values of each pixel point can be
viewed by the print corresponding array.'eMNISTdataset
contains 70000 handwritten digital images, of which 60000

handwritten digital images are training sample sets and
10000 handwritten digital images are test sample sets.

Some images of the MNIST dataset are as shown in
Figure 4.

'e dataset stores common handwritten numbers, in-
cluding the value of 0, 1, 2, 3, 4, 5, 6, 7, 8, and 9 and the
Arabic numerals of 10. For each number, it contains a wide
variety of strange forms. A lot of numbers are not the normal
standard form of writing, so many images in the MNIST
dataset are hard to identify, for example, the Arabic numeral
“9,” as shown in Figure 5 and 6. We can still see that the
morphological difference of the same number in the entire
MNIST database is quite large. It is precisely because there
are so many different handwritten numeral images that
MNIST data sets can have good recognition accuracy no
matter how strange handwritten numerals are. However,
this has also become a disadvantage of this recognition
system and over-reliance on the big data of the dataset; once
the picture is separated from the dataset, the accuracy is
difficult to guarantee.

2.1.4. Working Framework for Deep Learning. With the
gradual popularity of deep learning, scholars and research
staff at home and abroad have developed a lot of deep
learning work environment, such as Caffe, Torch, 'eano,
and TensorFlow; Caffe used to more applications in the field
of image recognition, Torch and 'eano used in pro-
gramming and import process is slow, and TensorFlow used
as the software, which become the most widely used deep
learning framework. A large number of tedious handwritten
data are transmitted into the artificial intelligence neural
network, using the built neural network for research and

Figure 2: Multilayer neural network.

Training sample pictures

Image preprocessing

Extract features nerve net

Distinguish

0,1,2, , , 9

Number to be identified

Figure 3: Flow chart of handwritten digit identification.

output
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Figure 1: Monolayer neural network.
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processing, and finally get the output we want. TensorFlow
was developed by Google in 2015 and attracted the attention
of scholars all over the world once it was proposed. Just four
years later, TensorFlow has become the most popular re-
search and development software in the current era, and
almost every deep learning lover is using TensorFlow.

Installation of the working frame

Step 1. Install the anaconda environment, log in to the
anaconda official website, download the corresponding
version of the anaconda installation package, and install it
normally according to the prompts.

Step 2. Enter command line mode for the Windows system,
enter [conda-version] to verify whether anaconda is suc-
cessfully installed.

Step 3. Activate the TensorFlow environment and enter [pip
install-upgrade--ignore-installed TensorFlow] in the com-
mand-line mode of the Windows system.

Step 4. In the TensorFlow environment, enter [python] and
continue entering [import TensorFlow as tf]. If there is no
error code reported, then the TensorFlow module is called
successfully, which means that the installation is successful.

2.2. Handwritten Digital Image Recognition Based on the
Convolutional Neural Network

2.2.1. Identification Principles of Convolutional Neural
Networks. Convolutional neural network (CNN), as a class
of feed-forward neural network with convolutional com-
puting and deep structure, performs well in identifying
handwritten numbers. 'e visual file convolution neural
network includes convolution operation, pool operation
(also known as down sampling) and full connection oper-
ation, the processed handwritten digital image, and the
lenet-5 model in the handwritten digital feature sequence in
the picture.

Convolution operation (Figure 7):
Green indicates the original image element value, red

indicates the parameters in the convolution core, and yellow
indicates the convolution core sliding on the original image.
'e right graph represents the feature map generated after
the convolution operation. 'e results were calculated as the
sum of each primary pixel value and the parameters in the
convolutional kernel.

Pooling (subsampling) (Figure 8):
One pixel for pooling replaces a number of adjacent

pixels on the original image, squeezing its size while
retaining the feature map features. 'e effect of pooling can
prevent the data explosion and save the operation amount
and operation time, and it can be used to prevent overfitting
and overlearning.

Full connection (Figure 9):
'e final result is made based on the output of the full

connection. 'ere are generally two full connection layers
for handwritten digit recognition.

Activation function(y � f) (Figure 10, and 11):
Linear function is as follows:

f(x) � k∗x + c. (2)

Ramp function is as follows:

f(x) �

T, x> c

k∗ x, |x|≤ c

−T, x< − c.

⎧⎪⎪⎨

⎪⎪⎩
(3)

'reshold function is as follows:

Figure 4: A part of the sample examples of the MNIST dataset.

Figure 5: Training samples of 9 within the MNIST dataset.

Figure 6: Test samples of 9 within the MNIST dataset.
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f(x) �
1, x≥ c

0, x< c.
 (4)

Type-S function is as follows:

f(x) �
1

1 + e
− ax (0<f(x)< 1),

f′(x) �
ae

− ax

1 + e
−ax

( 
2 � af(x)[1 − f(x)].

(5)

Bipolar S-type function is as follows:

f(x) �
2

1 + e
− ax − 1(−1<f(x)< 1),

f′(x) �
2ae

− ax

1 + e
−ax

( 
2 �

a 1 − f(x)
2

 

2
.

(6)

ReLU function is as follows:

f(x) �
x, x> 0

0, x≤ 0,


f′(x) �
1, x> 0

0, x≤ 0.


(7)

Considering the above algorithm and according to the
LeNet-5 model, a complete CNN-based handwritten digit
identification workflow is shown in Figure 12.

(i) Step 1. Handle write font picture conversion into a
pixel matrix.

(ii) Step 2. 'e first layer of convolution of the pixel
matrix is to generate six feature maps.

(iii) Step 3. Subsample each feature map to reduce the
amount of data while retaining the feature maps.
Six small graphs are generated, which look similar

Figure 9: Schematic diagram of pooling.
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Figure 7: Schematic diagram of the convolution operations.

Scientific Programming 5



to the respective feature map of the previous layer,
but are reduced in size.

(iv) Step 4. 'e second convolution of six small graphs
is to generate more feature map s.

(v) Step 5. Subsample the feature map is generated by
the second convolution.

(vi) Step 6. 'e first layer is a full connection layer.
(vii) Step 7. 'e second layer is a full connection layer.
(viii) Step 8. Gaussian connection layer to generate

output results.

'e CNN internal processing formula is as follows:

(i) Part 1: convolution formula

X
i
j � f 

i∈Mj

X
l−1
i ∗ k

l
θ + b⎛⎜⎝ ⎞⎟⎠. (8)

(ii) In formula (8), Xl−1
i represents the element covered

by j l-1 layer feature graph convolution; kl
θ is the

element in the l layer convolutional kernel; b refers
to the offset; Mj is the region covered by the jth
convolution core; f(∗ ) represents the activation
function.

(iii) Part 2: pool formula

X
i
j � f μl−1

j + b . (9)

(iv) In formula (9), μl−1
j is the output obtained after

downsampling of l-1 layer image block; Xi
j is the

output of l-1 layer and the input element of l layer.
(v) Part 3: full connection formula

Y
l

� f w
l
X

l− 1
+ b . (10)

After convolution and pooling, the image output ad-
vanced features are weighted by the fully connected layer,
and the final output is obtained through the activation
function. For example, Xl− 1 is the output feature diagram of

the previous layer and wl is the weight coefficient of the fully
connected layer.

2.2.2. Handwritten Digital Image Recognition Based on KNN.
One of the simplest methods in the K-nearest neighbor
classification algorithm (KNN), which is a data mining
classification technology, is a theoretically mature method.
'e term K-nearest neighbor means that each sample can be
represented by its nearest k neighbors. 'e core idea of the
KNN algorithm is that if a sample has the k most adjacent
samples in the feature space belong to a certain category, the
sample also belongs to this category and has the charac-
teristics of samples on this category. KNN is a commonly
used opponent to write numbers to identify classification. A
simple version of the algorithm is easily implemented by
calculating the distance from the test examples to all stored
examples, but it is massive for large training sets. Even for
large datasets, the KNN is computationally tractable by using
an approximate nearest neighbor search algorithm. Many
more recent neighbor search algorithms have been proposed
over the years. 'ese are often designed to reduce the
number of distance assessments actually performed. Eu-
clidean distance, Manhattan distance, Minkowski distance,
and cosine distance are as follows:

Part 1: Euclidean distance is as follows:
'e Euclidean distance was taken as a distance measure,

but this applies only for continuous variables

d �

�������������������

(x1 − y1)
2

+(x2 − y2)
2



. (11)

Distance of the n-dimensional space is as follows:

d �

����������������������������������

(x1 − y1)
2

+(x2 − y2)
2

+ · · · +(xn − yn)
2



�

�����������



n

i�1
(xi − yi)

2




.

(12)

Part 2: Manhattan distance is

d � |x1 − y1| +|x2 − y2|. (13)

Figure 12: A visual interface for the complete workflow.
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Part 3: the Minkowski distance
For two points x and y in n-dimensional space, the

Minkowski distance between two points x and y is as follows:

d � p

���



n

i�1




|xi − yi|
p

, (14)

where p represents the dimension of the space, the Man-
hattan distance when p� 1, the Euclidean distance when
p� 2, and the Chebyshev distance when p tends to infinity.
'en, the Chebyshev distance between two points is the
maximum of the absolute difference in the coordinate values
between the two points

max(|x1 − y1|, |x2 − y2|). (15)

3. Design and Implementation

3.1. Install. OpenCV is a library file established by Intel in
1999. With the development of recent years, OpenCV has
developed into an open source cross-platform computer
vision library, with very good compatibility and perfectly
compatible with Linux, Windows, and Mac OS operating
systems. 'e OpenCV provides a transparent interface for
the Intel. 'ere is a special optimized processor APP library
where OpenCV automatically loads some database during
startup. After the anaconda environment is installed, the
configured Anaconda Navigator has integrated various li-
brary files. OpenCV can use python as the programming
language. After Anaconda Navigator installs the OpenCV
library files, the call of OpenCV can be completed with
anaconda built-in software. We open the anaconda built-in
software Spyder or Jupyter Notebook (TensorFlow) and
enter import cv2 as cv. No error code produced that the
OpenCV installed successfully. Figure 13 is the Installed
Anaconda Navigator interface diagram.

3.2. Programming Language—Python. 'e birth of Python
language perfectly solves the deficiency of ABC language and
also completes the function that ABC language does not
have. It can be said that Python has developed from ABC,
and countless ABC speakers have turned to the embrace of
Python. Today, Python has developed into one of the most
popular computer languages in the world. Even in some
countries, Python language learning has joined the local
primary school students, enough to show the popularity of
Python. Using the Python has the following features:

(i) Concise and readability
(ii) Good scalability
(iii) Completely free

3.3. Handwritten Number Recognition System

3.3.1. KNN Handwritten Number Recognition Method.
KNN is an instance-based learning, or local approximation
and delayed learning, delaying all computations into

classification.'e K-nearest neighbor algorithm is one of the
simplest machine learning algorithms.

3.3.2. CNN Handwritten Number Recognition Method.
As a commonly used classical machine learning algorithm,
CNN has been proposed and studied since forty years ago.
Some experts have proposed the classical CNN architecture,
demonstrated the potential of deep structure in feature
extraction, and made major breakthroughs in image rec-
ognition tasks, setting off a wave of in-depth learning re-
search boom. Convolutional neural network, as an existing
deep structure with certain application cases, has also
returned to people’s vision for further research and appli-
cation. Practice has proved that the accuracy of CNN net-
work structure in handwriting digital recognition system is
ideal and can basically meet the actual needs.

3.4. System Design and Implementation

3.4.1. System Construction. We install anaconda prompt in
Anaconda Prompt, use Anaconda to create a virtual envi-
ronment with Python version 3.6 by entering command line
conda create-n TensorFlow python� 3.6, and install CPU
version TensorFlow 2.0.0 with command line pip install
TensorFlow 2.0.0. We will import all the modules required
to train the model, wait for them to download and install the
corresponding library, and test the TensorFlow with the
following code to verify that the installation of the Ten-
sorFlow is successful, as shown in Figure 14.

Computational results.
'is means that the TensorFlow environment has been

successfully built. Code running diagram is shown in
Figure 15.

'e programming software used is Spyder, a cross-
platform, scientific computing integrated development en-
vironment using Python language. Writing code with this
editor has many advantages, and it is convenient to import
libraries. 'is is a digital recognition task. 'us, there are 10
numbers (0 to 9) or 10 categories to be predicted. 'e
prediction error is reported using Python.

3.4.2. Sample Selection. 'e sample is a simple and practical
computer vision dataset, MNISTdataset, which contains the
image set of handwritten numbers as shown in Figure 16.

Implementation with
“mnist� input_data.read_data_sets
(‘MNIST_data’,one_hot�True)” code.

A total of 60000 training data images in the MNIST
dataset can be used to train the model, and 10000 test data
images to test the recognition accuracy, each at 28 ∗ 28
pixel. Each pixel can be represented by a single grayscale
value. 'e dataset was constructed from a number of
scanned document datasets available from the National
Institute of Standard Technology (NIST). 'is is where the
dataset names originate, such as the modified NIST or
MNIST datasets. Digital images are obtained from various
scanned documents, standardized, and centered. 'is makes
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it an excellent dataset for evaluatingmodels, allowing developers
to focus on machine learning with very little data cleaning or
preparation. Each image is a square of 28∗ 28 pixel (total of 784
pixels). Standard partitioning of the dataset was used to evaluate
and compare the models, where 60,000 images were used to
train themodel, while a separate set of 10,000 imageswas used to
test the model.

3.4.3. Model Construction. KNN mode
'e sample is a simple and practical computer vision

dataset, MNIST dataset, which contains the image set of
handwritten numbers:

(i) Step 1. Load data.

(ii) Step 2. Data preprocessing.
(iii) Step 3. Calculate the distance between the test data

and each training data.
(iv) Step 4. Sort it by the increasing relationship of the

distance.
(v) Step 5. Select the K points with the smallest

distance.
(vi) Step 6. Determine the frequency of the previous K

points.
(vii) Step 7. 'e most frequent category among the

first K points was returned as the predictive clas-
sification of the test data.

CNN model
'emodel is constructed based on the basic architecture

of the convolutional neural network.'e convolutional layer
is responsible for extracting features, the sampling layer is
responsible for feature selection, and the fully connected
layer is responsible for classification.

(i) Step 1. Load the data.
(ii) Step 2. Data preprocessing: dimension adjustment.
(iii) Step 3. Convolutional layer for convolution oper-

ation: the convolution kernel is generally initialized
in the form of a random decimal matrix, and the
convolution kernel will learn reasonable weights.

(iv) Step 4. Pooling layer: a single pixel is used to replace
the neighboring multiple pixels on the original
image to maximum sample the data and retaining
features while greatly simplifying the complexity of
the model and reducing the parameters of the
model.

(v) Step 5. Full connection layer: we integrate the
distributed features together and output them as a
value, greatly reducing the impact of feature

Figure 13: Installed Anaconda Navigator interface diagram.

import tensorflow as tf
tf.compat.v1.disable_eager_execution ()
hello = tf.constant ('hello, tensorflow')
sess= tf.compat.v1.Session ()
print (sess.run (hello))

Figure 14: Validation.

import tensorflow as tf
tf. compat. v1. disable_eager_execution ()
hello = tf. constant (’hello, tensorflow’)
sess= tf. compat. v1. Session ()
print (sess. run (hello))

b’ hello, tensorflow’

>>>
>>>
>>>
>>>
>>>

Figure 15: Code running diagram.

Train-images-idx3-ubyte (Training data images-60000)
Train-labels-idx1-ubyte (Training data-label)
T10k-images-idx3-ubyte (Test data images-10000)
T10k-labels-idx1-ubyte (Test data -label)

Figure 16: Image set of handwritten figures.
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location on classification. 'e fully connected data
have its own weight, and the sum of their own
weight product is the probability of the original
image identification.

(vi) Step 6. Start the training, find the error between the
output value and the target value when the error is
greater than the expected value, send the error back
to the network, successively to obtain the error of
the full connection layer, low sampling layer, and
convolution layer. 'e error of each layer can be
understood as the total error of the network, how
much the network should bear; when the cycle
iteration reaches the set cycle after the training.

(vii) Step 7. Return the prediction results.

'is chapter mainly introduces the library file OpenCV
of image processing and then introduces Python, a language
that can be invoked by OpenCV, and finally returns to the
design requirements of this graduation design and describes
the design and implementation of TensorFlow for the
workflow of KNN and CNN.

4. Training Process and Results

4.1. Deep Learning and Training Process. KNN training
process is shown in Figure 17.

KNN model first read test sample data, calculate the test
data and the training data, sort the distance from small to
large, select the smallest K points, determine the frequency
of K point category, select the highest frequency category as
prediction classification, and finally output classification
results.

CNN training process is shown in Figure 18.
'e CNN model first reads the test sample data; extracts

the data features, updates the weight, convolutional layer,
and pooling layer; and finally reaches the full connection
layer. After judging the training cycle, it ends the training
and finally outputs the classification results.

Training data for the CNN and KNN models are shown
in Table 1.

Due to the low recognition rate of the convolutional and
pooling layers, there are lag and crash phenomena due to the
computer configuration problem. 'erefore, in order to
improve the recognition rate, it is decided to add a con-
volutional layer and a pooling layer into two convolutional
layers and pooling layer. 'e training data are as shown in
Table 3.

After adding a convolutional layer and a pooling layer,
the program operation speed slowed down significantly. It
took 20minutes for cycle iteration and 30 cycles for cycle
iteration for nearly two hours, but the recognition rate was
significantly improved.

4.2. Realize the Whole Process

4.2.1. Training and Preserving the Model. After the con-
volutional neural network framework is built, the keeper
saver is defined, and the trained model is saved with saver
after the training completion.

Definition:saver� tf.train.Saver()//saver.
saver.save(sess,’/home/XXX/learning_tensorflow/form/

model.ckpt’)//Save the model/Fill the save address of the
model in quotes.

'e model is obtained as shown in Figure 19.

4.2.2. Image Preprocessing.
(1) Step 1. Select the image
(2) Open the handwritten digital image of the computer,

as shown in Figure 20.
(3) It can be seen from the above that the handwritten

digital pictures that can input the convolutional
neural network requires that the pixels of these
pictures are 28 ∗ 28, while the pictures to be
identified are often greater than 28∗ 28 pixels and
do not meet the requirements, so appropriately re-
duce the images to be processed into the same format
as the MINIST dataset.

(4) Step 2. Processing method

'e imread function comes with grayscale image
reading, and the imread function reads in grayscale
image.

Start

Read the test sample data

The distance between the test data
and each training data was calculated

Sort the distances from small to large

Select the K points with the smallest
distance

Determine the frequency of the
former K spots

The most frequent category was used
as the prediction classification

Output of the classification results

end

Figure 17: Flow chart of KNN algorithm training.
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Counterphase grayscale diagram, reversing the
black and white threshold with access pixel and
processing pixel by pixel.
Using the threshold function, the reverse-phase
binarization image is performed.
Use the rank scanning method to find out the
digital border to determine the specific location of
the number.
'e filled pixels were resized to 28∗ 28 pixels and
finally processed into the same format as the images
in the MNIST dataset, as shown in Figure 21.

(5) Step 3. Adjusted model

[saver.restore(sess,”C:/Users/Desktop/demo/mod-
el.ckpt”)//Call the trained model].

We import the handwritten digital pictures processed by
OpenCV into the neural network model, run the test.py
program, and identify the results. All the test pictures are
shown in Table 4.

checkpoint

model.ckpt.data-00000-of-00001

model.ckpt.index

model.ckpt.meta

Figure 19: A well-trained model.

Figure 20: Images to be processed.

Start

Read the test sample data

Extract data features

Update weights

Convolutional layer 1

Convolutional layer 2

Pooling layer 1

Pooling layer 2

Fully connected layer

Is the training cycle
sufficient?

Yes

End

No

Figure 18: Flow chart of CNN algorithm training.

Table 1: Recognition rates at different K values and training set
sizes.

K 2 3 4 (%) 5 (%)
5000 training images 89% 92% 88 92
10000 training images 91% 96% 94 94
'e convolutional neural network training results with only one con-
volutional layer and one pooling layer are as shown in Table 2.

Table 2: Recognition rate at the different number of cycles of the
CNN.

Cycle index 100 (%) 200 (%)
Discrimination 82 90

Table 3: Recognition rate at different cycles of CNN convolved by
two layers.

Cycle index 5 (%) 30 (%)
Discrimination 88 99

Figure 21: 'e processed image.

10 Scientific Programming



After the analysis, it was found that only the picture “4”
in the above table was wrong, and all the others were correct,
so that the task of this graduation design was successfully
completed.

5. Conclusion

'is graduation innovation point includes the following
three parts:

(i) Part 1: 'e title of the graduation design is the
handwritten digital picture research based on con-
volutional neural network, but the relatively simple
KNN algorithm and CNN algorithm are easy to
achieve, highlighting the advanced aspects of con-
volutional neural network. Learning deep learning
from different angles can more intuitively understand
the advantages of convolutional neural network in
image recognition. Choosing KNN algorithm is to
better understand the idea of K-nearest neighbor
method. At the same time, several algorithms are also
helpful to learn Python programming language.

(ii) Part 2: It really realizes the recognition of hand-
written digital pictures, not just an accuracy, but the
real identification of a written digital picture, the
more practical graduation design requirements, can
make students interested, and the boring accuracy is
not intuitive and too theoretical.

(iii) Part 3: Really introduced OpenCV technology, with
OpenCV to process pictures so that the measured
pictures are not subject to 28∗ 28 pixels require-
ments, and any pictures after OpenCV processing
can be imported into the built neural network
framework [26].

Data Availability

'e dataset can be accessed upon request.
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Nowadays, the development of online college education is in full swing, and various online college education platforms have also
sprung up. �e development of technology has made these online platforms more and more powerful, escorting the continuous
development of online education. Colleges and universities, as the main front for the cultivation of high-quality talents in my
country, have already introduced large-scale online courses into education and teaching, enriching the teaching content, and
expanding the teaching form. In the face of new technical means and abundant online education resources, the teaching quality of
online classrooms in colleges and universities is so low, which deserves our further re�ection. For a long time, the e�ect of online
classroom teaching in colleges and universities has been closely concerned by the academic community, but most of them start
from external factors, ignoring the internal relationship of online classrooms. Clarifying the complex relationships in the online
classroom �eld of colleges and universities and clarifying the rules of habitus and capital operation in the online classroom �eld of
colleges and universities are the intrinsic motivation and important source to stimulate the vitality of the online classroom �eld of
colleges and universities and improve the quality of teaching. By grasping the essence of classroom teaching and analyzing the
inherent characteristics of the online classroom �eld, this research intends to clarify the proper state of the online classroom �eld,
and to explore the reasons why the current online classroom �eld function has not been fully realized, so as to �nd the depth of
college education.

1. Related Introduction

�e development of information technology has revolu-
tionized the way and in�uence of information dissemination
time and time again, and subsequently caused changes in
social organization, management methods, economy, and
industrial structure. �ese changes have a subtle impact on
all aspects of people’s lives. With the acceleration of the
modernization of education, the application of online
technology in the �eld of education has become more and
more extensive. Colleges and universities are the main
positions for talent training, and online classroom teaching
has gradually become a new normal teaching method.
However, many studies have shown that the teaching e�ect
of online classrooms in colleges and universities is not
satisfactory. �ere are still many problems. �ese series of

problems are not only external factors but also internal
factors that cannot be ignored. �erefore, using the �eld
theory to analyze the problems existing in the online
classroom �eld of colleges and universities from the per-
spective of internal relations is of great value to improve the
teaching e�ect of online classrooms in colleges and uni-
versities and the quality of online education in colleges and
universities.

As an existing form of classroom, online classroom is
mainly characterized by breaking the time and space con-
straints of classroom teaching.�e research and analysis of it
has certain limitations. But in the sense of space, in the
process of classroom teaching, teachers and students are in
di�erent positions of power due to the di�erence in the
mastery of cultural knowledge between teachers and stu-
dents, thus forming a complex relationship network, which
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is not in line with the field theory. In this relational network,
there are specific logical rules that both teachers and students
should abide by. *is logical rule aims to promote the flow
and reproduction of cultural capital between teachers and
students, which is exactly what the online classroom should
be.

Field is a relational theory that aims to study the
relational workings between actors within the field. In
the normalized classroom field, teachers and students are
in the same physical field, and the connection in the field
is very easy to construct. Teachers can control the power
in the classroom by virtue of their own cultural capital.
Students because of their culture, the relative weakness of
capital can only agree with the rules within the classroom
field. In the process of classroom teaching, teachers can
timely and accurately observe students’ learning status,
communicate and interact with students, and adjust
teaching content and methods so as to attract students to
“enter,” supervise their “presence,” and avoid students’
“absence.” At the same time, according to the view of
situationism, learning activities cannot be separated
from learning situations, and different learning situa-
tions will have different degrees of influence on the effect
of teaching. In the normalized classroom field, students
are in the same physical space, and their behaviors will
definitely be influenced by other students around them
and be driven into learning activities, so that most
students can abide by the rules of the field and participate
in cultural capital. *e constraints of time and space are
broken, teachers and students are in an abstract social
space, and it is difficult for teachers to grasp the learning
status of students in a timely and accurate manner. In the
context of collective learning, it is also difficult to in-
tegrate into classroom learning; on the other hand, due to
the abundance of online course resources, students have
more power in the choice of knowledge, teachers’ power
in the classroom is also weakened, and students have the
ability to learn independently [1–10].

However, due to the fact that the relationship be-
tween teachers and students and their respective roles in
the online classroom field of colleges and universities
cannot be timely transformed from the normalized ed-
ucation field, the teaching methods of teachers and the
learning methods of students still maintain the nor-
malized classroom field habit in. *e unclear relationship
between teachers and students and the mismatch of
habitus and other factors have caused various problems
in the online classroom field of colleges and universities,
and the field cannot function normally, resulting in low
quality of online classroom teaching. How to clarify the
internal relationship of the online classroom field of
colleges and universities, form a healthy online class-
room field of colleges and universities, and make the
functions of the online classroom field of colleges and
universities really play, is the main problem to be solved
in this research.

2. Related Work

In today’s increasingly popular online teaching, due to the
change of teaching mode, the teaching behavior of teachers
in online teaching has undergone great changes compared
with traditional teaching. On the basis of comparative
analysis of teachers’ teaching behavior in traditional
teaching and teachers’ teaching behavior in network
teaching, Liu Fanhua found that traditional classroom
teaching is teacher-centered, and teachers’ teaching is the
main way for students to acquire knowledge. In the process
of classroom teaching, teachers control the rhythm of the
entire classroom, and teachers supervise students’ learning
behaviors to ensure that students carry out learning activities
under the guidance of teachers; however, in online teaching,
due to the openness of online platforms and learning re-
sources, students can choose the content of learning by
themselves, build knowledge in advance through the addi-
tion of interest, become the protagonist in the classroom,
and the teacher becomes the facilitator in the classroom,
which is more in line with the current student-based edu-
cation and quality education requirements. Francescucci
conducted an experimental study on two modes of online
video teaching and class teaching in 2013 and 2018, re-
spectively. In the 2013 experiment, because students did not
understand the online video teaching mode, one-third of the
students said they were unwilling to do so. Learning is
carried out online, but in the 2018 experiment, it was found
that the effect of online video teaching and class teaching was
equivalent, and there was no significant difference between
students’ participation and final grades. Faulconer set up
four modes in one course for experimentation, which are
class teaching, online asynchronous, online synchronous,
and remote video. *e test results show that the teaching
effect is not much different, but the dropout rate of asyn-
chronous online classroom is slightly higher than that of the
other three forms. Skylar explored the teaching effect and
student satisfaction of online teaching and face-to-face
teaching, and found that students’ grades in face-to-face
teaching were slightly higher than online teaching, and
nearly four-thirds of students also expressed a preference for
face-to-face teaching [11–14].

Most of the existing studies take the field as the theo-
retical perspective and use the field habitus to analyze the
specific problems in the online classroom, such as the in-
teraction between teachers and students in the field of online
teaching in colleges and universities, and the learning field of
management flipped classroom. By sorting out related re-
search studies in the field of online education, this study
found that the above research mainly takes the specific form
of online classroom as the research object. By grasping the
essence of classroom teaching and analyzing the inherent
characteristics of the online classroom field, this research
intends to clarify the proper state of the online classroom
field, and to explore the reasons why the current online
classroom field function has not been fully realized so as to
find an optimization path.
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3. Behavioral Scenarios of Online Classrooms
and Analysis of College Students’
Demand Behaviors

3.1. Behavioral Scene Construction of Online Classroom.
As well as the theory of embodied cognition based on
Merleau-Ponty’s embodied phenomenology, the theoretical
sources of these two aspects become the theoretical support
for the research on the online classroom user behavior
model in this study. *rough “scenario construction” to
restore the user’s real use scene or simulate the user’s
mentality, then in the field construction, it is to connect the
original realm of the experience and the user’s present, and
finally make the immersive experience and meaning happen
[15].

*e realm of the online classroom is to build a private
space of one’s own, in which class tasks and thinking ac-
tivities can be effectively completed. *e inspiration of this
study from Heidegger’s field theory is to return to the
original classroom environment, allowing users to complete
the construction of experience and meaning in a focused
situation, under the synthesis of their own apperception or
body schema. *erefore, the first step of construction is to
help him move towards the realm and connect the
immersive scene.*e second step is to help him focus on the
task flow of the target interface through sensory design.
Figure 1 shows the framework of the classroom behavioral
scene model research.

3.2. Construction of Fielded Embodied Behavior Model in
OnlineClassroom. On the one hand, the fielding theory puts
forward the hypothesis of the learning experience model of
“formal display-practice-comprehension.” On the other
hand, learning experience is both a learning cycle process
and an experience cycle process. Users recognize and learn
from experience. According to the observation and inter-
view of classroom learning, and derived from the theory of
embodiment, the process model of the fielded embodied
behavior in the online classroom is finally determined,
which are physical participation, experience meaning, re-
flection (self-examination) [1], situational motivation
(motivation) [2],. physical participation [3], experience
meaning [4], reflection (self-examination) [5], and coop-
eration [16].

3.3. *e “SHDD” Positioning of Online Classroom Experience
Based on the Phenomenological Perspective

3.3.1. Establishment of “SHDD” Positioning for Online
Classroom Experience. “Outer experience” and “inner ex-
perience” together constitute “one experience.” Dewey be-
lieved that “an experience” has no “ dead center,” that is, the
“outer experience” and “inner experience” will not be
suddenly interrupted. *e user’s combination of “external
experience” and “internal experience” determines the quality
of “one experience.” *is study proposes to use the ratio
(qualitative) of “inner experience” to “outer experience” to

locate a student’s experience. Internal experience: external
experience ≥1, indicating that the final experience is beyond
expectations (full expectations); internal experience: exter-
nal experience <1, indicating that the final experience is
lower than expected (vacant expectations). On this basis, this
study further proposes an experiential “SHDD” orientation.
*e two poles of the ordinate are “inner experience: outer
experience ≥1” and “inner experience: outer experience <1.”
*e abscissa is examined from the dimension of frequency,
and the two poles are “ Occasinally “ and “Frequently,”
respectively. *is results in four quadrants. When the user’s
internal experience: external experience ≥1 occurs for the
first time, it brings a sense of surprise to the students and
gains a trustworthy group of students. When the user’s
internal experience: external experience ≥1 often occurs, it
brings students a sense of happiness and gains a loyal student
group. When the user’s internal experience: external ex-
perience <1 occurs for the first time, it will bring students a
sense of disappointment and gain a tired student group.
When the user’s internal experience: external experience <1
often occurs, it brings students a sense of deception and
gains a disgusting group of students. Trusting and loyal
student groups will further lead to good teacher reviews,
while bored and disgusting student groups may lead to bad
teacher reviews, specifically as shown in Figure 2 [17].

3.3.2. Experience Containers in the Classroom. *e simple
process of predetermining a purpose-achieving a purpose
does differentiate an “experience” from a piecemeal expe-
rience, but it is not a sufficient measure of the quality of
purpose-completion, i.e., how good or bad it is. Taking
“classing” as an example, the preset purpose of “classing” did
not include key factors such as course content, whether to
procrastinate in class, teacher attitude, etc., which led to the
fact that although students completed the purpose of
“classing,” they felt this “one experience” is in short supply.
In other words, there is no system for describing how good
or bad “an experience” is. After all, the expected con-
struction is multilayered, so it is necessary to re-examine “an
experience” from the perspective of body metaphor. As “an
experience” experience, like “substance” “event” “behavior”
and “ state ” become the object of physical metaphor.
*erefore, this study proposes to take experience as the
object of body metaphor and construct a conceptual con-
tainer with inner-outer orientation from the genetic level.
*is is an experience “container” with the behavior of en-
tering the classroom as the turning point. *e experience
before entering the classroom is the experience outside the
container, which is called the “external experience”; the
experience after entering the classroom is the experience in
the container, which is called the “internal experience” [18].
*e “EEI model” divides the process of experience into three
stages: expectation, event, and impact. It is essentially a time
model that explores how the experience occurs in the time
dimension and its follow-up. But all time models have their
limitations. On the one hand, from the physical dimension,
the time model cannot show the obscurity of the product or
service to the user’s final experience; on the other hand, from
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the philosophical dimension, any experience occurs in time
and time. In the intuitive form of space, the “experience
container” proposed in this study is not only based on time
but also emphasizes the shielding effect of the spatiality of
experience on people’s intuition.

4. Design of Online Classroom Experience
Based on Field Theory

4.1. Establishment of a Situation Description Swimlane
Diagram. Swimlane diagram is a Unified Modeling Lan-
guage (UML) activity diagram designed to show the ac-
tivities of different characters at the same time. In 2007,
Yvonne Shek of nForm Company modified the Unified
Modeling Language activity and invented the Scenario
Description Swimlanes [1]. Scenario description swimlane
diagram describes the various behaviors of multiple
participants (students, teachers, family members, etc.) in a
series of activities in the online classroom, making the
results more intuitive and clear, and this overall analysis is
compared to the simple addition of each part better re-
sults. *e swimlane diagram in the online classroom
scenario includes storyboards, resources, user experience,
target process, tool contact requirements, and pain points,
as shown in Figure 3 [19].

According to the situation description swimlane dia-
gram, the situation space of online classroom users is drawn,
as shown in Figure 4.

4.2. Building a User Journey Map. *e process of the tra-
ditional offline classroom is as follows: check the time and
place of the class-on the way to the classroom-check in and
punch in (or have)-find a seat-open textbooks, handouts and
other school supplies-listen to the class-take notes-discuss
with classmates between classes (or)-be called to answer
questions (or yes)-record coursework-leave class-pack
school supplies-leave the classroom. Among them, the
classroom acts as a space medium that brings together
teachers and students. For students and teachers, it is a
temporary residence, and the bell of the get out of class will
always ring. [20,21].

*e class process of the existing online classroom
products is as follows: the teacher notifies the class in the
class group when the class will take place. When the time
comes, the teacher will drop a Tencent conference meeting
number or link to the group, or invite the whole class to join
the live broadcast on the corporate WeChat. After the
teacher entered the meeting, he shared his screen to explain
the PPT for lesson preparation, and the students took notes
while listening to the class. After the course is over, everyone
will leave the conference live room. *e students then
communicate and collaborate with the classmates in the
group on WeChat or other communication tools to com-
plete the homework. *is process is inconvenient. Everyone
is distributed in different parts of the country. A collabo-
rative tool group with online classrooms as the carrier be-
comes very necessary.

In the traditional service blueprint, the direct interface
between products and services and users is called the op-
eration interface.*e interface not only refers to the human-
computer interaction interface of the mobile phone screen
or computer window in the narrow sense, but actually covers
the direct or indirect contact between products and services
and users. Mr. Dai Fupping proposed generalized interface
and full-contact design thinking based on Husserl’s spatial
intuition.*at is to say, the contact is not only performed on
the specified contacts, but also contacts outside the specified
contacts. Non-contacts also become contacts through

A study on the experience
Behavior scenario of cloud

classroom

�eoretical support:
Phenomenological field
Construction and embodied
theory

Behavioral scenario
model

In-depth classroom behavior
observation

Figure 1: Research framework of classroom behavior scene model.

Inner experience
— ≥1

Outside experience

Inner experience
— ≤1

Outside experience

frequentlyFirst time

Surprise, trust Happiness, loyalty

deceptive, disgustDisappointment boredom

AN
EXPERIENCE

Figure 2: *e “SHDD” orientation of a student’s experience.
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contact, so they are actually full contacts. *is is actually
because Mr. Dai Fuping took human freedom into con-
sideration in the design at the philosophical level. *e
subjective initiative of human freedom cannot be ignored.
Do not regard the user as a number or symbol in an
equation, but consider that he is a person with essential
intuitive ability. *erefore, in the apperception of this es-
sential intuitive ability, non-contact points may also become
contact points, as shown in Figure 5.

Restored to the specific online classroom scene, the
apperception of this essential intuitive ability of people is
reflected in the specific scene. *e generalized interface
includes not only the software interaction interface of the

class but also the interface background or background in-
terface formed by the desks and chairs in the space where it is
located. Not only that, the head-mounted hardware in this
design is in contact with the user’s scalp to form a body
interface, and the touch panel is adjusted to form an in-
teractive interface with fingers. *ese interfaces will be
composed of a series of experience touch points, such as the
elasticity of the head beam, the texture, and agility of touch.

4.3. Building an All-Touch User-Other Interface. Turning to
the other (derAndere), that is, the subject of the full-contact
and generalized interface with other people in this space is
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replaced, such as the user’s parents, friends, and even pets.
What potential touchpoints will they have with the product
or target user in this common field ? *ese things that
traditional designers choose to ignore can actually be taken
into account, because we cannot design a person completely
separated from his real-life scenes and characters. If the
touch points of the people around the user can be taken into
consideration, it will eventually bring about changes in the
way people communicate with each other. *e product as a
carrier becomes a dual interface, which is the interface of
“Möbius strip.” Different people’s interfaces can produce a
meeting point, instead of connecting users with other
people’s space or resources through a product. Taken apart,
this is an “onion” interface, as shown in Figure 6. *e dual
interface proposed in this study is to use the product as the
medium to bring people in this space into the category of
experience design.*is is different from the previous contact
points above, which are not only the contacts of a certain
person, but the full-user, full-contact, or full-consciousness
contact in the true sense. Improvements in the way people
interact with each other in the spatial field can be achieved
through this dual interface.

Under the guidance of the design thinking of all-con-
sciousness and all-contact, this research integrates the po-
tential interaction interface of family members and the target
interaction interface of students into a system and at the
same time as the object of experience design, forming a
“student user as the main body of operation.” “Online
operation interface,” “offline operation interface,” and
“other interface” with family members as the main body. In
order to enable target users to obtain an immersive online
and offline operating experience without being disturbed by
others, it is necessary to study the behavioral scenarios of
others and design the interface of others so that others can
operate in this field. Get the feedback they should have, and
then guide them to make the right behavior, as shown in
Figure 7.

By establishing different behavioral scene models, the
interface systems of different roles are not mechanically
integrated so that the target users have an immersive class
experience. According to the different types of touchpoints,
this study divides the touchpoints into the following types:
visual touchpoints, physical touchpoints, and interactive
touchpoints. And incorporate different types of touchpoints
into the appropriate interface.

4.4. Main Product Modules and Experience Service System

4.4.1. Class Module. *e class module includes three
scenarios: before class, during class, and after class. Before
class, students can learn the specific information of this
course by entering the course details page, including
course name, instructor, course label, course outline,
teaching objectives, homework and discussion, and re-
lated training plans, and can also recommend this course
to your classmates. During class, after students enter the
class, the system automatically turns off the students’
microphones and cameras. Students can manually turn on

the microphone and camera, and can share the class ID to
add classmates. In terms of hardware, students can enter
the immersive classroom atmosphere by wearing pro-
fessional online classroom headsets. *e hardware has
microvibration energy, and by taking a pat on the avatar, a
private interaction is formed between students without
affecting the classroom environment. *ere are class
notes, drawing boards, and schedules in the classroom
recording tool. You can cancel the acceptance of class-
mates’ pats, and enable or disable the beauty function.
One of the most distinctive designs on the student side is
the curriculum. Clicking a course on the curriculum will
jump to the course details page. If you are in class, you will
directly jump to the class live page. *e traditional cur-
riculum only provides viewing; the curriculum designed
in this study provides classroom entrance. Friends can
view each other’s class schedule and learn about each
other’s class time and common courses. After class, the
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Figure 6: Family members in an online classroom scenario.
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system will automatically generate class time for users,
and a more detailed statistics will be formed every week,
such as “You have completed 290 minutes of course study
this week and participated in three courses, which is great
!” which will push some short sentences about learning
methods. *e biggest difference between the class module
on the teacher side and the student side is that the teacher
can edit and design the course content, and has more
authority to operate the classroom. For example, the
“Take a pat” function can only allow the teacher to take
pictures of the students, and the students cannot take
pictures of the teacher.

4.4.2. Collaboration-Shared Modules. Compared with the
traditional student work alone, the current student work
advocates division of labor and cooperation. In this study, an
online group module is designed on the student side of the
online classroom, which is used for students to collaborate
and discuss learning. *e truth is always clearer and clearer,
and the practice is always the best standard to verify the
theory. *is process is an effective supplement to the
classroom time. Taking the design school where this institute
is located as an example, all courses require teamwork to be
completed, and design activities pay attention to team
awareness and do not advocate fighting alone. In the existing
online classroom products, there is a lack of collaborative
design for college students. Interaction and vision over-
lapped for a period of time. At this time, visual students will
first formulate visual specifications and components, and
product students will also join the discussion. Group
members can manage their own personal plans. Everyone’s
personal plan can be synchronized to the online end in real
time and shared with team members. Each individual plan
involves other team members, forming a positive cycle of
mutual promotion. *e relationship between classmates is
not only a collaborative relationship but also a relationship
of friends. In order to avoid strong work attributes, this
study added some interesting designs to the online group,
such as today’s Whisper. *is is an anonymous truth-talking
area that can add a little fun to busy work and add some
lubricant to task-driven and sometimes tense relationships,
as shown in Figure 8.

4.4.3. Lesson Preparation and Preview Linkage Lesson
Preparation Module. Existing mainstream online classroom
products such as DingTalk, Enterprise WeChat, and Tencent
Meetings do not have modules for teachers to prepare
lessons. *eir office attributes and tool attributes are rela-
tively strong, and they attach importance to timely meeting
capabilities in product design. In the design of online classes
for college students, the teacher’s lesson preparation is very
important, which is related to the quality of the class. *is is
also designed under the guidance of all-touch design
thinking. In the previous investigation, this study found that
most of the online classes during the COVID-19 epidemic
did not have syllabuses and had a strong temporary nature.
*is results in students not knowing what to expect before
class, and therefore not knowing how to prepare. Some

difficult and systematic courses, such as advanced mathe-
matics and physics, lack of preclass preparation is very
unfriendly to students. In traditional classrooms, teachers
have difficulty in grasping the basic situation of students
during lesson preparation, and often fall into misunder-
standings. *e online classroom lesson preparation module
designed in this research solves this problem well. Taking
advantage of the timeliness of online and online sharing,
while teachers are preparing lessons, they can be shared with
class groups in a timely manner to form positive interactions
with students and get feedback on lesson preparation.
Teachers can do questionnaires, voting, and other activities
in the group, and design courses in a “personalized” style,
realizing “ personalized courses” that cannot be achieved in
traditional classrooms.

4.4.4. Software and Hardware Interaction Module. *e
software and hardware interaction module is based on the
online classroom software and hardware parts. Why in-
troduce hardware? Professional hardware is to create an
immersive classroom space, to separate students and
teachers from their environment, and devote themselves to
classroom learning and teaching. In traditional classrooms,
each course will be completed in an independent classroom.
*e function of the classroom is to isolate the classroom

Figure 8: Usability test results.

Figure 9: Software and hardware interaction.

Scientific Programming 7



from other environments and form a closed and immersive
teaching environment. First of all, as a specialized device, the
hardware can only be used on the online classroom APP,
specifically as shown in Figure 9. *is research draws on
several market-proven professional equipment, such as
iFLYTEK’s professional voice recorder and Bose’s “Sleep
Bean.” *e hardware extracts students from the home en-
vironment through noise reduction technology and then
uses sound technology to simulate the immersion brought
by the sound space of the offline classroom.

5. Conclusion

Under the process of education modernization, the de-
velopment of online education has become an inevitable
trend. As the main front of talent training and the key
implementation object of education modernization de-
velopment plans, the teaching effect of online classrooms
in colleges and universities is a problem that is generally
concerned by the current society. It is particularly nec-
essary to improve the teaching effect of online classrooms
in colleges and universities through investigation and
research. *erefore, through Bourdieu’s field theory, this
study analyzes various relationships in the online class-
room field of colleges and universities from a micro-
perspective, aiming to clarify the ideal state of the online
classroom field of colleges and universities so as to find an
optimization path and improve colleges and universities.
Combining the theoretical research of Heidegger and
Merleau-Ponty, this study proposes a “field-based em-
bodied behavior model”; through the research on the
characteristics of cloud classroom experience and the
investigation of actual needs, it proposes a “new posi-
tioning of cloud classroom learning experience.” At the
level of experience design strategy, combining the field-
based embodied behavior model and the specific design
practice form, the “experience design strategy under the
embodied scFene” is proposed; based on the new posi-
tioning of cloud classroom learning experience, “expe-
rience design for experience unmasking” is proposed..”
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�is paper designs a three-dimensional display system for intangible cultural heritage based on generative adversarial networks.
�e system function is realized through four modules: input module, data processing module, 3D model generation module, and
model output module. Two 3D model reconstruction methods are used to realize the transformation from 2D images to 3D
models. In the low-resolution Nuo surface 3D construction, multiresidual dense blocks are introduced and applied to the deep
image super-resolution network. �e experimental comparison results show that the quadratic optimization multifusion 3D
construction model proposed in this paper can achieve considerable improvement and can improve the reconstruction accuracy
by about 6.3%. In the high-resolution 3D construction of the Nuo surface, a generative adversarial network model is used to
improve the generator, discriminator, and loss function of the original SRGANmodel. Experimental results show that this method
can generate super-resolution images with more realistic and natural depth maps. In addition, when it is used for high-resolution
3D Nuo surface sculpting, it can also generate 3D voxel Nuo surfaces with more details.

1. Introduction

At present, the development status of intangible cultural
heritage projects and the protection of intangible cultural
heritage need to be improved. �e modern production and
way of life have undergone great changes, and traditional
handicrafts and artworks have been gradually replaced by
industrial products, resulting in certain di�culties in the
status quo of intangible cultural heritage projects and the life
status of intangible cultural heritage inheritors. �e biggest
problem facing intangible cultural heritage is the lack of
intangible cultural heritage. On the one hand, the intangible
cultural heritage is complicated and di�cult to learn; on the
other hand, some of the intangible cultural heritage is mostly
oral, and there is no speci�c learning carrier. To solve the
problem of the decline of national culture caused by the
reduction in intangible cultural heritage, it is urgent to use

modern three-dimensional construction technology to re-
produce the intangible cultural heritage.

�e traditional 3D construction technology uses 3D
reconstruction software to construct the target 3D, and the
construction result has high accuracy, but the use of the
software requires training of professionals and detailed data
of the modeled objects. In addition, the multi-view geo-
metric method can also be used for 3D construction [1, 2],
using multiple views to complete the fusion of di�erent
information of the target, so as to complete the 3D con-
struction of the target. However, the above methods are
di�cult to complete the three-dimensional reconstruction
and display of intangible cultural heritage.�erefore, how to
complete the 3D construction of a single RGB image quickly
and with high quality is particularly important. With the
deepening of deep learning research, deep learning models
based on CAD databases have begun to be used for 3D

Hindawi
Scientific Programming
Volume 2022, Article ID 2944750, 12 pages
https://doi.org/10.1155/2022/2944750

mailto:wjch@jit.edu.cn
https://orcid.org/0000-0002-1771-1293
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2944750


reconstruction of a single image. In 2015, Wu [3] started to
propose the 3D ShapeNets model, which utilizes deep
convolutional belief networks to learn the joint distribution
of all 3D voxels in a data-driven manner. )eir proposed
model learns the distribution of complex 3D shapes across
different object classes from raw CAD data, performing joint
object recognition and shape reconstruction from 2.5D
depth maps. Choy [4] proposed a new structure—3D re-
current reconstruction neural network in 2016, which avoids
the prior matching problem existing in traditional methods,
which is derived from a large number of A mapping of
learning objects to their 3D shapes in synthetic data sets,
using one or more images of real objects from any viewing
angle as input and 3D voxels as output. In addition, taking
advantage of the powerful ability of generative adversarial
network in image generation [5–8], more and more scholars
have begun to study the use of GAN for 3D model re-
construction. Generative adversarial networks proposed
earlier use a game-like approach to generate images from
random noise and refine them to approximate real images.
Inspired by this, Wu et al. [9] extended the 2D generative
adversarial network to 3D generative adversarial network in
2016. Gadelha et al. [10] proposed projective generative
adversarial networks, which estimated the 3D shape and
viewpoint, respectively, through the generator network to
generate a binary projection image for the projection
module and then used the discriminator network to judge
true and false. Riegler et al. [11] proposed a learning-based
deep fusion method, designed a 3D convolution model for
octree network fusion, and used one or more depth maps as
input to estimate the 3D space division, ranging from coarse
to fine. )e reconstruction resolution is increased to
128×128×128 in three steps. )e GAN-based idea uses the
discriminator to judge the reconstructed high-resolution
image and the ground truth image, which makes the gen-
erated high-resolution image closer to the real image as a
whole, has more details, and is more in line with human
visual perception.

Based on the 3D reconstruction technology of intangible
cultural heritage based on generative adversarial network,
this paper takes Guangxi Nuo surface as the research object
and introduces in detail how to design the 3D display system
of intangible cultural heritage. By establishing an intangible
cultural heritage data set, a multifeature fusion method is
used for low-resolution voxel 3D modeling, and a high-
resolution 3D model of intangible cultural heritage is
established based on a generative adversarial network.

2. Relevant Knowledge

2.1. Convolutional Neural Networks. A simple convolutional
neural network is mainly composed of three types of net-
work layers: convolutional layer with nonlinear activation
function, pooling layer, and fully connected layer, and the
basic structure is shown in Figure 1, where the small white
box represents the size of the convolution kernel. Among
them, the size of the convolution kernel can be any value
smaller than the size of the input image, and the larger the
convolution kernel, the larger the receptive field. )erefore,

the more picture information is seen, the better the features
are obtained. However, using an excessively large convo-
lution kernel will lead to a dramatic increase in model
computation, which is not conducive to increasing the depth
of the neural network. In Figure 1, the input layer takes the
pixels of the image as the feature node as input. During the
forward propagation process, the convolution kernel slides
along the width and height of the image and calculates the
convolution kernel and the dot multiplication between in-
puts. Finally, the response of the input to the convolution
kernel at each spatial position is obtained, which is called a
feature map. To make the neural network have nonlinear
fitting ability, a nonlinear activation function is usually
added to the convolutional layer. Since the increase in the
feature map after the convolution operation will lead to too
many parameters of the neural network, the pooling layer is
often used to reduce the spatial dimension of the feature
map. Finally, outputting the results through a fully con-
nected layer can accomplish tasks similar to handwritten
digit recognition.

2.1.1. Convolutional Layer. In different image processing
tasks, the input image can be subjected to convolution
operation to extract different features for processing. Dif-
ferent features can be extracted using different convolution
kernels, such as edges and contours. It is well known that the
depth of the neural network can improve the performance of
the model more than the width. In the convolutional layer,
due to the local connection and weight sharing of the
convolutional layer, the parameters that the neural network
needs to learn are greatly reduced, which is also conducive to
designing a larger neural network to handle more complex
tasks. In a convolutional neural network, for an input image
X, its convolution is defined as follows:

s(i, j) � (X∗W)(i, j) � 
m


n

X(i + m, j + n)W(m, n). (1)

Among them, W is the convolution kernel, X and W are
both two-dimensional matrices, (i, j) represents the two-
dimensional matrix coordinates, and W(m, n) represents
the weight at the convolution kernel (m, n). Figure 2 is a
schematic diagram of a simple convolution. In Figure 2, the
convolution kernel calculates the value of 9 pixels on the
input image at a time, and then, the sliding step size moves
one unit to the right or down, respectively. Finally, the
convolution kernel traverses the entire input image to obtain
a 2× 2 output feature map.

2.1.2. Pooling Layer. )e introduction of the pooling layer
imitates the human visual system to reduce the dimension
and abstract the input object, and the use of the pooling layer
can retain the main features of the image and reduce the
parameters of the model, which can also reduce the degree of
overfitting of the model to a certain extent and improve the
generalization ability of the model. In addition, the pooling
layer can make the model pay more attention to a certain
feature present in the image rather than the location of the
feature.
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�e max-pooling layer is one of the most commonly
used nonlinear pooling functions. �is pooling operation
divides the input image pixels into multiple sub-pixel re-
gions and then takes the maximum pixel value of each sub-
pixel region as the output. Suppose the size of the convo-
lution kernelW is p × q, the stride is s, and the input x is an
m × n matrix, and then, the maximum pooling layer is
calculated as follows:

y(i, j) � max[x(i × s + r, j × s + k)],

r � 0, 1, · · ·p − 1,

k � 0, 1, · · · , q − 1,
i≤ (m − p)

s
,
j≤ (n − q)

s
.

(2)

�e pooling operation is shown in Figure 3. In Figure 3,
max pooling is computed using a �lter of size 2× 2 with a
stride of 2. Comparing the calculation results with the input
image, it can be seen that the data are reduced by 75% after
the max-pooling layer.

2.1.3. Fully Connected Layer. Each layer of the fully con-
nected layer is composed of many neurons, and each neuron
is connected with each neuron in the previous layer to in-
tegrate the previously extracted features.�e essence of a fully

connected layer is to transform one feature space into another
feature space. To improve the performance of the neural
network, the fully connected layer uses a nonlinear activation
function. Due to its own characteristics, the use of fully
connected layers can lead to a dramatic increase in the pa-
rameters of the model. �erefore, the general convolutional
neural networkmodel uses one ormore fully connected layers
after the convolutional layer and the pooling layer.

2.1.4. Activation Function. In neural networks, activation
functions usually refer to functions that can achieve non-
linear mapping.�emain function of the activation function
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is to add nonlinear factors, so that the neural network can
approximate any nonlinear function and solve the defect of
insu�cient expression ability of the linear model. Several
commonly used nonlinear activation functions are as fol-
lows: sigmoid function, tanh function, ReLU function and its
variants, and Swish function.

(1) Sigmoid Function. �e sigmoid function is a common
activation function, and its mathematical expression is as
follows:

f(x) �
1

1 + e−x
. (3)

�e sigmoid function can make the output smooth and
continuously limited in the range of 0∼1, which is close to linear
in the region of the input near 0 and nonlinear in the region far
from 0.�e result tends to be 1 for large positive numbers and 0
for large negative numbers. It is precisely because of the ex-
istence of its saturation region that the gradient of the input at
both ends of the function is almost 0, causing the gradient to
disappear. In addition, because the output value of the sigmoid
function is not centered at 0, the model convergence is prone to
oscillation during back propagation.

(2) ReLU Function.

f(x) �
x, x> 0

0, x≤ 0
.{ (4)

�e ReLU function is equivalent to f(x) � max(0, x),
the output below the threshold is 0, and the output above the
threshold is linearly invariant. Experimental results show
that the ReLU function converges 6 times faster than the
tanh function [12]. However, ReLU may update the weights
to positions that are never activated again due to excessive
gradients during training. Also, setting the learning rate too
high may cause most of the neurons in the network to not be
activated. To solve the possible vanishing gradient of the
model due to the negative value problem in ReLU, a series of
variants are proposed, such as leaky ReLU [13]. When x< 0,
the input is multiplied by 0.01 as the output, and the
mathematical formula is as follows:

f(x) �
x, x> 0

0.01x, x≤ 0
.{ (5)

2.2.GenerativeAdversarialNetworks. Generative adversarial
networks (GANs) were �rst proposed by Goodfellow et al. in
2014 [14]. �e generative adversarial network is di�erent
from the traditional convolutional neural network. It uses

two neural networks to play a game to train the neural
network. GAN consists of a generator and a discriminator.
�e basic model is shown in Figure 4. First, the generator
network generates the corresponding target data from the
input data. �en, the discriminant network judges whether
the data from the generator network are real or fake after
learning the knowledge of the real data. To generate more
realistic target data to deceive the discriminator, the gen-
eration network needs to continuously optimize its gener-
ation ability. �e generation network and the discriminant
network optimize each other in the process of continuous
confrontation and �nally make the whole network reach the
Nash equilibrium. As the discriminator network approaches
the optimal solution, the generator network also approaches
the minimum.

Currently, GANs are commonly used in image gener-
ation tasks and 3D object reconstruction tasks. �e standard
GAN objective function can be described as follows:

min
G

max
D
V(D,G) � Ex∼pdata(x)[log D(x)]

+ Ez∼pz(z)[log(1 −D(G(z)))].
(6)

2.3. 3D Construction Based on Voxel Representation. At
present, in the three-dimensional construction model of the
image, the encoding-decoding architecture is generally used.
�e encoding stage in this architecture can use di�erent
encoders, and similarly, the decoding part in the decoding
stage can also use di�erent neural network-based decoders.
In the decoder stage, the voxel-based 3D decoder decodes
the feature vector to generate a A 3D shape represented by a
voxel. Because of the regular 3D decoder, which needs to
convolve each voxel position in the 3D volume, the network
computation time andmemory need to grow cubically as the
resolution at which the 3D volume is generated increases,
but the method is robust to input, enabling voxel-based 3D
construction methods to reconstruct 3D shapes of arbitrary
topologies. Deep learning is a type of representation
learning, that is, generating useable representations from
data. In the encoding-decoding architecture, the encoder can
extract the main low-dimensional representation through
learning, and the decoder can generate the required high-
dimensional data through the low-dimensional represen-
tation. For the 3D construction model represented by voxels,
it can be divided into a direct representation decoding
model, an intermediate representation decoding model, and
other decoding models. In this paper, the decoding model is
directly represented, and the speci�c process is shown in
Figure 5.

�e network consists of a 2D encoder and a 3D decoder.
In general, encoders use 2D convolutional neural networks,
while decoders use 3D deconvolutional networks. In the
encoding stage, the 2D encoder encodes the input 2D image
into a low-dimensional latent vector for feature compres-
sion. �is practice of compressing the input image from a
high-dimensional space to a low-dimensional space is
mainly to preserve the main features of the input image to a
greater extent, which makes the model parameters

Input data

Real data

Generator

Discriminator True or False

Figure 4: Basic model of generative adversarial network.
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signi�cantly reduced to �t in the video memory. In the
decoding stage, the decoder decodes the latent vectors to
generate 3D shapes. �erefore, in short, the 3D construction
process of this architecture is to design a 2D encoder to
extract image features and then use a conventional voxel
decoder to output a 3D shape.

3. System Design

To realize the 3D display system of intangible cultural
heritage based on generative adversarial network, this sec-
tion develops according to the development steps of software
engineering standard. Firstly, a detailed demand analysis is
carried out for the 3D display system, and then, according to
the system design principle, the functional structure of the
3D display system is designed and analyzed, and �nally, each
functional module is designed in detail.

3.1. System Design Requirements. �is paper aimed to
complete the three-dimensional display of intangible cul-
tural heritage and contribute to the inheritance and pro-
tection of intangible culture. In particular, it has the
following signi�cance.

(1) Digital Protection of Intangible Cultural Heritage. In
this study, the artistic features of intangible cultural
heritage are preserved in the form of three-dimen-
sional digitalization, and the digital protection of
intangible cultural heritage is realized.

(2) Cultural Heritage Display Application Design
Strategy. �ere are many theoretical supports and
research methods for the current research on client
display applications, but these methods are usually
generally applicable models. �is study narrows the
scope of the research and attempts to summarize the
design strategies for cultural heritage display appli-
cations, for the purpose of this type of application.
�e design provides reasonable and scienti�c design
ideas.

(3) Case Design of �ree-Dimensional Display of Intan-
gible Cultural Heritage. For the purpose of education,
the sample case of intangible cultural heritage display
application is realized, aiming to achieve a better user

experience, users are enabled to have a systematic and
comprehensive understanding of intangible cultural
heritage, and users are allowed to have a stronger
understanding of traditional cultural interest, to
achieve better protection of traditional culture and
improve the e�ect of cultural transmission.

3.2. System Design Principles. When designing the three-
dimensional display system for intangible cultural heritage,
we follow the following principles in system development.

�e �rst is the abstract principle. Abstraction refers to
the simpli�cation of complex phenomena, which must be
simpli�ed to the extent that it is convenient for people to
analyze and understand.

�e second is the encapsulation principle. �e encap-
sulation principle is a rule that developers must use when
developing the system structure. Each individual program
component needs to be encapsulated into a single and in-
dependent module, and the module’s internal processing
logic details are exposed as little as possible when de�ning a
module. It is necessary to require that each module can be
independently developed and tested, and the �nal complete
program is assembled from a series of sub-module pro-
grams. �e principle of encapsulation can greatly improve
the modi�ability, testability, and portability of the system.

�e third principle is the principle of independence
between modules. �e independence between modules
means that any relatively independent subsystem program is
completed by an independent module, and the connection
between this module and other modules must be achieved
very simply. Two standards are commonly used in the in-
dustry to measure the independence between modules:
cohesion and coupling. Cohesion is a measure of how closely
each element is related to each other within each module.
�e coupling measures the degree of independence between
each module, which mainly depends on the interface in-
formation type and interface complexity provided by each
module and the way to call the module.

3.3. System Structure Design. �e key to realizing the dance
generation application based on generative adversarial
network lies in the patch-based pixel generation in the

Input 2D image Encoder latent vector Decoder Ourput 3D model

Figure 5: Direct representation decoding model.
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generative network and the multiscale image discrimination
in the discriminant network and the �nal loss function
design. �e overall structure of this application is shown in
Figure 6.

3.3.1. Interface Layer. �e interface layer is mainly used for
the interaction between the user and the system, and all
functions need to be as simple as possible. �is application
interface mainly includes various controls and view mod-
ules, such as select video button, display video view, generate
dance button, and text prompt view. �e application in-
terface will directly display the original dance video and the
generated dance video to the user, compare the synthesis
e�ect, and generate corresponding indicator descriptions.
Simple and elegant interface design will bring users a good
user experience.

3.3.2. Logic Layer. �e logic layer is often the core of the
entire application system, including the realization of core
functions and the connection between the upper and lower
layers. �e main functions include reading local images or
mining data fromWeb pages. Collecting data are an essential
function for generating models; in addition, the system
needs to call other open-source projects to make RGB image
sets and depth image sets; more importantly, inputting RGB
images and depth images into the trained generative model
to obtain the target 3D model is the core of the system
application; �nally, the system displays the generated 3D
model to the user.

3.3.3. Data Layer. �e data layer is mainly used to store and
read data, including image storage, algorithm storage, and
model storage.

3.4. System Function Design. �is section mainly focuses on
the module design of this application, including the overall
module design of this application and the detailed design of
each module.�e functional structure diagram of the system
is shown in Figure 7.

�is application is mainly divided into four modules
according to the system implementation framework, mainly
including input module, data processing module, 3D model
generation module, and model output module. �is section
focuses on the data processing module and the 3D model
generation module.

3.4.1. Image Set Production Module. In the task of 3D re-
construction of images, one of the keys for deep learning to
exert its powerful learning ability is to establish relevant data
sets for training.�e establishment of the data set is the basis
for the 3D construction of the entire model. �e data set in
this paper mainly refers to the MVD method [15] in the
production process. At present, there is no public 3D Nuo
mask model of the Maonan people at home and abroad. �e
only way to solve the data set problem is to use a 3D scanner
to collect scans in the �eld. A total of 36 Maonan Nuo masks
were collected by visiting the Huanjiang Maonan Autono-
mous County Museum in Hechi, and a 3D voxel library and
a 2D database were created by scanning.
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Figure 6: Overall structure of the three-dimensional display system of intangible cultural heritage.
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3.4.2. Low-Resolution Reconstruction Module. �is module
adopts a multifeature fusion method, �rst generates a 3D
model as the initial reconstruction result, and then optimizes
the 3D encoding-decoding network to generate a low-res-
olution Nuo surface voxel 3D model.

(1) 3D model construction
(2) Loss function

To train the model to generate better 3D shapes, a
suitable loss function is required.�e loss function of
the model is de�ned as the L2 loss between the
reconstructed 3D object and the real 3D object. �e
loss function can be de�ned as follows:

L2 � Predx − GTy
�����

�����
2
2. (7)

(3) Training method
�is paper uses a 128×128 RGB image as input, and
the �nal output resolution of the network is a
voxelized 3D shape of 64× 64× 64. �is article im-
plements a NVIDIA GTX 1080 with a Dell desktop
as the hardware platform and 8G of GPU memory.
In addition, the software platform installs Tensor-
Flow on Ubuntu 16.04 and utilizes GPU acceleration
to train the network. To �t into the GPU memory
size, the training batch size of the single-shot net-
work is 32. �e training process uses the Adam
optimizer with β1� 0.5 and β2� 0.9 in the optimi-
zation parameters. Meanwhile, the initial learning
rate is set to 1 × 10–4, and the network is trained for
300 epochs. �en, training is �ne-tuned for another
50 epochs. For the secondary optimization multi-
fusion reconstruction model, the pretrained model
�rst generates a 3D volumetric surface with a res-
olution of 32× 32× 32, and then, the network model
parameters are �xed and sent to the 3D encoding-
decoding network for secondary optimization. A 3D
Nuo surface with a resolution of 64× 64× 64 is
allowed. Other training parameters remain the same
as other network training parameters.

3.4.3. High-Resolution Reconstruction. Module.�is module
uses a generative adversarial network to obtain a high-
resolution Nuo surface voxel 3D model. �e image super-
resolution method based on the generative adversarial
network can reconstruct a more natural super-resolution
image, which is mainly due to the two networks adopting the
idea of confrontation, that is, using the two opposing sides to
play a game against each other. First, the low-resolution
images are reconstructed into super-resolution images
through a generator network. �en, the discriminator
compares the input super-resolution image with true and
false sexual judgments. Subsequently, the discriminated
results are returned to the optimized generator network and
discriminator network. Repeatedly, the �nal generator
network and discriminator network complete self-optimi-
zation in mutual confrontation. Early SRGANs were
implemented on the basis of standard generative adversarial
networks (SGANs). �e discriminator loss and generator
loss of this network are as follows:

LSGAN D � −log D IHR( )( ) − log 1 −D G ILR( )( )( ),

LSGAN G � −log D IHR( )( ).
(8)

�e binary cross-entropy loss function adopted by the
SGAN model has the property of unstable training. How to
balance the training of the generator and the discriminator is
a problem. To this end, some research works try to improve
SGAN [16] with other loss functions, for example, relative
GAN loss function. Inspired by these works, we also try to
improve its network structure and loss function based on
SRGAN. Next, we introduce an improved generative
adversarial network image super-resolution model.

(1) Improved Generative Adversarial Network Super-
Resolution Model. �e improved generator network
is shown in Figure 8. First, we replace the FEB in the
feature extraction module (FEM) from the residual
dense block of the SRGAN model to a multiresidual
dense block. �rough the improved multiresidual
dense block, more features are reused in the image
feature extraction stage and a deeper network is
designed. After the features of the image are
extracted, two sets of convolution and image sub-
pixel convolution operations are performed to
generate a fourfold super-resolution image. �e
multiresidual dense block with batch normalization
layer is used.
�e improved discriminator network is shown in
Figure 9. Recent experiments [17] show that strided
convolutional layers in the discriminator network
lead to reduced resolution of the generated feature
maps. Ultimately, this causes the super-resolution
images generated by the model to lose details.
�erefore, we adopt the same improvement and set
the stride size to 1 for all strided convolutions. To
make the model �t in memory for training, we
change the number of output feature maps for each
layer to the amount shown in Figure 9. �e other
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structures of the discriminator network remain
unchanged from those in SRGAN.

(2) Loss function
�e loss function of the generator consists of three
parts: L1 content loss, perceptual loss LVGG, and
relative average adversarial loss LRa_G. �e loss
function can be expressed as follows:

LG � αL1 + βLVGG + cLRa G. (9)

Among them, α, β, and c represent the coe�cients used
to balance the overall loss, which are taken as 1, 10–3, and
2×10–6, respectively, in the experiment. LVGG calculates
the loss in the feature space of super-resolution images and
high-resolution images. To ensure that the reconstructed
image is structurally similar to the real image, we use pixel-
based L1 content loss. �e L1 loss computes the 1-norm
distance between the generated super-resolution image
G(ILR) and the true high-resolution image IHR. �is loss
function can be expressed as follows:

L1 � G ILR( ) − IHR1 . (10)

In the SGAN training process, when training the gen-
erator, the real data samples are not used in the loss function,
which means that the optimization of the entire generator is
entirely guided by the discriminator. In the relative GAN,
the loss function of the generator uses real data samples as a
reference. Furthermore, in SGAN, the model is forced to
recognize real samples as real and fake samples as fake. In the
relative GAN, the real and fake samples are mixed and the
discriminator is used to judge the real and the fake. �is
method is more stable for GAN training to a certain extent.
In addition, it also has a faster advantage in training speed.

�e generator loss function and discriminator loss function
relative to GAN are expressed as follows:

LG Ra � −EIHR log 1 −DRa I
HR, G ILR( )( )( )[ ]

− EIHR log DRa G ILR( ), IHR( )( )[ ],

LD Ra � −EIHR log DRa I
HR, G ILR( )( )( )[ ]

− EILR log 1 −DRa G ILR( ), IHR( )( )[ ].

(11)

4. System Implementation and Testing

4.1. System Development Environment. �e training and
generation of this application are run on the server, and the
runtime development environment con�guration is shown
in Table 1. For the core algorithm, a large amount of video
memory is required. �is time, 8 Tesla P100 GPUs are used
for training, and the training time is 5∗24 hours. Since the
system model needs to be trained for a long time, the dis-
played samples are all models trained in advance.

4.2. System Application Test

4.2.1. Low-Resolution Nuo Surface Voxel 3D Construction
Based on Multifeature Fusion. �e training details between
the traditional 3D reconstruction model, the multi-fusion
3D reconstruction model, and the quadratic optimization
multi-fusion 3D reconstruction model are set according to
Section 4. By comparing the parameter sizes of di�erent
models, we can know the degree of GPU memory required
by di�erent models, which can determine whether the model
can meet the hardware conditions to a certain extent. In
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addition, the training time of different 3D reconstruction
models is also an important indicator to measure the per-
formance of a model. In Table 2, the single iteration time
between different models and the parameter sizes of the
models is listed. As can be seen from Table 2, the number of
model parameters between the improved model and the
traditional 3D reconstruction model is not much different,
and the parameters of the multi-fusion feature fusion model
are 0.1M more. However, the multi-fusion 3D recon-
struction model has greatly improved the single iteration
time, and the speed is 1 time faster than that of the tradi-
tional 3D reconstruction model. )e iteration time and
model parameters of the secondary optimized multi-fusion
3D reconstruction model include the iteration time and
model parameters of the pretrained multi-fusion 3D re-
construction model. )e second optimization of the multi-
fusion 3D reconstruction model in a single network training
is not much different from other model parameters, but it is
more time-consuming than other models in terms of iter-
ation time. In the experiment, the traditional 3D recon-
struction model takes 10 hours, while the improved multi-
fusion 3D reconstruction model takes only a few hours.
Using 3D deconvolution to generate a higher-resolution 3D
object from a lower-resolution 3D object requires more
computation time. However, rearranging multiple low-
resolution 3D objects to form a higher-resolution 3D object
will save computational overhead.

)e rendered images in the test set are directly used as
the input of the low-resolution Nuo surface 3D construction
model, and a 3D Nuo surface with a resolution of
64× 64× 64 is output. )e 3D reconstruction results of
different models are shown in Figure 10. Figure 10(b) is the
low-resolution 3D shape generated by the traditional 3D
reconstruction model, Figure 10(c) is the low-resolution 3D
shape generated by the multifeature fusion 3D recon-
struction model, and Figure 10(d)is the low-resolution 3D
shape generated by the quadratic optimization of the
multifeature fusion 3D reconstruction model. As can be seen

from Figure 10, the overall reconstruction results on the
rendered image in Figure 10(b) compared with Figure 10(c)
and Figure 10(d) are not much different. However, due to
the low reconstruction resolution, these reconstruction re-
sults cannot show the required details, and only rough
contours can be reconstructed. Comparing the recon-
struction results of different models with the real 3D
structure shown in Figure 10(d), there is not much difference
in appearance. However, in terms of details, the improved
models proposed in this paper can achieve better visual
effects than the traditional 3D construction models. )e
experimental results show that the proposed 3D construc-
tion model can preliminarily complete the generation of
corresponding 3D shapes from a single Nuo surface image.

Using IoU as an evaluation metric is used to measure the
quality of the generative model. IoU measures the degree of
overlap (intersection-over-union ratio) between the recon-
structed model and the real model and takes a value from 0
to 1. )e higher the IoU calculation result, the closer the
reconstructed model is to the real model. )e IoU value was
calculated on the test results of each model. )e IoU is
calculated as follows:

IoU �
i,j,k I x(i,j,k) > t I y(i,j,k)  

i,j,k I x(i,j,k) > t  + I y(i,j,k)  
. (12)

)e results are shown in Table 3. )e fully improved
multifeature fusion 3D reconstruction model is better than
the traditional 3D reconstruction model and can achieve
better performance. From the perspective of model recon-
struction accuracy, the quadratic optimization multi-fusion
3D construction model proposed in this paper can achieve
considerable improvement and can increase the recon-
struction accuracy rate by about 6.3%. )erefore, different
comparative experiments show the superiority of the model
proposed in this paper in 3D reconstruction of the Nuo
surface.

4.2.2. 3D Construction of High-Resolution Nuo Surface
Voxels Based on Generative Adversarial Networks.
Low-Resolution Results from the Previous Module. )e
network training period is set to 100, and other parameter
settings of the network are the same as above. )e generator
is pretrained with pixel-based loss. )e pretraining method
can ensure that the generator can obtain images with better
visual quality from the beginning. )is way of pretraining
avoids the need for the discriminator to discriminate on
irrelevant generated images at the beginning, but allows the
discriminator to focus on the details of the reconstructed
image. )e comparison results of the depth map super-
resolution experiment based on the GANmethod are shown
in Figure 11. GAN-based image super-resolution methods
do not look visually different from multiresidual dense
methods. )is may be due to the fact that the reconstructed
image is a depth map, and the differences between each local
depth image are subtle and not obvious on the reconstructed
depth image. However, the calculation results on the PI score
show that the improved GAN-based image super-resolution

Table 1: System development operating environment.

Host parameters

OS: CentOS
CPU: Inter E7
RAM :128GB

GPU: Tesla P100∗8
GPU RAM :16GB

Core algorithm development
environment

PyTorch: 0.4
CUDA: 8.0
IDE: VIM

Program language:
Python 3

Application test development
environment

CPU: Inter E7
PyTorch: 0.4

GPU: Tesla P100∗8
GPU RAM :16GB
Program language:

Python 3
GUI : PyQt5

Scientific Programming 9



method can achieve lower perceptual scores. )is shows that
GAN-based methods are able to generate more realistic
depth images overall. However, it also needs to be seen that
there is still a big gap between the smaller details and the real
depth image based on the GAN method.

Figure 12 shows the comparison results of the improved
3D Nuo surface high-resolution reconstruction results in
this section and the quadratic optimization, multifusion, and
multiresidual dense 3D Nuo surface high-resolution method
proposed in Section 3. As can be seen in Figure 12, the GAN-
based approach looks similar to the multiresidual dense
approach overall. However, in terms of the local details of
the generated Nuo surface depth map, the GAN-based
method can reconstruct more Nuo surface details. In ad-
dition, it is also necessary to see that the multiresidual dense
depth map super-resolution method adopts the mean square
error loss function, and the depth map generated by this loss
function is smooth on the whole. )erefore, the recon-
structed 3D Nuo surface is smooth as a whole. However, the

(a) (e)(d)(c)(b)

Figure 10: Comparison of reconstruction results on rendered images: (a) input image; (b) traditional method; (c) multifeature fusion
method; (d) quadratic optimization multifeature fusion method; (e) real 3D shape.

Table 3: IoU result comparison of different methods.

Model IoU
Traditional method 0.728
MFF-3D 0.734
ESPCN-3D 0.730
MFF+ESPCN-3D 0.736
MFF+ESPCN-3D_2 0.791

Table 2: Comparison of the single iteration time and model parameters of the improved 3D.

Model Iteration time (s) Model parameters (M)
Traditional 3D reconstruction model 0.4 27.0
Multi-fusion 3D reconstruction model 0.2 27.1
Secondary optimization multi-fusion 3D reconstruction model 0.49 54.3
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surface of the 3DNuo surface generated by the GANmethod
is relatively rough, mainly because the super-resolution
depth map generated by the GAN method is also prone to
image artifacts when generating more realistic surface
details.

5. Conclusion

�e main research content of this paper is the design of a
three-dimensional display system for intangible cultural

heritage based on generative adversarial networks. �e
system function is realized through four modules: input
module, data processing module, 3D model generation
module, and model output module. �rough two 3D model
reconstructions, the three-dimensional display of intangible
cultural heritage is realized.

�is paper takes the Nuo surface as the research object
and tests the function of the system. In the low-resolution
3D construction of the Nuo surface, the reconstructed Nuo
surface is relatively rough due to the low resolution. �is

(a) (e)(d)(c)(b)

Figure 12: High-resolution comparison results of 3D Nuo masks based on GAN: (a) input; (b) real shape; (c) multiresidual dense method;
(d) SRGAN method; (e) OUR-GAN method.

Real imge Multiple Residual
Dense

SRGAN OurGAN

Figure 11: GAN-based image super-resolution comparison results. (a) Real image. (b) Multiple residual dense. (c) SRGAN. (d) OUR-GAN.
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makes it difficult to show the details of the reconstructed 3D
Nuo surface in appearance. Multiresidual dense blocks are
introduced and applied to the depth image super-resolution
network. At the same time, a perceptual loss function is
applied, which combines the advantages of residual blocks
and dense blocks to make the output depth image more
realistic. )e experimental comparison results show that our
proposed multiresidual dense high-resolution Nuo surface
voxel 3D construction model can achieve better perfor-
mance. )e quadratic optimization multi-fusion 3D con-
struction model proposed in this paper can achieve
considerable improvement and can improve the recon-
struction accuracy by about 6.3%.

Inspired by the SRGAN model’s ability to generate
images with more high-frequency details, we also use
generative adversarial networks for high-resolution Nuo
surface voxel 3D construction. To be able to further improve
the performance of GAN-based image super-resolution, we
improve its generator, discriminator, and loss function on
the original SRGAN. Experimental results show that this
method can generate super-resolution images with more
realistic and natural depth maps. In addition, when it is used
for high-resolution 3D Nuo surface sculpting, it can also
generate 3D voxel Nuo surfaces with more details.
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Based on the medium-resolution Landsat TM and OLI satellite images in the study area, the deep learning ENVINet-5 model is
adopted for vegetation coveragemonitoring. By referring to the fusion image and Google Earth high-resolution satellite image, the
training samples and veri�cation samples are manually labeled, and the labels of four types of ground objects (desert, water body,
cultivated land, and construction land) are made. �rough the ENVI deep learning binary classi�cation model, the labeled
training samples are trained, and a large number of samples of desert, water, and cultivated land are extracted and transformed
into corresponding label images. �en, a large number of training sample labels extracted from the model are combined with the
manually made construction land sample labels and both of them are used as the training samples of the ENVI deep learning
multiclassi�cation model. According to the classi�cation process of the deep learning model (creating label image, initializing
training model, and training model and model classi�cation), through the adjustment of various parameters, the four types of
ground objects in the study area are �nally classi�ed. Finally, the classi�cation results that meet the accuracy requirements are
statistically analyzed. It is proved that the model classi�cation results can meet the use requirements.

1. Introduction

Deserti�cation is an important factor threatening human
survival and sustainable development in the 21st century.
How to e�ectively prevent and mitigate deserti�cation is the
focus and hotspot of current research [1–4]. Land deserti-
�cation seriously reduces the carrying capacity of the eco-
logical environment, and the area and degree of
deserti�cation land are rapidly expanding, which seriously
restricts the sustainable development of society [5]. Moni-
toring vegetation coverage and rocky deserti�cation and
timely and accurate assessment of the current situation and
changes in deserti�cation will help to formulate global ac-
tions to prevent and eliminate deserti�cation [6–8].

�e traditional deserti�cation research mainly adopts the
arti�cial �eld mapping method, which has the disadvantages

of time-consuming, laborious, and low e�ciency in the
implementation process [7]. With the emergence of remote
sensing technology [9–11] and vigorous development of
information technology [12–18], its macro-, objective, and
economic advantages make up for the shortcomings of
traditional deserti�cation research to a certain extent, so it
can better deal with environmental change monitoring
[16–18]. On the other hand, with the development of
computer technology, the machine learning method [19–21]
is widely used in the classi�cation and extraction of remote
sensing images. It can better extract the ground features in
the image. Especially in recent years, the emergence of deep
learning has greatly improved the technical means of image
processing. Rapid and accurate feature classi�cation of a large
amount of data can better adapt to the development of society
and meet the needs of human production and life.
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As a complex form of machine learning, deep learning
can make the system automatically discover the feature
expression of data. Compared with other machine learning
types, it can continuously improve the prediction accuracy
without external guidance or intervention, and draw con-
clusions through multilayer learning in neural networks. For
the processing of remote sensing images, deep learning
attempts to discover and use the spatial, spectral, and sta-
tistical features of remote sensing images. In view of this, a
vegetation coverage and rocky desertification monitoring
method is proposed based on deep learning in this study, so
as to provide a scientific basis and data basis for ecological
environment monitoring and sandy vegetation restoration
in desertification areas.

2. Methods

2.1. Deep Learning Model Architecture. +e ENVINet-5
model is developed based on TensorFlow deep learning
framework. +e model architecture is based on the im-
provement of the U-NETneural network, which is similar to
the U-NET architecture. It is a mask-based and encoder-
decoder architecture. Combined with the powerful remote
sensing image processing software ENVI, researchers can
directly use the deep learning network to process remote
sensing images.

+is study uses the ENVINet-5 deep learning module to
classify the ground objects in Landsat medium-resolution
satellite images in the study area [22, 23]. +e ENVINet-5
model architecture has 5 levels and 27 convolution layers,
and each level represents different pixel resolutions in the
model. We input the original image into the model, slice it,
and then use a 3× 3 convolution layer to convolute the slice,
so as to increase the number of image features.We use a 2× 2
pooling layer to reduce the size of the image, so as to reduce
the operation and retain most of the features of the image.
+e sampling process is divided into upsampling process
and downsampling process. We recognize and classify many
features generated in the downsampling process, so as to
achieve the purpose of feature classification.

After the remote sensing image is loaded into the deep
learning network, the convolution operation will be carried
out after slicing. Convolution is essentially to extract the
features in the image and generate feature images with
different dimensions, which are often composed of multiple
convolution kernels of different sizes. +e size of the
commonly used convolution kernel is 3× 3 and 5× 5. In this
study, the convolution kernel size of a deep learning network
is 3× 3. In addition, the function of activation function is
indispensable in convolution operation. +e activation
function can better solve the gradient disappearance
problem, simplify the computational complexity, speed up
the training speed, and reduce the burden of computer
operation. In convolution operation, the rule activation
function is often used. As a nonlinear activation function, it
can better solve the problem of overfitting in training.

After the convolution operation, a large number of
feature images will be generated. If the convolution oper-
ation is carried out again, the amount of operation will be

greatly increased. +erefore, it is necessary to reduce the
amount of computation and retainmore feature information
of the generated feature image. +e appearance of the
pooling layer solves this problem better. Common pooling
methods include mean pooling and max pooling. In this
study, max pooling is used, and the window size is 2× 2. It
can not only extract the main features but also reduce the
amount of computation. After pooling, the feature image
size is reduced to half of the original size.

In addition, the loss function is introduced into the deep
learning network, which can map values to non-negative
space. When the value of the loss function is smaller, it
means that it is closer to the real value. +erefore, the
classification effect of the model can be quantitatively
evaluated and optimized. +e commonly used loss functions
include root mean square error, cross-entropy loss, and so
on.

2.2. Deep Learning Model Parameters

2.2.1. Epochs and Batches. In order to make the training
model achieve better classification results, the number of
training iterations (epochs) needs to be adjusted. In ENVI
deep learning, the number of iterations (epochs) represents
that the model intelligently extracts the number of slices
(batches) from the label image. Because there is bias judg-
ment when extracting slices, an epoch refers to the number
of slices trained before bias judgment adjustment.

+e determination of the number of epochs and the
number of extracted slices has certain randomness, which
depends on the diversity of learning feature sets. In ENVI
deep learning, the number of iterations is generally set
between 16 and 32. For the number of patches per epoch, the
number of slices extracted by each epoch determines the
training amount of the model, which is usually set between
200 and 1000.

+e model will use multiple slices at the same time in an
iterative training. Batch refers to a group of slices read in an
iterative training. Batches run in an iterative training and
stop after reaching or exceeding the total number of slices.
+e number of slices in a group needs to be set according to
the size of GPU video memory.

2.2.2. Class Weight and Loss Weight. +e ENVI deep
learning network uses the statistical technology of inverse
transform sampling to train the model based on slice de-
viation selection. By introducing a deviation, the model can
see the slices of highlighted feature pixels more often. In
inverse transform sampling, the samples introduced into the
model are directly proportional to their contribution to the
probability density function. +e deviation is controlled by
the class weight parameter in the Train TensorFlow Mask
Model tool. +e value range of the class weight parameter is
0 to 2 (when the maximum value is set for the sparse training
set, the valid range of the maximum value is 0 to 6).

+e loss weight parameter is used for the deviation loss
function, focusing on the correct identification of charac-
teristic pixels and reducing the identification of background
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pixels. Parameters are useful when the distribution of feature
targets is sparse. A value of 0 indicates that the model treats
the feature and background pixels equally. Increasing the
value of the loss weight parameter will bias the loss function
to find the characteristic pixels. +e valid range of parameter
values is 0 to 3.

2.2.3. Solid Distance and Blur Distance. In the process of
model training, in addition to the weight of features and
background pixels, the size and edge of features must also be
considered. +e solid distance parameter is often used to
expand the size of linear or point features. +e parameter
value size represents the number of pixels around the
marked ROI, which forms the target feature together with
the ROI.

In deep learning, the setting of blur distance helps the
model to obtain the sharp edge of the target. By setting the
fuzzy edge and gradually reducing the fuzzy value in the
model training, the model is close to the sharp feature of the
target. In the ENVINet-5 model, the value range of blur
distance is 0 to 70.

2.3. Deep LearningModel Extraction Process. +e ENVINet-
5 is defined by basic neural network parameters. To extract
target, it is necessary to create a label raster that can indicate
the target and then use the label sample to train the model.
+e label image can be created jointly with the tools ROIs
and Deep Learning/Build Label Raster from ROI, and then,
the label sample is used to train the model. +e trained
model can find targets with similar features in other images.
+e extraction result is a class activation map/raster, in
which the DN value represents the probability that the pixel
belongs to a certain ground object target. +e deep learning
training model involves the adjustment of parameters and
has a certain degree of randomness. Due to the convergence
mode of the algorithm, different models will be obtained
even if the parameters in the training are the same. +e
extraction process is shown in Figure 1.

2.3.1. Create Label Image. For target recognition, label
rasters need to be created to train the model. Based on the
original image to be classified, through field investigation,
sample site selection or, combined with a high-resolution
image as reference, we establish proprietary identification
marks for different ground objects, so as to create label
images. In order to generate high-quality label images,
representative samples of typical areas should be selected.

First, we select the object of interest in the typical area to
create ROI. +e ROI drawn should contain a variety of
surface features such as shape, color, and texture, which is
conducive to improving the classification accuracy of the
model.

Finally, we use the Deep Learning/Build Label Raster
from ROI tool in the ENVI toolbox to create label images.
+e tag image contains the original band and mask band of
the input image. Different DN values of the mask band
represent different types of ground objects.

2.3.2. Initialize TensorFlow Model. In ENVI, we select the
Deep Learning/Train TensorFlow Mask Model tool. Before
deep learning model training, it is needed to initialize or load
a TensorFlow model. Model initialization needs to define
model parameters, including patch size, number of bands
used for training, and saving path.

2.3.3. Train TensorFlow Model. After model initialization,
various parameters and weights need to be set in the train
TensorFlowmask model to guide TensorFlowmodel to learn
target features.

In the training process, the label image is repeatedly
exposed to the model. +e model learning converts the
spectral and spatial information in the label image into a
class activation gray image to highlight the extracted target.
+rough the loss function, the model can know the wrong
random guess results. +rough the adjustment of internal
parameters or weights of the model, the model is more
accurate. +e trained TensorFlow model can find the same
features in other images.

2.3.4. Execute Classification. We use the trained model to
search for the same ground feature in other images and use
TensorFlow Mask Classification tool to classify and extract
remote sensing images.

2.4. Remote Sensing Monitoring of Vegetation Coverage.
Vegetation coverage refers to the percentage of the vertical
projection area of vegetation on the ground in the total area
of the statistical area. It is of great practical significance to
analyze and evaluate the regional ecological environment by
obtaining the regional surface vegetation coverage and re-
vealing the change and dynamic change trend of surface
vegetation in the region. +e vegetation index method has
little dependence on surface measured data, has universal
applicability, and can be extended to a wide range of areas. It
is a reliable means to quantitatively monitor the change in
vegetation cover.

+e calculation formula for normalized vegetation index
is as follows:

Create label
image

Initialize
tensorflow

model

Train
tensorflow

model

Execute
classification

Figure 1: +e extraction process.
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NDVI �
(NIR − RED)

(NIR + RED)
, (1)

where NIR is the near-infrared reflectance of remote sensing
image, and RED is the infrared reflectance of remote sensing
image.

Vegetation coverage retrieved by normalized vegetation
index is as follows:

VFC �
(NDVI − NDVIs)

(NDVIv − NDVIs)
, (2)

where NDVIs is the NDVI value of bare soil or non-
vegetation coverage area, and NDVIv is the NDVI value of
pure vegetation pixel.

NDVIs �
(VFCmax∗NDVImin − VFCmin∗NDVImax)

(VFCmax − VFCmin)
,

NDVIv �
((1 − VFCmin)∗NDVImax − (1 − VFCmax)∗NDVImin)

(VFCmax − VFCmin)
,

(3)

where NDVImax and NDVImin are the maximum and
minimum NDVI values in the study area. Because noise is
inevitable, the value within a certain confidence interval is
generally taken, and the confidence interval is determined
according to the actual situation of the image.

Furthermore, it can be converted into the following:

VFC �
(N DV I − N DV Imin)

(N DV Imax − N DV Imin)
. (4)

+erefore, the data of different vegetation coverage levels
in each period of the study area can be obtained.

2.5. Deep Learning Model. Based on the U-shaped neural
network structure, we use the means of jump connection to
make the output UAV image features of each decoding layer
in the decoder corresponding to the encoder (the image size
is the same). Each decoding layer is an interworking
structure, which makes full use of the image features
extracted by all coding layers in the encoder. Compared with
the traditional neural network deep learning model based on
encoder-decoder, it can get more accurate results under a
small amount of training data. +e specific model frame-
work is shown in Figure 2.

As can be seen from Figure 2, the encoder part of the
model is designed with four coding layers and two con-
volution layers, and the decoder is composed of four
decoding layers and one softmax layer, in which the acti-
vation function used by the model is ReLU function. +e
specific steps are as follows: input the remote sensing HD
image data into the encoder, extract the features through the
encoder, and output the feature images with the size of I/2, I/
4, I/8, and I/16 (I represents the image size), with the
numbers of 16, 32, 64, 128, and 256, respectively. +en, the
feature images output by the encoder are analyzed by the
decoder and the image segmentation results with the size of I
are output, that is, the divided vegetation coverage area (the
result output is white) and nonvegetation coverage area (the
result output is black), so as to calculate the vegetation
coverage of different typical sample plots.

3. Experiment and Analysis

+is research mainly applies the computer to test. +e
computer system is Windows 1064 bit professional version,
the processor model is Intel Core i7-9750h, the graphics card
model is NVIDIA GeForce GTX 1050, the memory size of
the solid-state disk is 512 g, and the memory size is 8 g. +e
computer is loaded with the remote sensing image pro-
cessing software ENVI 5.5, in which the deep learning binary
classification model and multiclassification model are in-
stalled for the binary classification and multiclassification of
ground objects, respectively.

In the process of trainingmodel, the label image is needed
to mark the training target so that the ground object cate-
gories can be distinguished in the neural network.We use the
region of interest tool in ENVI to manually draw or import
the existing vector data. At present, the deep learning two
classificationmodel supports single-class target extraction. In
view of the need for a large number of training samples for
deep learning, and according to the actual distribution of
features in the study area, label images are made for deserts,
water bodies, and cultivated land in the study area. After
model extraction, a large number of samples can be provided
for the deep learning multiclassification model.

+e study selects the deep learning binary classification
model in ENVI and uses ENVINet-5 to extract desert, water,
and cultivated land from some label samples. Due to the
small area occupied by the construction land, it is manually
selected with reference to the high-score image. +en, the
extracted three types of features and construction land are
made into multiclassification label samples as the training
and verification samples of the deep learning multi-
classification model. Figure 3 shows a partial screenshot of
the desert, water, and cultivated land label images.

After the image label is made, the model needs to be
initialized. We need to define model parameters, including
patch size, the number of bands used in training, and output
path.+e slice size of this test is set to 300× 300 pixels, which
cannot be greater than the number of pixels with the
minimum side length of the cropped subregion, and the
number of bands is set to the number of bands of the original
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image. After the initialization of the model, it is necessary to
set the parameters of the training model (train TensorFlow
mask model). For the number of iterations, we set the
number of iterations to 30 according to the computing
power of the computer processor and the size of GPU
memory. +e number of slices per epoch determines the
training amount of the model. +e number of slices is
generally selected between 200 and 1000. We set the number
of slices in iterative training to 300. +e number of patches
per batch is set to 4. +e fixed distance and blur distance are
mainly set according to the drawing of the label image. +e

classification weight has a minimum value of 0 and a
maximum value of 2, and the loss weight ranges from 0 to 3.
We adjust it according to the actual training effect.

After parameter adjustment, the final parameter is set as
20 iterations, 300 training slices per iteration, 4 reading slices
per batch of training, 0.8 classification weight, and 0.6 loss
weight. Considering the features of the study area, we do not
set the fixed distance and fuzzy distance. +e image ex-
traction results are shown in Figure 4.

+e desert, water body, and cultivated land extracted by
the binary classification model are used to make the region
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Decoding layer
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Figure 2: +e deep learning model for vegetation coverage extraction.

desert water cultivated land

Figure 3: A partial screenshot of the desert, water, and cultivated land label images.
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of interest based on the extraction results. Together with the
manually drawn construction land, the area of interest is
shown in Figure 5.

+e training process of the multiclassification model is
similar to that of the two classification models, with occa-
sional differences. Only when initializing the output cate-
gory of the training model, we can set it to 4 categories and
set the number of slices to 304. +e multiclassification depth
model trained by samples is used to extract different features
in the study area. +e loss function curve and training ac-
curacy curve in the training process are shown in Figures 6
and 7. +e minimum loss value is 0.1483, and the maximum
training accuracy is 0.9425.

After extraction, the classification map of desert, water
body, cultivated land, and construction land is obtained, and
then, the accuracy test is carried out in combination with the

verification points selected by field investigation, fusion
image, and Google Earth high-score image. A total of 43646
validation samples (20055 deserts, 9169 water bodies, 9407
cultivated land, and 5015 construction land) were used to
calculate the producer accuracy, overall classification ac-
curacy, and kappa coefficient of feature classification in
combination with the transfer matrix to carry out the
comprehensive evaluation model. +e overall classification
accuracy is equal to the sum of correctly classified pixels
divided by the total number of pixels. Kappa coefficient
represents the proportion of error reduction in the evaluated
classification compared with completely random classifi-
cation. We output the classification results that meet the
precision requirements.+e test results are shown in Table 1.

Based on the verification accuracy of the extraction
results, we can see that the overall classification accuracy is

Figure 4: +e image extraction results.

Figure 5: +e area of interest.
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Figure 6: Loss function curve.
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more than 85%, and the kappa coefficient is about 0.85. +e
model classification results can meet the use requirements.

4. Conclusions

In this study, we take the northwest region of China as the
research area. Based on the Landsat medium-resolution
remote sensing satellite images of five periods (2000, 2005,
2010, 2015, and 2018) in the study area, and based on ENVI
5.5, the remote sensing image software processing platform
used for image preprocessing, the deep learning model is
used to classify the features of desert, water body, con-
struction land, and cultivated land in the study area in recent
19 years. +e classification results satisfying the accuracy are
obtained; furthermore, the annual change in desertification
in the region is statistically analyzed by using the single land
dynamic degree and land-use transfer matrix method, and
the mutual transfer between desert and other features. Based
on the above classification results, the desert area was
extracted to obtain the normalized vegetation index (NDVI),
and then, the vegetation coverage of the study area was
obtained. Combined with the quantitative relationship be-
tween vegetation coverage and desertification, the classifi-
cation results of desertification grades in different years in
the study area were obtained, and the mutual transformation
among severe, moderate, and mild desertification areas was
analyzed by using the transfer matrix method. +e results
show that the main feature of the study area is the rocky
desert, accounting for more than 80% of the area. In the past
19 years, it has reduced to 106.33 km2, the average annual
growth rate is − 0.32%, and the rocky desertification con-
tinues to reverse. +e results showed that the ecological

environment in different research periods developed well as
a whole.

Compared with traditional machine learning classifi-
cation methods, the deep learning method used in this study
can automatically extract the features of remote sensing
images, so it can effectively avoid the complex work of
manual extraction and feature selection, and has high
operability.

+ere are many influencing factors of desertification.
Due to the limitations of data source, time, economy, and
technology, this study still has many deficiencies. +e
Landsat series remote sensing data used in this study do not
have a high spatial resolution, and one pixel may contain a
variety of ground objects. It is not conducive to the estab-
lishment of a pure feature sample set, which has certain
errors in the training and verification of the model. +e high
spatial resolution remote sensing data greatly increase the
probability of pure pixels, which is conducive to the better
learning of samples by the deep learningmodel. In themodel
training of deep learning, the adjustment of parameters is
subjective and tentative. After meeting the classification
results, further experimental research was stopped. In the
next step, the scientific parameter adjustment method can be
used to obtain better classification results.
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Table 1: +e classification results.

2000 year 2005 year 2010 year 2015 year 2018 year
Desert precision 87.11% 85.34% 85.04% 84.88% 86.87%
Water precision 86.23% 91.09% 88.02% 85.87% 85.66%
Cultivated land precision 85.66% 89.02% 90.11% 85.34% 90.00%
Construction land precision 88.19% 86.22% 92.22% 89.02% 89.02%
Overall precision 89.89% 85.88% 87.52% 87.76% 85.87%
Kappa coefficient 0.86 0.85 0.85 0.84 0.85
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Driven by arti�cial intelligence technology, the research of intangible cultural heritage innovative design is carried out. Firstly, the
appearance modeling characteristics, decorative element characteristics, and composition form characteristics of typical in-
tangible cultural heritage products are analyzed. According to the collected relevant data of intangible cultural heritage products
and existing products, combined with the regional cultural characteristics of intangible cultural heritage products and other
factors, the analysis Atlas of intangible cultural heritage product innovation design is constructed. Based on perceptual engi-
neering, the elements of intangible cultural heritage product innovation design for user participation are determined according to
the needs and perceptual images of users. �e shape grammar is used to extract the elements of intangible cultural heritage
products, deduce and deform them, and �nally generate the preliminary design scheme.

1. Introduction

Intangible cultural heritage refers to various traditional
cultural expressions handed down from generation to
generation by people of all ethnic groups and regarded as an
integral part of their cultural heritage, as well as physical
objects and places related to traditional cultural expressions.
Intangible cultural heritage is an important symbol of the
historical and cultural achievements of a country and nation
and an important part of Chinese excellent traditional
culture. “Intangible cultural heritage” is opposite to “ma-
terial cultural heritage,” which is collectively referred to as
“cultural heritage.” To some extent, intangible culture is a
nation’s unique cultural memory, and its inheritance value
and application value are worthy of in-depth exploration.
�ere aremany kinds of intangible cultural heritage in China
[1–6]. With the progress of domestic economic development
and social development, many intangible cultural heritages
began to appear in people’s vision, but there are still a large
number of intangible cultural heritage facing the dilemma of
no inheritance [7–10]. Intangible cultural heritage may in-
tegrate with other industries, explore its market value with

the help of the people, and regard it as an unattractive
cultural element in the innovative design system, so as to lay
a more solid foundation of traditional culture while pro-
moting the progress of cultural design level. It is worth
noting that the national cultural spirit behind the intangible
cultural heritage can also become the power source to
promote the progress of cultural and creative industries
[11–14]. Modern innovative design can be based on material
cultural heritage and traditional cultural spirit, fully re�ect
the important value of innovative thinking, and create
cultural products that can better meet people’s diversi�ed
needs with the help of more diversi�ed forms of expression.

Intangible cultural heritage is di�erent from static cul-
tural relics displayed in museums [13, 14]. It is the inher-
itance and accumulation of culture and the continuation of
living civilization with vitality. However, the current situ-
ation of China’s intangible cultural heritage is not optimistic,
as shown below.

(1) Insu£cient attention to intangible cultural heritage:
at present, for many people, intangible cultural
heritage is a vague concept. �e �rst reason is the
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lack of regulations and measures and rescue and
protection funds; second, the inheritance and dating
of some intangible cultural heritage. Due to the
impact of industrialized mass production, most of
the intangible cultural heritages of technology type
have complex production processes. Young people’s
unintentional learning leads to no successors and
abandoned technology, which directly leads to the
loss of many materials; third, the concept of in-
tangible cultural heritage protection is backward, the
technology and means are single, and there is no
connection with new technologies and methods.

(2) A large number of intangible cultural heritage are
disappearing. Intangible cultural heritage is a valu-
able spiritual wealth. It carries the cultural memory
of national generations and is a cultural symbol of
national diversity. However, these memories and
symbols are easy to be ignored and forgotten over
time, especially some oral cultural heritage. 'ey will
be trapped in remote and underdeveloped areas,
which will make them more vulnerable and
underdeveloped.

From the conceptual conception in the 1960s to the
practical application today, artificial intelligence [15–19] has
triggered three upsurges of development and application.
Different from previous academic research, business de-
mand is the primary factor leading this upsurge. 'e con-
tinuous expansion of application scope not only improves its
application value and influence, but also realizes the organic
integration of artificial intelligence technology and industrial
chain. As the combination of human knowledge, skills, and
aesthetic taste, traditional handicraft intangible cultural
heritage belongs to an important part of the cultural in-
dustry. Artificial intelligence also brings new technical
means and development space for its dissemination. As the
continuation of human cognitive ability and emotional
talent, the deep learning rate of artificial intelligence in the
field of cognitive understanding is much higher than that of
human beings. In the field of communication, artificial
intelligence has strong practicability, such as natural lan-
guage technology, real-time learning technology, cross
screen recognition technology, and intelligent interaction
technology. 'e embedding of digital technology makes
virtual information coexist with tangible forms, and the
accessibility and experience of intangible cultural heritage
resources have been enhanced. 'rough technological em-
powerment, we can integrate the traditional intangible
cultural form into the contemporary cultural ecology, make
it survive and develop healthily, and continue to grow new
cultural forms adapted to the times.

2. User Participatory Innovative Design

Under the development trend of experience economy, users
are no longer satisfied with the ownership of a single
commodity [20, 21]. On the basis of meeting the basic
material needs, they begin to seek the creation of their own
lifestyle and pursue their own products or services. User

participatory design is to integrate users into the design, in
which the status and power of all participants are equal. 'e
concept of participatory design originated from Nordic
countries. Its original intention is to add the “voice” of the
public to the decision-making of public affairs. At this time,
the Nordic trade union movement made the new law give
new rights to enterprise employees, and employees have the
right to decide and speak to change their working envi-
ronment. User participatory design mainly emphasizes the
participation of users, which is less related to design. Later, it
was developed into a design method by American
enterprises.

User participatory design method is a modern design
method that takes the user as the center, integrates the user
into the design process, and cooperates with each other on the
premise of respecting the user’s background, ability, and
ideas. It is also a modern design method to meet the di-
versified needs of users and ensure the equality of design.
Compared with the traditional design method (the difference
between them is shown in Table 1), user participatory design
method is more flexible and open, allowing users to partic-
ipate in the design process to the greatest extent and enable
users to get the best interactive experience. At present, par-
ticipatory design has been applied to many research fields.

With the rapid development of social and economic
level, users’ demand for products is not only satisfied with
functionality and practicability, but also the pursuit of
spiritual enjoyment. 'is study proposes the design concept
of “user participation.” Its purpose is to open some design
rights and production rights to users, so that nonrelic lovers,
designers, and the general public can give full play to their
advantages and characteristics and carry out independent
innovation with the assistance of relevant personnel, truly
participate in the design and production process of intan-
gible cultural heritage innovative products, and improve
users’ participation and sense of experience, so as to better
carry forward and inherit traditional culture.

User participation in design starts from user analysis and
establishes user needs, such as interaction needs, self-real-
ization needs, use needs, and cultural needs, by analyzing
users’ physiology, behavior, and psychology. 'en, it ana-
lyzes user demand data, designs and develops product forms
and decorative elements that meet users’ needs, and allows
users to give full play to their creativity through user par-
ticipation in design. Finally, complete the product design
and production. 'e user participation design process is
shown in Figure 1.

'e specific steps are as follows:

(1) User analysis: it mainly analyzes the physiological,
behavioral, and psychological needs of target users,
which helps designers better understand users and
obtain characteristic needs. Products can only be
accepted by users on the premise of truly grasping
the needs of users. In the whole design process, the
user is the main body to help designers more ac-
curately obtain the real needs of users, so as to find a
solution satisfactory to users. User analysis is the first
step of user participatory design. 'e commonly
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used methods include interview, accompanying
observation and cultural analysis.

(2) Requirements acquisition: through field research,
user interview, accompanying observation and cul-
tural analysis, we can understand the user’s life
situation, behavior habits, cultural concepts, and
expectations, so as to further improve the infor-
mation needed for the research and prepare for
relevant data analysis. We gradually insight and
analyze the role of stakeholders in nonlegacy cultural

and creative products and explore the service ex-
perience of users in the process of using products
from multiple angles.

(3) User demand analysis: we obtain the relevant data
information of users through questionnaires and
other methods and finally establish the user needs
according to the distribution characteristics of the
data.

(4) Design element development and user participation:
according to the needs of users, determine the shape,

Table 1: 'e difference between user participatory design method and traditional design method.

User right Inclusiveness Main
output Value goal Main demands Technical

advantages

Difficulties in
modeling and
decoration

Traditional
design method Right of choice None Products

Low
production

cost

Rapid and mass
production

Low cost, short
production cycle,

and high
efficiency

It is up to the
designer

User
participatory
design method

Right of choice,
right of

creation, and
right of design

Inclusiveness
(no set goals) Experience Meet creative

needs

Open and
independent
creation

High yield, novel,
unique, and
diversified

Determined by
user’s design

ability

Target user
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decoration, and decorative style of products. Users
can make their own choices and then directly or
indirectly participate in the process of product de-
sign and production.

(5) Design and implementation: users design and choose
under the guidance of designers or traditional
craftsmen and finally complete the production of
products.

3. Extraction and Reconstruction of Innovative
Design Elements of Intangible Cultural
Heritage Driven by Artificial Intelligence

3.1. Design Element Extraction. 'e innovative design ele-
ments of intangible cultural heritage are mainly extracted
from intangible cultural heritage products, including ancient
products and existing products, from which the charac-
teristic factors such as appearance modeling, decorative
elements, composition form, and color application are
extracted, respectively. 'e feature factor extraction model
of intangible cultural heritage innovative design is shown in
Figure 2.

'rough consulting relevant documents, visiting mu-
seums, and field investigation of intangible cultural heritage
product factories, we collected a large number of cultural
relics, pictures, documents, and other materials containing
intangible cultural heritage innovative design factors,
screened and sorted out the collected materials, mainly
divided into ancient products and existing products, formed
the characteristic analysis table of intangible cultural heri-
tage products, and constructed the analysis Atlas of design
elements.

3.2. Selection and Reconstruction of Design Elements. 'e
intangible cultural heritage innovative design for user
participation is mainly divided into five parts: selection of
design elements, reconstruction of design elements, gener-
ation of design scheme, evaluation of design scheme, and
participation in the production experience. 'e specific
process is shown in Figure 3.

(1) Identify design elements. Based on perceptual en-
gineering, collect relevant perceptual words
according to the user’s perceptual image, let the user
score the sample, and determine the elements of
intangible cultural heritage innovative design
through the user’s perceptual semantic word eval-
uation results and the target user’s perceptual image
words for intangible cultural heritage innovative
design products.

(2) Design element refactoring. 'e shape grammar is
used to deduce and deform the design elements
selected by the user, generate new design elements,
and reconstruct the design elements.

(3) Generate design scheme. According to the needs of
users and the regenerated design elements, finally
generate multiple sets of initial design schemes for
users to choose and evaluate.

(4) Design scheme evaluation. 'e fuzzy comprehensive
evaluation method is used to evaluate and score the
generated multiple sets of design schemes and finally
select several groups of schemes with high scores for
refinement.

(5) Participate in the production experience. Users first
choose their favorite product components through
app, including the shape, decoration, style, and
carcass of intangible cultural heritage innovative
design products, and then participate in the post-
production of products offline, under the guidance of
relevant professionals, including carcass production,
decoration, and polishing.

Perceptual engineering is guided by the needs of users
and expresses perceptual problems qualitatively or quan-
titatively through mathematical analysis, so as to achieve
the goal of guiding product design. We use perceptual
engineering and shape grammar to guide the design of
many similar modeling elements and decorative elements
of intangible cultural heritage innovative products for users
to choose independently. Firstly, through the comparative
analysis of the characteristics of the collected intangible
cultural heritage ancient products and existing products,
such as appearance modeling, decorative elements, and
composition forms, we can get the common design factors
and select 10 typical samples from the collected samples of
intangible cultural heritage products. We collect relevant
perceptual words according to users’ perceptual images,
classify and sort out the collected semantic words, and
finally get 63 semantic words. 'en, we invite 30 typical
users to rate the 63 perceptual semantic words collected,
select words with similar semantics according to the score,
and select “sharp-mellow,” “complex-concise,” “gorgeous-
plain,” “exaggerated-elegant,” “simple-exquisite,” “rough-
smooth,” “gorgeous-plain,” and “dim-bright” 8 pairs of
adjectives.

In order to further obtain the user’s perception pref-
erence of intangible cultural heritage innovative design
products, 10 samples were selected from the design element
Atlas of intangible cultural heritage innovative products, and
the perception survey was carried out by using the 7-order
scale method. According to the semantic vocabulary cor-
relation, they were divided into 7 levels: 3 points, −2 points,
−1 point, 0 point, 1 point, 2 points, and 3 points, where “0”
means consistent, “−2” and “2” mean average, and “−3” and
“3” mean very high.

Finally, the distribution of users’ perceptual semantic
vocabulary evaluation results is obtained. By con-
structing a five-point psychological evaluation table and
connecting the semantic vocabulary of each group of
samples with broken lines, the semantic vocabulary
description diagram of intangible cultural heritage in-
novation style features is obtained. According to the
evaluation results and results of users’ perceptual se-
mantic words, the perceptual image words of target users
for intangible cultural heritage innovative products are
smooth, exquisite, mellow, elegant, bright, simple, and
elegant.

4 Scientific Programming



According to the extraction method of design elements
of intangible cultural heritage innovative products and based
on the positioning needs of intangible cultural heritage
innovative products, modeling elements, decorative ele-
ments, and color elements are selected, respectively. Based
on the perceived image of the target user, determine the
parent elements, and then determine the appearance
modeling elements and color elements, so as to provide
design element support for subsequent practice.

Based on the selected design elements of intangible
cultural heritage innovative products, the shape grammar
[22] is used to deduce and deform them, and finally new
design elements are obtained. Shape grammar (SG) can be
represented by

SG � (S, L, R, I), (1)

where “SG” is the shape set derived from “s” through
translation, scaling, deformation, and mirroring, “L” rep-
resents the marker set, “R” is the reasoning rule set, and “I” is
the original shape. According to the morphological de-
duction rules in the shape grammar theory, the seven rules of
shape grammar are used to properly deform the original
intangible cultural heritage innovative product design ele-
ments and then form new intangible cultural heritage in-
novative product design elements that meet the aesthetic
needs of users by means of random arrangement and
combination, replacement, addition and deletion, scaling,
and staggered cutting. In the choice of color, black is
generally selected as the main color, and red and yellow are
the auxiliary colors.

3.3. Design Scheme Generation. 'rough the shape grammar
deduction rules, the elements are deformed and redesigned to
obtain new design elements. According to the needs of users, 6
sets of initial design schemes are finally generated. 'e pre-
liminary design schemes can meet the basic needs of users. In

order to further meet the diversified needs of users, this study
selects the fuzzy comprehensive evaluation method [23–26] to
evaluate the scheme generated by reasoning. With reference to
the design elements of intangible cultural heritage innovative
products, the evaluation index is set as

E � e1, e2, . . . , en , (2)

where n� 5.
According to the needs and satisfaction of users, the

evaluation weight of each evaluation index of intangible
cultural heritage innovative product design is determined by
scoring method.

W � 0.3, 0.3, 0.2, 0.1, 0.1{ }, (3)

where the highest weight given is 0.3 and the lowest is 0.1. e5
is regarded as the basic demand in the evaluation index. We
invite 100 users to evaluate the scheme. 'e evaluation and
test criteria are shown in Table 2.

Finally, three schemes with high scores are selected for
design optimization. Taking scheme 1 as an example, the
evaluation and test results are shown in Table 3.

'e fuzzy judgment matrix D of the design optimization
solution is obtained from Table 4.

'en, the comprehensive evaluation model B is

B � W × D. (4)

'at is, B� {0.224, 0.139, 0.185, 0.191, 0.261}.
'e comprehensive evaluation results of the final 100

users on the six initial design schemes are shown in Table 5.
According to the evaluation results, it can be seen that

22.4% think scheme 1 is very good, 8.8% think scheme 2 is
very good, 31.8% think scheme 3 is very good, 24.6% think
scheme 4 is very good, 27.4% think scheme 5 is very good,
and 21.8% think scheme 6 is very good. 'e top schemes are
scheme 3, scheme 5, and scheme 4 in turn. 'erefore, this

Feature factor
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Ancient products

Modern products
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Modeling factor
Modeling factor
Modeling factor
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Decorative elements
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Figure 2: 'e feature factor extraction model of intangible cultural heritage innovative design.
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Figure 3: 'e intangible cultural heritage innovative design for user participation.

Table 2: 'e evaluation and test criteria.

Evaluation criterion Gradation Evaluation weight Explanation
e 1 Extremely consistent (G1) 0.3 Users can have space to give full play to their creativity.
e 2 Very consistent (G2) 0.3 'e product composition form can fully express the ideas of users.
e 3 Generally consistent (G3) 0.2 'e design style is fashionable, modern, and simple.
e 4 Basically consistent (G4) 0.1 'e overall design of the product is novel and unique.
e 5 Consistent (G5) 0.1 'e product has certain value and function.
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study takes these three sets of schemes as the schemes for end
users to participate in practice and carries out iterative
optimization to get the final design scheme.

4. Conclusions

With the acceleration of market evolution, people’s material
life is becoming richer and richer, and their needs are be-
coming more and more diversified. 'e demand for
products is no longer just functional, but also pays more
attention to the feeling of spiritual level, and has higher
requirements for the aesthetic value and cultural value of
products themselves. 'is study comprehensively uses
questionnaire survey, user interview, and user perception
preference analysis to analyze and study the personal needs
of users and the methods and processes of user participation
in design. Finally, the theory is applied to practice to
complete the research on the innovative design of artificial
intelligence in intangible cultural heritage.

'is study uses the Atlas analysis method to analyze and
summarize the characteristics of intangible cultural heritage
products, constructs the analysis Atlas of intangible cultural
heritage products, determines the design elements of in-
tangible cultural heritage innovative products according to
the needs of users, deforms and reconstructs the design
elements of intangible cultural heritage innovative products
based on the shape grammar, deduces the deformation,

obtains new design elements that meet the aesthetic needs of
users, and generates the initial design scheme. 'e fuzzy
comprehensive evaluation method is used to score and
evaluate the generated design scheme, and the scheme with
the highest user satisfaction is selected for iterative opti-
mization to obtain the final design scheme. Secondly,
through a series of design practices, it provides users with
independent creative space and platform to meet the di-
versified needs of users. Finally, the design of intangible
cultural heritage is verified by user-oriented design.

'e main innovations of this study are as follows: (1) by
combining traditional handicrafts withmodern design ideas,
the market transformation channels of intangible cultural
heritage innovative design products are increased, and a
user-oriented intangible cultural heritage innovative design
model is established. (2) In view of the difficulties faced by
intangible cultural heritage art, explore the needs of different
users for intangible cultural heritage innovative products, let
users participate in the design process of intangible cultural
heritage innovative products, enable users to obtain the
creative dominance of products, and improve users’ con-
sumption experience. (3) According to the needs of users,
this paper puts forward the design scheme of intangible
cultural heritage innovative products to meet the needs of
user groups and promote the wide dissemination of in-
tangible cultural heritage culture.
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High-dimensional data usually exist asymptotically in low-dimensional space. In this study, we mainly use tensor t-product as a
tool to propose new algorithms in data clustering and recovery and verify them on classical data sets. �is study de�nes the
“singular values” of tensors, adopts a weighting strategy for the singular values, and proposes a tensor-weighted kernel norm
minimization robust principal component analysis method, which is used to restore low-probability low-rank third-order tensor
data. Experiments on synthetic data show that in the recovery of strictly low-rank data, the tensor method and weighting strategy
can also obtain more accurate recovery when the rank is relatively large, which improves the volume of the rank. �e proposed
method combines the two and re�ects its superiority through the restoration of 500 images under a small probability noise level.

1. Introduction

In recent years, the development of science and technology
has been changing with each passing day, and at the same
time, it has also brought complicated data [1–4]. With the
development of the Internet and arti�cial intelligence [5–8],
the data on education, medical treatment, e-commerce,
transportation, and other industries show explosive growth.
How to mine useful information from massive data has be-
come a research hotspot. Due to the continuous improvement
of people’s ability to obtain data, the scale of data is becoming
larger and larger, and the structure is becoming more and
more complex, such as millions of frames of video, texts, and
web pages carrying hundreds of millions of information.

Data recovery and clustering are of great signi�cance to
the analysis of high-dimensional data [9–14]. Many high-
dimensional data usually exist approximately in low-di-
mensional subspaces, and the low rank prior of data becomes
the key to e�ective data recovery [15–18]. In cluster analysis,
many data are usually modeled as coming from multiple
cluster subspaces. Based on this, the data are clustered and a
popular subspace clustering algorithm is formed.

Analyzing these high-dimensional data not only oc-
cupies memory and takes time but also because the useful

information of the data often only exists in the low-di-
mensional space, other redundant components will bring
great interference to the analysis algorithm [19]. Noise or
outliers due to the increase of information will also a�ect the
performance of the algorithm. How to grasp andmake use of
the characteristics of data has become a breakthrough in the
e�ective analysis of data. In the form of data processing, the
traditional method of matrix decomposition usually needs to
transform multi-level data samples into column vectors,
which inevitably destroys the original structure of data and
leads to information loss. While retaining the original form
of the data, the tensor form will be used for decomposition.
In recent years, in the �eld of practical application, the
analysis of tensors has played an increasingly important role,
so more and more scholars have paid attention to it. �e
forms of tensor operations are diversi�ed with the in-depth
exploration of the academic community.

2. Data Recovery of Low-Rank Third-Order
Tensorsunder SmallProbability SparseNoise

Low rank exists widely in data. In algorithms applied to
traditional matrix factorization, converting eachmulti-order
data sample into a long column vector form is necessary
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[20]. A third-order tensor has a lower-rank structure than
the corresponding matrix. &erefore, theoretically, from the
perspective of low-rank recovery, the original structure of
tensors has certain advantages.

Theorem 1. For any tensor:

A ∈ Rn1×n2×n3 . (1)

We convert each of its side slice matrices into a column
vector, the matrix A is formed by these column vectors,
which is unfold (A).

Then the average rank of A is less than or equal to the
rank of A, that is,

ra(A)≤ r(unfold(A)). (2)

Prove:

bcirc(A) � In1n3
, P, P

2
, . . . , P

n3− 1
 

A

A

⋱

A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (3)

where P is the permutation matrix

O · · · O In1
In1

· · · O O

⋮ ⋱ ⋮ ⋮
O · · · In1

O

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈

Rn1n3×n1n3 .
Then,

ra(A) �
1
n3

r(bdiag(A)) �
1
n3

r(bcirc(A)). (4)

So,

ra(A)≤
1
n3

r

A

A

⋱

A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� r(A). (5)

2.1. Tensor Low-Rank Structure of RGB Images. An RGB
image data itself is a third-order tensor, and the general
image tensor has a low-rank structure, which will be
explained from experiments in this section. Two-color
pictures are randomly selected from the Berkeley Segmen-
tation dataset [21], and the picture size is 321× 481. Each
picture’s data (RGB picture) can be regarded as a third-order
tensor (set as A ∈ Rm×n×3). We perform tensor singular

value decomposition for each image:A � U∗S∗V∗. Also,
we calculate the singular value of bdiag(A). It can be seen
that the general RGB image itself has a tensor low-rank
structure.

Tensor low-rank representation (TLRR) [22] and tensor
robust principal component analysis (TRPCA) [23] use the
tensor low-rank structure to remove the sparse noise of the
image. &e decomposition of TRPCA is shown in Figure 1.

2.2. Tensor-Weighted Nuclear Norm Minimization Robust
Principal Component Analysis Method. Perform singular
value decomposition on a matrix of approximately low rank;
the larger singular value corresponds to the “main structure”
information of the matrix, such as larger edges and smooth
parts in the image matrix. &e small noise does not interfere
much with the main structure of the matrix; therefore, in the
denoising algorithm based on singular value shrinkage,
different singular values should be treated differently. Based
on this prior, weighted nuclear norm minimization
(WNNM) [24] and weighted nuclear norm minimization-
robust principal component analysis (WNNM-RPCA) [25]
give a small degree of shrinkage to large singular values
based on nuclear norm minimization (NNM) and robust
principal component analysis (RPCA), respectively, and
greatly improve the denoising effect.

&e singular value of any tensor A is defined as the
singular value of bdiag(A); then, the above analysis is also
valid for tensor singular value decomposition. Referring to
the weighting strategy in literature [26], we set the weight of
each singular value σi of the tensor as

w
t+1
i �

C

σi A
t

  + ϵ
. (6)

In this equation, σi represents the i-th singular value of
A, t represents the number of iterations, C is a normal
number, and ε is a minimal number to prevent the de-
nominator from being 0.

&e L1 norm is often used to characterize random
probability noise. For example, RPCA, etc. For the
problem of removing small probability noises from third-
order tensors, a tensor-weighted nuclear norm minimi-
zation robust principal component analysis method is
proposed as

min
L,E

‖L‖w,∗ +‖E‖1, s.t.x � L + ε. (7)

To deal with the equality constraint problem, the aug-
mented lagrange multiplier method is used, that is,

min
L,E

‖L‖w,∗ + λ‖E‖1 +
μ
2
‖X − L − E‖

2
+ <y, X − L − E> . (8)

We solve equation (8) by the alternating direction
method of multipliers (ADMM) method. &is is a supple-
mentary explanation of the solution to the following model
used to update L.

Giving the tensor Z ∈ Rn1×n2×n3 , the L of the following
function is solved as

Figure 1: Schematic diagram of TRPCA decomposition.
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min
L

‖L‖w,∗ +
μ
2
‖L − Z‖

2
. (9)

&is is equivalent to the following matrix model:

min
L

‖bdiag(L)‖w,∗ +
μ
2
‖bdiag(L) − bdiag(Z)‖

2
. (10)

Let

bdiag(L) �

L1

L2

⋱

Ln3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

bdiag(Z) �

Z1

Z2

⋱

Zn3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(11)

where Li, Zi ∈ Rn1×n2 , i � 1, . . . , n3.

&en, the model can be transformed into

min
Li

Li,w,∗ +
μ
2
Li − Z

2
i , i � 1 . . . , n3. (12)

It can be solved by applying &eorem 2.

Theorem 2 ([see 25]). Suppose Y ∈ Rm×n, for the wavelet
neural network prediction (WNNP) problem of the
reweighted strategy:

min
X

‖X‖w,∗ +‖Y − X‖
2
, (13)

where wt
i � C/σi(Xt) + ϵ, C is a positive constant, ϵ satisfies

ϵ<min(
��
C

√
, C/σ1(Y)) and initializes X0 � Y, then the

problem has a closed-form solution.
We perform singular value decomposition on Y:

Y � U  V. (14)

Then, the closed-form solution is

X
∗

� U  V
T
, (15)

where,


 �
diag σ1 X

∗
( , σ2 X

∗
( , . . . , σn X

∗
( ( 

0
⎛⎝ ⎞⎠,

σi X
∗

(  �

0 c2 < 0,

c1 +
��
c2

√

2
c2 ≥ 0,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

c1 � σi(Y) − ϵ, c2 � σi(Y) + ϵ( 
2

− 4C.

(16)

3. Experiments

It is assumed that the value range of each element in the low-
rank tensor A is [a, b], and the element with frequency p in
A is disturbed by noise.&is experiment mainly explores the
accurate recovery of low-rank third-order tensor
A ∈ Rn1×n2×n3 under low-probability sparse noise by the
proposed tensor-weighted nuclear norm minimization ro-
bust principal component analysis method.

&e main comparison algorithms are RPCA [27],
WNNM-RPCA [25], low-rank representation (LRR) [28],
tensor robust principal component analysis (TRPCA) [23],
and tensor low-rank representation (TLRR) [22]. Each
positive slice matrix of the tensor is denoised separately
when applying the matrix methods: WNNM-RPCA and
LRR.

In addition to the parameters already set, set

C � 4p
����
n1n2

√
. (17)

p value prior is needed here. Better results can be ob-
tained without p prior value, but experiments show that
setting the C value in this way is more effective.

3.1. Synthesis of Data. Firstly, the vector linearly produces a
low-rank tensor. &e steps of this experiment are:

(1) Generate a low-rank tensor:

A � fold(unfold(B)C), (18)

where B ∈ Rn1×r×n3 ,C ∈ Rr×n2 , all obey the normal
distribution N(0, 1).

(2) Randomly select the element whose proportion
frequency is p from A and set it as a large random
value in the range of [a, b]. [a, b] is set as the value
range [min(A),max(A)] of A.

(3) Use the corresponding algorithm to process sepa-
rately to get the recovery value A∗.

(4) Comparing the relative error,

RF �
A − A

∗

‖A‖
. (19)

&e restoration fails if the error is greater than 0.2.
&en, we fix n1 � 300, n2 � 300, n3 � 5, p � 0.15 un-

changed, set r to 5, 10, 15, 20, 40, 60, 80, respectively. Each
group of experiments generates 10 noise data recovered by
different algorithms (each row in the error result table uses
the same group of data), and the average results are taken. A
comparison of recovery errors for low-rank tensors pro-
duced by vector linearity is shown in Table 1.

&en, tensors linearly generate low-rank tensors. &is
experiment is different from the first experiment only in the
method of generating low-rank tensors in step 1, which is
changed to

A � B∗C, (20)
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where B ∈ Rn1×r×n3 ,C ∈ Rr×n2×n3 , all obey the normal dis-
tribution: N(0, 1). �e results are shown in Table 2.

From the above two experiments, we can draw the
following conclusions: in the case of low-rank and low-noise
level, the inpainting result of RPCA is the most accurate.
�is also veri�es the theory described in [27]. From the
perspective of “tolerance” to rank, both the tensor method
and the weighting strategy make the original algorithm
signi�cantly improved.�e improvement e�ect of the tensor
method is particularly signi�cant in the recovery of data
generated by tensor linearity.

3.2. Image Restoration. �is experiment uses 500 pictures
from the Berkeley dataset [27–29] under di�erent scenarios.
For each test picture, the pixel value of p� 3%～15% is
randomly selected and set to a random value of [0, 255], and
di�erent algorithms are applied to repair.When applying the
proposed tensor weighted nuclear norm minimization ro-
bust principal component analysis method, the experiments
show that the denoising results need to be performed twice
by the proposed tensor weighted nuclear norm minimiza-
tion robust principal component analysis method for better
results. Taking mean square error (MSE) and peak signal to
noise ratio (PSNR) values as evaluation indicators:

MSE �
‖L −X‖2

n1n2n3
,

PSNR � 10log10
‖X‖2∞
MSE

( ),

(21)

where L is the recovery result for X ∈ Rn1×n2×n3 .
Under the noise level of p� 9%, each algorithm recovers

the data of four example images. �e average processing
time of the four images is shown in Figure 2. MATLABR

2020 is used in this experiment, the computer parameters are
the operating system win10, CPU Inter(R) Core(TM) i5-
3230M, CPU of 2.60GHZ, and the memory of 8GB.

Under di�erent noise levels, each algorithm restores 500
images, and the average MSE and PSNR values are shown in
Tables 3 and 4, respectively (the best results are shown in
bold).

It can be seen from Tables 3 and 4 that the repair results
of the tensor method are better than the repair results of the
matrix method; WNNM-RPCA and TWRPCA obtained by
the weighted strategy perform better in similar methods, and
the lower the noise level, the more pronounced the ad-
vantage of the weighted strategy.

As mentioned above, the larger part of the singular value
of the data represents the “main structure” of the data itself.
At the same time, the low noise level has less in�uence on the
main structure of the data, and the weighting strategy uses
this prior. �e experimental results further veri�ed this
hypothesis.

Table 1: Comparison of recovery errors for low-rank tensors produced by vector linearity.
r RPCA WNNM-RPCA TRPCA TWRPCA
5 5.58e− 11 3.86e− 08 1.23e− 08 1.01e− 08
10 5.64e− 11 4.70e− 08 1.12e− 08 1.08e− 08
15 4.88e− 11 5.65e− 08 7.76e− 09 1.04e− 08
20 5.21e− 11 6.26e− 08 1.11e− 08 9.44e− 09
40 5.98e− 11 1.01e− 07 3.78e− 04 9.23e− 09
60 0.13 4.55e− 04 0.12 1.55e− 09
80 — — — —
“—” indicates that recovery failed.

Table 2: Comparison of recovery errors for low-rank tensors produced by tensor linearity.
r RPCA WNNM-RPCA TRPCA TWRPCA
5 5.39e− 11 7.69e− 08 8.51e− 09 6.21e− 09
10 0.012 1.31e− 07 6.84e− 09 6.72e− 09
15 — — 7.22e− 09 5.78e− 09
20 — — 4.24e− 09 3.92e− 09
40 — — 1.04e− 08 4.70e− 09
60 — — 0.12 6.72e− 09
80 — — — 9.62e− 09
“—” indicates that recovery failed.
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Figure 2: Average time to recover four example images when
p� 9% (unit: seconds).
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4. Conclusions

&is study focuses on the data recovery of low-rank third-
order tensors under small probability sparse noise. Tensor
t-product is only one of many tensor operations. Although it
has an excellent performance in some aspects, it can not
achieve all aspects of transcendence. Tensor subspace has
more “right shift” closeness than quantum space, but this
property has not been further analyzed in combination with
practice. In the face of practical problems, the theoretical
analysis of this paper is relatively weak. It is hoped that there
will be more in-depth theoretical research in the future, and
there will be more perfect trade-off strategies for various
forms of matrix or tensor operations.

In data recovery, although the tensor weighting strategy
proposed in this paper has brought better results, the current
experiments have only achieved better results under small
probability noise. Relevant experiments show that the weighting
parameters are also related to the image itself, and the image
information should be taken into account when determining the
weighting parameters. For example, images with more details
(such as texture images) and smoother images should be treated
differently; in addition, the RGB image itself is regarded as a
third-order low-rank tensor, and the application ofweighted low
rank will make the image lose some detail information while
denoising. We can use the prior of nonlocal approximation for
reference to aggregate the similar blocks of the image to obtain a
tensor with a lower rank, and then use the corresponding al-
gorithm to denoise. However, because TRPCA, TLRR,
TWRPCA, and other methods dealing with sparse noise do not
have an explicit solution, it will consume memory and greatly
increase the time cost. &erefore, it is hoped that there will be a
denoising algorithm that considers the image information and
can estimate the noise level in the future.
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In the background of the information age of “Internet+,” the traditional teachingmode of business English has many drawbacks in
terms of curriculum, teaching content, teaching methods, and teachers’ backgrounds and cannot adapt to the needs of the times.
�erefore, business English teaching should actively follow the trend of “Internet + education” and continue to innovate in a
multimodal way. �e multimodal teaching mode of “wireless network + business English” is in line with the background of
“Internet+,” optimizing teaching resources to the maximum extent and truly realizing the e�ective combination of Internet and
business English teaching. �e Internet-based multimodal innovation can be carried out in the four elements of business English
teaching: environment, task, learner, and guide teaching. �e specialization and modernization of business English teaching can
be promoted through the optimization of O2O multisituational classroom, the application of multimodal tasks in three-di-
mensional teaching materials, the communication of diversi�ed categories of students, and the con�guration of multilevel
teachers across �elds.

1. Introduction

With the continuous innovation of information technology,
we have entered the 2.0 era of Internet development [1]. On
July 4, 2015, the State Council issued the “Guidance on
actively promoting the ‘Internet+’ action.” According to the
Guidance, the “Internet+” is “the deep integration of In-
ternet innovations with all areas of the economy and society.
As the infrastructure and innovation factor, the “Internet+”
is instrumental in promoting technological progress, e�-
ciency improvement, and organizational change, enhancing
the innovation and productivity of the real economy. �is
also indicates that “Internet+” has been incorporated into
national strategy and will become an important form of
social innovation and development in the future [2]. �e
profound in�uence of modern information technology
represented by the Internet on all aspects of education is also
being gradually re�ected. �e “Internet + education” is not a
simple addition of the two but a kind of change and in-
novation, using information technology and the Internet

platform to integrate the Internet with education in depth so
that the Internet thinking really penetrates the teaching
design, teaching content, teaching evaluation, and other
aspects of the teaching process, resulting in new teaching
forms and models. In this environment, the reform of the
teaching mode of business English courses in colleges and
universities is in urgent need of strengthening the inte-
gration with information technology to co-construct and
share high-quality and e�ective educational resources [3].

�e new industry of “Internet + traditional industry”
provides new thinking and new opportunities for the in-
novative development of the education industry. With the
development of wireless networks and smart terminals,
multimodal communication methods, mainly pictures, text,
audio, and video, are gradually replacing one-dimensional
text and rapidly becoming the mainstream form of infor-
mation transmission in education and communication ac-
tivities. In multimodal information, language text and other
hypertext social symbols such as images and videos jointly
construct meaning and spread in real time through the
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emerging mobile Internet media, greatly compensating for
the disadvantages of traditional paper media, which are
static and monotonous.

Business English, as an interdisciplinary cross-emerging
major integrating business knowledge and skills and English
language ability, still suffers from development problems
such as lack of unified teaching objectives, weak teachers,
lagging teaching methods, and single evaluation methods at
this stage [4]. 'erefore, starting from the four main ele-
ments of the teaching mode and using Internet thinking for
the organic optimization and allocation of multimodal
teaching resources, this paper focuses on analyzing how
business English teaching can be multimodally innovated
and updated at the level of environment, task, learner, and
guide to promote the informational development of business
English professional construction.

2. The Main Problems in Traditional Business
English Teaching

With the development of global economic integration, the
demand for business English professionals in China has been
rising, especially the demand for talents with high quality,
solid language foundation, and business knowledge.
'erefore, many colleges and universities, especially those
undergraduate colleges and universities in transition, have
opened business English majors one after another [5].
However, due to the strong practicality and inter-
disciplinarity of business English, the traditional teaching
mode in ordinary colleges and universities can no longer
meet the requirements of society for business English talents,
and its drawbacks are becoming more and more obvious.
'e shortcomings of the teaching mode are becoming more
and more obvious.

2.1. �e Curriculum Lacks Modernity. At present, the core
courses of business English majors in colleges and univer-
sities are mainly set around traditional international trade
activities, such as foreign trade correspondence, interna-
tional marketing, business negotiation, and so on. However,
with the vigorous development of information technology,
the economic form has long been not only limited to a
certain mode, such as the increasing growth of cross-border
e-commerce with B2B and B2C as the main mode [6], which
highlights the huge gap in the demand for related talents. But
the corresponding business English talents in colleges and
universities cannot really dovetail with each other, and the
professional curriculum is obviously not forward-looking
enough, without closely linking the business activities in the
Internet era with the related teaching, and the related
courses are very insufficient or even blank.

2.2. Lack of Practicality of Teaching Contents. Business En-
glish itself is a special-purpose English, and its practical
teaching purpose is different from that of traditional English
majors. However, due to the limitation of the speed of
updating the teaching materials, when teachers teach
business English courses, most of the teaching of

professional business knowledge stays at the level of books,
and it is difficult to combine the new terms, new termi-
nology, or new business environment that emerge rapidly
nowadays. As a result, when students graduate, as long as
they work in related industries, they will obviously feel that
their professional knowledge is lacking, or their professional
background is incompatible with the employment envi-
ronment, and the gap is obvious [7]. 'is makes the pro-
fession, which should have strong practical value, lack real
practicality, and thus face an awkward situation in the job
market.

2.3. Lack of Diversity in Teaching Methods. In today’s rapid
development of information technology, the application of
multimedia technology and the Internet are both very
common. And diversified teaching modes are also insepa-
rable from these. However, in business English teaching, the
teaching methods in many colleges and universities are still
very single, and most of them still follow the teaching mode
of English majors; the teacher is still the main body in the
classroom; most of the time the teacher teaches the
knowledge points; the students learn more passively; there
are few or no links of teacher-student interaction and stu-
dent-student interaction; and there are few courses that
allow students to really participate in practical operations
effectively [8]. 'e teaching process is heavy on theory in-
doctrination and light on practical operation phenomenon
abounds. If students do not have timely and complete
practical training, it is difficult for them to apply what they
have learned in the future, which is very unfavorable to the
cultivation of high-quality and application-oriented business
English talents.

2.4. Lack of Professionalism in Teachers’ Background. In
colleges and universities, business English is a young and
emerging major compared with other majors, but many
teachers are purely English education majors who are not
very familiar with business practice, or even if they have
studied related professional knowledge, most of them only
stay at the level of books, lacking practical experience and
social practice ability itself. As a result, they cannot really
integrate business ideas and practical methods into teaching
and cannot fully realize the cultivation of students’ core
competence and professionalism. In Business English, En-
glish is only a tool, and business knowledge is the pillar. If
the teacher’s knowledge framework focuses on language
rather than business or if the teacher accumulates personal
corpus during teaching but does not share relevant pro-
fessional knowledge in time, the knowledge structure is old
and not up-to-date [9] and lacks professionalism he or she
should have or he or she will not be able to meet the training
needs of business English talents. 'erefore, in order to
evaluate the relationship between the number of business
English courses and the teaching effect of business thinking
and practical methods, the researchers obtained the internal
relationship between the number of business English classes
and business thinking through the statistical data of many
colleges and universities.'emathematical relationship is as
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follows. Figure 1 shows the relationship between the quality
of business English talents, business knowledge, and pure
English teaching. As can be seen from the �gure, in addition
to the English language itself, business knowledge plays an
important role in the quality of business English talents.

N �∑
n

i�1
ni,

En � ∑
N−1

m�0
x2n(m),

Mn � ∑
N−1

m�0
xn(m)
∣∣∣∣

∣∣∣∣,

(1)

where N is the number of business English courses, En is the
teaching e�ect of business ideas and practical methods, and
Mn is the teaching e�ect of pure English education.

3. Feasibility of “Wireless Network+Business
English” Teaching Mode

3.1. Opportunity of “Internet+” for Teaching. �e Internet
has the largest amount of information and resources in the
world today, and these huge amounts of information are
interconnected in an intricate form, and the direct or in-
direct resources that can be served and shared for teaching
are inexhaustible. �e Internet supported by big data also
makes information collection more convenient for each
learner, making mobile devices the carriers of virtual
communities and virtual classrooms. In other words, in the
context of “Internet+,” the teaching mode is di�erent from
the traditional form, and the forms, channels, and media for
teaching and learning have become more diversi�ed and
diverse. �ey can cut and reconstruct the knowledge system
independently, and if they are truly integrated with the
business English teaching process, they will make teaching
more vivid, e�ective, and relevant, thus showing the hu-
manity of teaching.

3.2. �e Fit between Business English Teaching and Wireless
Network. In the era of “Internet+,” the traditional education
model of one school, one teacher, and one classroom is
fading; a wireless network and one mobile terminal, millions
of students, schools, and teachers of your choice are
emerging as the new education model, which is the charm of
“Internet + education” [10]. �e nature of the business
English major determines that it is by no means only a
simple language teaching but with the help of teaching
English language knowledge to develop students’ intercul-
tural business communication skills. �is major requires a
high level of practical ability, and the teaching of business
English must be combined with information technology,
which is in line with the background and diversity of the
“Internet+” era. �erefore, it is feasible and inevitable to rely
on network information, deeply integrate various high-
quality teaching resources, and explore the construction of
the “Internet + business English” teaching mode.

4. The Construction of Multimodal Interactive
Teaching Model of Business English

4.1. Analysis of Multimodal Interaction. Norris, a famous
linguist, believes that multimodal interaction is universal
[11]. Communication interaction forms social action
through the mediation of various modalities. Norris points
out that in communicative interaction, verbal and nonverbal
modalities have di�erent interactive e�ects depending on the
context of interaction, and verbal modalities do not play a
dominant role in all interactions. �e choice of modality use
needs to take into account the di�erences in communicative
contexts. In addition, multimodal interaction should take
into account the degree of interactional awareness and at-
tention of the communicative subject and the participant
and pay active attention to the feelings, thoughts, and
feedback of the communicative subject and the participant
and informed unity. Modal density and modal con�guration
are the key elements of multimodal interaction research.
Modal density and modal intensity are proportional to each
other, and the higher the modal intensity, the higher the
modal density. Modal complexity refers to the number of
modalities used in the construction of the action; the greater
the number, the greater the modal complexity.

4.2. Multimodal Interactive Teaching Model.
“Multimodality” refers to the inclusion of di�erent symbolic
modalities in a �nished communication product or com-
munication activity [12], as well as the various ways in which
di�erent symbolic resources are mobilized to construct
meaning in a given text [13]. In the early twenty-�rst
century, Stein proposed a multimodal pedagogy, which
argues that course instruction and assessment should be
centered on the modal characteristics of the learning en-
vironment centered on the development of all communi-
cative activities in the classroom as multimodal [14]. As a
pedagogical concept, multimodal teaching means that under
the guidance of multimodal theory, teachers use a variety of
teaching tools and diverse teaching channels, such as the
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Figure 1: �e relationship between the quality of business English
talents, business knowledge, and pure English teaching.
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Internet, pictures, videos, and role-plays, to activate and
engage learners’ various senses, synergize, and construct
them into the most e�ective way of meaningful expression
and communication.

In the process of multimodal interactive teaching,
learners’ multiple abilities are stimulated and highlighted.
�e role of the teacher changes from “preaching, teaching,
and solving” [15] to that of a collaborator, modality se-
lector, and perceptual stimulator of students’ learning,
while the students perceive, decode, and store the multi-
modal input knowledge and then output it to form a
positive interaction with the teacher and learners, thus
realizing the deep transformation and internalization of
knowledge. In business English teaching, teachers can
make full use of the multimodal system to design teaching
sessions, accumulate and build a multimodal corpus and
curriculum resources with the help of multiple learning
platforms on the Internet, activate students’ sensory po-
tential to the maximum extent, and provide a multimodal
interactive teaching and learning environment for teachers
and students, so as to collaborate students’ multimodal
understanding of relevant knowledge and complete their
meaning construction [16]. Figure 2 shows the relationship
between students’ multimodal understanding of relevant
knowledge and multimodal corpus, curriculum resources,
and multimodal interactive teaching environment. As can
be seen from the �gure, there is a positive correlation
between the three.

4.3. “Wireless Network + Business English” Teaching Mode.
In the era of the “Internet+,” the openness and sharing of
knowledge have brought great changes to the language
service industry and new requirements to traditional
teaching. However, the integration of the two is not a
patchwork that can be achieved overnight. In the teaching
of business English, teachers should fully reform and
improve the teaching concept, teaching content, and
teaching methods, so as to maximize the allocation and
optimization of teaching resources and truly realize the
e�ective combination of Internet and business English
teaching.

4.3.1. Change of Teaching Concept. Teaching is not only the
transmission of knowledge but also the conversion process
of learners’ internalization of knowledge. �erefore, in
business English teaching, teachers should update their
teaching concept, deeply understand the essence of business
English as special-purpose English, emphasize the cognitive
subject role of learners, and practice the teaching concept of
“student-centered” [17]. �erefore, teachers should design
teaching sessions that meet learners’ learning requirements
and enhance their practical skills, and let students actively
participate in various practical activities, cooperate with each
other, and give full play to students’ initiative and enthu-
siasm when teaching according to learners’ characteristics
and the features of “Internet+.” Teachers are transformed
into instructors and collaborators of students in

constructing knowledge, while students become real par-
ticipants and constructors of learning.

4.3.2. Update of Teaching Contents. In the teaching practice
of “wireless network + business English,” the change of
teaching content is the most important. Business English
itself is di�erent from general language teaching, so teachers
should comply with the requirements of the “Internet+” era
and add more real-life corpus as the course content. In the
course “Cross-cultural Business Communication” [18], for
example, teachers should not only introduce basic business
etiquette and cross-cultural knowledge but also add real
cases of cross-cultural business communication through
online platforms or shared corpora, select typical cases of
successful or unsuccessful communication for learners to
analyze and dig into, and then let students give feedback on
the learning e�ect to assess the students’ construction of new
business communication. �e students will then give
feedback on the learning e�ect to assess the validity of their
new knowledge. In the context of “Internet+,” there is a
constant �ow of resources shared on relevant online plat-
forms. �erefore, the resources provided by teachers (e.g.,
authentic business texts) do not necessarily have to be in one
form but can be multimodal, such as videos, images, text, or
a combination of both or all three.

Multimodal interactive teaching models emphasize
multiple inputs, and business activities are evolving
rapidly. While “Internet+” provides teachers with di-
versi�ed teaching resources, teachers should also,
according to the latest development in business com-
munication, make use of the advantages of multimedia,
e�ectively select the best and most practical cases, actively
establish a dynamic network resource database, update
the data content at any time, and improve the authenticity
and timeliness of teaching content. �e data content is
updated at any time to enhance the authenticity and
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timeliness of teaching content and improve students’
learning ability. 'e number of dynamic network resource
databases is closely related to the diversification of
teaching materials and business teaching cases. 'rough
the statistical analysis of a large number of network re-
sources and business teaching cases, scholars and experts
try to find out the internal relationship between the ca-
pacity of teaching resources and students’ learning ability.
Based on the results of statistical analysis, a correlation
between them is obtained. In order to quantitatively
evaluate the relationship between the capacity of dynamic
network resource base based on diversified teaching re-
sources and students’ learning ability, the mathematical
expression are as follows:

D(X, Y) �

�����������


n

i�1
xi − yi( 

2




,

D
n

� 

j

i�1
 D X, Y

n−1
i ,

δn
�

D
n− 1

− D
n




D
n ,

(2)

where D is the volume of the dynamic network resource
library, Dn is the updated data volume of network the re-
source library, δn is students’ learning ability based on di-
versified teaching resources, and X and Y represent
diversified teaching resources and business practical cases,
respectively.

4.3.3. Breakthrough of Teaching Methods. 'e multimodal
interactive teaching mode of “wireless network +business
English” is based on a personalized teaching mode on the one
hand and emphasizes the spirit of cooperation on the other
hand, that is, while respecting the different learning char-
acteristics and habits of individuals, it can collaborate with
each other in learning according to the metacognitive ability
of learners so that students can have targeted fragmented
knowledge points but also allows them to actively interact,
build on their strengths, internalize their knowledge, and
acquire the most needed business communication skills.

In the precourse self-study stage, students no longer rely
on books to simply prestudy the text content but instead
learn the knowledge points in a targeted manner based on
the learning applications and system modules provided by
the relevant online platforms and multimodal teaching re-
sources [19]. Online teaching methods such as catechism
and microlearning allow students to preview the important
knowledge and background information of the course by
watching videos at any time and any place, according to their
own learning habits and pace. Take the “Business Negoti-
ation” course as an example where students can learn the
background knowledge and negotiation process of a certain
negotiation case first and summarize and analyze it by
themselves so that they can discuss it in class. At this stage,

“Internet+” teaching allows students to learn any knowledge
point repeatedly without the limitation of time, place, and
number of students, which breaks the traditional teaching
method, makes full use of the time before class, and gives
new vitality to the multimodal interactive teaching mode. In
the classroom stage, the teacher-student relationship is a
“two-way interaction” [20]. 'e role of the teacher has also
changed dramatically. In the business English classroom,
teachers should abandon the traditional teaching method of
knowledge inculcation and carry out a flipped classroom
based on the favorable resources of “Internet+” teaching. For
example, in the course “Business English Translation,”
teachers can design a complete and clear teaching task, give a
specific translation task online, and ask students to complete
the translation practice in a project-oriented way. In this
process, students can collaborate and discuss with each other
in groups, while the teacher provides personalized guidance,
observes and judges the teaching progress, and dynamically
grasps the students’ learning situation. 'e teacher is a fa-
cilitator and supervisor of student learning. In the flipped
classroom, students complete the output of language
knowledge and the internalization of business knowledge
through the practice of real tasks or projects.

In the practical stage of teaching, we can strengthen
the cooperation between schools and enterprises by means
of “innovation and entrepreneurship” competitions,
participation in projects, or internship in enterprises so
that students can experience the foreign business process
directly and effectively comprehend what they have
learned in class so that they can apply what they have
learned. For example, under the trend of “Internet+,” the
rise of cross-border e-commerce has completely over-
turned the traditional form of business transactions. To
make students understand B2B and B2C business
knowledge [21], teachers can use real cross-border
e-commerce network platforms, such as sales, Amazon,
eBay, or online virtual trading systems so that students
can do practical work and find real problems. Teachers can
realize teacher-student interaction online, help students
solve problems in time, realize students’ various business
communication skills, and meet the urgent demand for
high-quality applied business English talents in the “In-
ternet+” era. In the business English talent market, it is
often necessary to calculate the number of morning En-
glish talents to be accommodated according to the de-
velopment of e-commerce platforms. 'e following
formula can be used to evaluate the demand for business
English talents on different e-commerce network plat-
forms. And taking three cross-border e-commerce net-
work platforms (Selling, Amazon, and eBay) as an
example, Figure 3 shows the histogram of the proportion
of business English talents in different cross-border
e-commerce network platforms in different periods.

X � X1, X2, . . . ., Xm ,

Xi � X1, X2, . . . ., Xn ,
(3)

where X is the demand for a cross-border e-commerce
network platform for business English talents and Xi is the
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demand for an e-commerce network platform for business
English talents.

5. “Internet+” Multimodal Interactive
Innovation from Four Elements of Teaching

5.1. Wireless Network + Environment: �e Setting and Opti-
mization of O2O Multisituational Classroom. �e nature of
the teaching environment is the decisive factor in the
richness and density of teaching action modality. In the
traditional business English teaching process, the envi-
ronment mainly refers to the teaching classroom, where
all teaching activities basically take place. �e modalities
used to construct interactive meanings in traditional
classrooms are mainly visual modalities based on teacher-
book-textbook and auditory modalities based on teacher
lecture-student response. Students answer questions in a
single form and limited content, and easy to form the
inertia of students' participation motivation is not high,
resulting in low teaching e�ciency. �e O2O (online-to-
oªine) business model in the new “Internet + economy”
[22] has given profound inspiration to the education
industry, thus giving rise to the emerging teaching model
of the �ipped classroom. �e �ipped classroom is a new
form of “Internet + classroom” classroom, which greatly
enriches the types of modalities and increases the com-
plexity and intensity of modalities by adjusting the ratio of
the number of modalities, thus enhancing the density of
modalities and the construction of meaning in multi-
modal interactive behaviors.

With the development and popularity of smartphones
and mobile networks, learners can download multimodal
learning materials and conduct learning activities anytime
and anywhere. �erefore, in the long run, schools need to
consider updating the classroom format, including seat
design and multimedia hardware equipment, to support and

ensure the smooth implementation of the �ipped classroom.
�e typical �ipped classroom does not highlight the practical
nature of business English teaching, so it needs to be
contextualized and optimized. At present, many universities
already have business English practice courses, but they are
basically separate from the relevant theory courses, which is
not conducive to the comprehensive development of theory
and practice. �e business English �ipped classroom can be
optimized from online and oªine to form a new form of
O2O classroom (as shown in Figure 4).

In addition to various user-based learning platforms, the
online environment can also be increased to varying degrees
by adding a high-simulation model with a scene layout as the
foreground.

In addition to various user-based learning platforms, the
online environment can also be enhanced to varying degrees
with a high level of simulation modeling training platform
that foregrounds the layout of scenes and various new media
platforms that attract the attention of communicative
subjects, such as WeChat, Weibo, QQ, and Blue Ink Cloud
Class. �e oªine environment can be composed of multiple
scenarios such as activity classrooms, practical training
bases, and public markets. �e activity classroom can be
used for business activities such as negotiation, forum, and
seminar; the practical training base jointly organized by the
school and enterprises can be used for realistic business
training, such as entering the simultaneous interpretation
box for business translation courses to feel the real atmo-
sphere, which can help mobilize the real emotions of the
learning subjects for experiential teaching; the public market
includes banks, courts, science and technology parks, ports,
and other real communication places related to business
English communication situations. �e public market in-
cludes banks, courts, science and technology parks, ports,
and other real communicative places related to business
English communication situations, which can be used to
conduct situational multimodal tasks such as �eld surveys,
industry research, and sample interviews. Learners improve
their ability to solve practical problems through the �ipped
mode of online simulation and oªine �eld restoration of
Business English O2O classroom, which �rst trains virtually
and then operates realistically and helps colleges and uni-
versities cultivate composite business English talents who
meet market demand [23].

5.2. Wireless Network +Tasks: Design and Use of Multimodal
Tasks for Stereoscopic Teaching Materials. �e task is the
interface between learners and the guide, and it is the
medium for learners to re�ect on their learning ability and
the guide to check the teaching situation, which can be
divided into two parts: classroom materials and after-class
tasks (as shown in Figure 5).

On the one hand, the multimodal innovation of the new
three-dimensional business English teaching materials is
carried out. �e new three-dimensional textbook responds
to the learning characteristics of today’s learners of “multiple
information, communicative images, and short attention
span” and realizes the real-time connection between paper
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textbooks and digital resources through QR code links,
forming a new three-dimensional textbook of “paper
book + digital course + tablet version of the digital textbook.”
�e new form of teaching material is three-dimensional and
diverse. �e use of new stereoscopic high-modal density and
multimodal structured teaching materials that are based on
the representational modality of print and supplemented by
nonrepresentational modalities such as sound, video, and
scene layout can increase students’ attention as interactive
communicators, stimulate their sense of active participation,
and realize language and business learning in multimodal
interactive communication, which will greatly enhance the
contextualized experience of learning and lasting and pro-
found learning e�ects.

On the other hand, the multimodal after-school tasks
that accompany the three-dimensional teaching materials
should also be designed in an integrated way. �e multi-
modal after-school tasks in the “Internet+” mode can be
divided into three forms: online tests, scenario-based
projects, and technical assignments [24].

�e online test refers to the digital input of traditional
homework based on multiple choices, judgments, links, and
short answers to questions, which is distributed to learners
for practice on the learning platform or online push in the

form of regular open test. Some of the objective questions in
the digital online test can be reviewed and corrected in real
time, which improves the interest and e�ectiveness of tra-
ditional practice.

Scenario-based projects are scenario-based integrated
assignments implemented in speci�c real-life situations,
such as market research, street interviews, and so on. �e
coordinated use of mobile Internet allows for real-time
follow-up of project progress, tracking of respondents for
dynamic feedback, and remote assignments from anywhere
and anytime, enhancing the possibility and operability of
scenario-based project implementation.

More novel is technical homework, which requires
learners to have a high level of overall ability. It refers to
learners’ electronic presentation of learning results through
the use of modern information technology, including short
video production such as micro�lm, PowerPoint presen-
tation, business platform project development, and online
store operation, as well as other multimodal tasks integrating
business skills and information technology. In the �eld of
e-commerce, business platform companies and customers
often need to collect business platform projects to measure
the learning e�ectiveness of information technology.
�erefore, in order to quantitatively describe the relation-
ship between e-display of learning results and project de-
velopment of the business platform, the mathematical
equation is as follows. Figure 6 shows the popularity of
modern information technology on di�erent e-commerce
platforms. Technology assignments can also be used as an
alternative to traditional assignments. For example, tradi-
tional unimodal paper assignments on business translation
can be presented in the form of multimodal videos to in-
crease the interest in the learning process and learners’ sense
of accomplishment. In addition, online tests, situational
projects, and technical assignments can be personalized
through new forms of teaching materials, and popular
breakthrough models can be used to stimulate learners’
enthusiasm for active learning.

σ(x) � 1
1 + e−x

,

RE(x) � max(0, x),

D �
1

aσ(x) + b
,

(4)

where D represents an electronic display of learning
achievements by modern information technology, x repre-
sents business platform project development, RE is the
multimodal tasks, σ(x) represents technical operation, and a
and b are the relative parameters.

5.3. Wireless Network + Learners: Combining and Commu-
nicatingwithDiverse Categories of Students. Learners are the
subject and the center of this communicative and interactive
behavior of teaching activities, and they are the guide, the
task, and the object of environmental services in the teaching
process, and their learning and practice results are the only

Multimodal
tasks

Classroom
materials

Online Test

Scenario Project

Technical
Operations

A�er-school
assignments

Stereoscopic
teaching materials

Figure 5: “Wireless network + tasks”: three-dimensional multi-
modal tasks.
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Figure 4: “Wireless network + environment”: O2O new form of
the classroom.

Scienti�c Programming 7



criteria to test the success of teaching activities [25].
�erefore, the multimodal interaction innovation of busi-
ness English teaching should focus on the main role of
learners, give full play to humanistic thinking, divide dif-
ferent types of learners according to their own and acquired
learning characteristics, and selectively optimize the com-
bination of learner groups according to di�erent learning
needs and teaching modes to achieve better learning in-
teraction. According to the learners’ innate environment,
they can be divided into Chinese learners who are native
Chinese speakers and foreign learners who are native En-
glish speakers or other foreign languages; according to the
learners’ habitual communication mode, they can be divided
into traditional learners who are dominated by teachers’
lectures and independent learners who are dominated by
multichannel personalized learning resources; according to the
learners’ learning habits, they can be divided into unimodal
learners who are text-based and multimodal learners who are
dominated by pictures and videos. According to the learners’
learning habits, they can be divided into text-based unimodal
learners and picture-video-based multimodal learners;
according to the learners’ social status, they can be divided into
student learners and social learners; according to the learners’
geographical location, they can also be divided into learners
from our school, learners from neighboring schools, learners
from outside the province, learners from abroad, and so on (as
shown in Figure 7). In teaching practice, if we can distinguish

di�erent combinations of learners according to di�erent
classroom modules and teach them according to their needs,
the teaching e�ect will have a great breakthrough.

In a multimodal and innovative business English
teaching interaction, di�erent types of learners can be
combined according to di�erent course requirements. For
example, in an oªine intercultural classroom, a combina-
tion of foreign and Chinese students with di�erent cultural
backgrounds can lead to more authentic and e�ective results
in both classroom discussions and group role-playing ex-
periences. High-intensity modalities such as language,
posture, and eyes that are highlighted in the classroom can
be ampli�ed and used more frequently, and the modal
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density and complexity of the classroom will be increased to
deepen students’ impressions. 'e “wireless net-
work + learners” model can break through the geographical
boundaries of learners, enabling more off-campus, off-
province, foreign, and social learners to share learning re-
sources with our learners and interact with business English
in multiple modalities. Different learner combinations can
also prompt hidden frozen actions and contextualized ac-
tions to rise to the surface and become mid-scene or even
foregrounded actions; for example, classes with foreign
learners will highlight hidden cultural differences such as
arrival time points and other hidden frozen actions,
strengthening the communicative subject’s sense of par-
ticipation and attention.

5.4.Wireless Network +Guide: Configuration and Selection of
Multilevel Teachers across Fields. In the new era of “Inter-
net+,” the dominant position of the teacher in the traditional
sense gradually diminishes and then retreats as the guide of
teaching activities. As the guide of teaching activities, the
allocation and selection of teachers has a pivotal role in the
curriculum. Business English is an interdisciplinary subject,
and its professional nature requires that teachers should be
equipped with cross-disciplinary and dual-teacher talents.
Generally speaking, business English teachers should have
“good ideological quality, teaching ability (including the
ability to organize teaching, use teaching methods and
implement teaching evaluation), and professional knowl-
edge (English language skills + business knowledge).” In
addition, the new era of “Internet+” also requires business
English teachers to pay more attention to the use of new
media and other online platforms to search for relevant real-
time materials for business teaching in terms of teaching
ability and to highlight the application of business practical
knowledge and skills in terms of professional knowledge.

At present, teachers of business English in local uni-
versities are generally divided into four types as follows:

(1) Full-time teachers majoring in English linguistics
and literature who serve after further study of rel-
evant business courses

(2) Full-time teachers majoring in commerce and
business with better English

(3) Part-time teachers who are elites from relevant en-
terprises or industries

(4) A very small number of teachers who have graduated
with a master’s or doctoral degree in business
English

'e potential problems of these four types of business
English teachers are as follows: first, solid language skills but
insufficient business knowledge; second, rich business
knowledge but poor language skills; third, proficient busi-
ness skills but systematic business English theory needs to be
improved; and fourth, comprehensive business English skills
but lack of practical experience.

It can be seen that there is still a big problem in the
construction of business English teachers’ teams. As an
emerging profession, the number of graduates with a
master’s degree or above is relatively small, and the possi-
bility of employing teachers with the right profession in all
aspects is small. 'erefore, in order to ensure the joint
development of business, language, and practical skills, the
above four types of teachers are needed to form the Business
English faculty in stages. For the basic courses in freshman
and sophomore years, English majors can be used to teach;
for the business courses in junior and senior years, business
majors need to be guided by teachers on staff; for the
practical courses in senior years, especially during an in-
ternship, part-time teachers from outside companies can be
used to guide them. 'e “wireless network + guide” model
makes the external part-time teachers of business courses
break through the limitation of time and space to a certain
extent, from local enterprises to the whole country or even
abroad. In addition, the new form of flipped class courses
can be divided into modules of a multiteacher distribution
system to teach, learn from the strengths of others, really
improve the quality and effectiveness of classroom teaching,
and realize the school-enterprise linkage and collaborative
education.

6. Conclusion

'e wireless network-based multimodal teaching mode of
business English fragments theoretical knowledge in a
multimodal way for students to personalize their learning,
realizing teacher-student and student-student interaction
and improving learning efficiency. However, the imple-
mentation of “Internet+” teaching is constantly challenging
and requires continuous improvement so that learners can
form the awareness of “Internet+” and actively use the
“Internet+” learning. 'e Internet + learning platform
should be used for learning.

'us, the construction of business English discipline
should keep pace with the times by developing “wireless
network+ environment,” “ wireless network+ task,” “wireless
network+ learner,” and the new era model reform of “wireless
network+ environment,” “wireless network+ task,” “wireless
network+ learner,” and “wireless network+guide,” combined
with the new era development requirements of the O2O
multisituational classroom settings and optimization, three-
dimensional teaching materials and multimodal task design
and use, the combination and communication of diversified
categories of students, cross-field multilevel teacher configu-
ration and selection of multimodal interactive innovation,
focusing on teaching activities in the main position of learners
in teaching activities, the use of multimodal scenarios to
stimulate learners’ active emotional factors, and more effective
implementation of business English teaching practices. Busi-
ness English teachers should respond to the needs of the times
in terms of teaching philosophy, teaching content, and teaching
methods so that students can spontaneously and actively use
the “wireless network+business English” teaching mode to
engage in learning.
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As an important data source of complex product design and manufacturing, 3D assembly model has accumulated a large number
of 3D assembly models in various manufacturing industries under the background of widely used digital design technology. In
order to make better use of reusable common structure information about 3D assembly model, reduce repetitive labor, and
shorten product development cycles, a common structure mining method of 3D assembly models was proposed. Firstly, based on
the attribute neighbourhood diagram of individual parts of the 3D assembly model, the information of the assembly feature
attributes is maintained and the nonassembly feature attributes are simpli�ed to form an attributed assembly feature neigh-
bourhood diagram; then, based on the assembly relationship between the parts of the 3D assembly model, the attributed assembly
feature neighbourhood diagrams of the parts are combined to form a 3D assembly model attribute neighbourhood diagram.
Secondly, the common structure of the 3D assembly model is extracted by the frequent subgraph mining algorithm. Finally, a set
of �xture models is used to verify the results, which show that this 3D assembly model common structure mining method can
accurately and e�ectively explore the common structure information of the product and has good results.

1. Introduction

With the development of information science and tech-
nology, as well as the development of knowledge related to
product modelling, CAD model has a qualitative leap in its
ability to describe information in terms of connotation or
denotation. �e human being as an individual has certain
three-dimensional characteristics in his or her visual senses
in life, thus allowing him or her to perceive the three-di-
mensional model in life and its surroundings and to obtain
more information.

�e 3D assembly model contains many structures,
functions, attributes, and other reusable information that
re�ect the design intent. �is paper proposes a 3D assembly
model common structure mining method with the 3D
model as the object, as shown in Figure 1.�e common parts
of the graphs that are frequently found and meet the reuse
requirements, namely, common structures, are then dis-
covered. �e study of the common structure discovery and

reuse method will provide a reference method for the de-
signers to discover this valuable reuse information in the
design and manufacture of products and provide a reference
method for the analysis and reuse of 3D assembly models.

�e representation of 3D assembly model information
requires comprehensive expression of relevant information
on 3D assembly model so as to provide information sources
for subsequent related excavation and reuse work.�erefore,
the representation of 3D assembly model information
should include topological structure information that can
express the structural resources related to the model, se-
mantic information that can express the name, type and
function as parts, and some characteristic information that
can express the coordination relationship between parts.

Chakrabarty et al. [1] proposed the hierarchical structure
model of 3D assembly model for complex 3D assembly
model. Liu et al. [2] speci�cally divided product attributes,
behaviours, and other information into product layer, fea-
ture layer, and other layers, and realized the connection
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relationship between information layers on the basis of the
hierarchical model. Based on the representation of hierar-
chical model, Mou [3] constructed human-machine col-
laborative quantification of the mutual assembly relations
between parts of 3D assembly model so as to be used in
assembly sequence planning of 3D assembly model. Li [4]
constructed a reuse-oriented hierarchical model, such as the
inclusion relationship of structural features and the mor-
phological relationship of features, based on the correlation
topological relationship and surface hierarchical division.
Yang et al. [5] proposed a two-dimensional descriptor of
process information oriented to 3D assembly instruction
issuing, used an abstract matrix representation method to
represent 3D process information, and established an as-
sembly instruction issuing model.

Graph model representation is mainly composed of
nodes and edges based on graph theory. Graph model can be
used to describe the connection relation between structure
and structure of 3D assembly model. 'e representation
method of graph model is favoured by many scholars and
applied in many research fields. Bourjault [6] expressed 3D
assembly model based on graph structure. 'e model is a
simple undirected graph, whose nodes correspond to the set
of parts in the model, while edges correspond to the set of
assembly relations between parts. On the basis of Bourjault’s
diagram model, Homem de Mello and Sanderson [7] added
expressions of relevant functional attributes, thus estab-
lishing a graph model representation method of five-di-
mensional topology. Xiao et al. [8] proposed a single
assembly interface 3D assembly model of information re-
trieval method: first, the preliminary model information
retrieval is used, and then information is filtered according
to the result of retrieval. Assembly model geometry retrieval
can be converted to look for problems with the attribute
adjacency graph. Finally, frequent subgraph mining algo-
rithm is used with conjugate subgraph attribute adjacency
graph search.

Zuo [9] took brake products as an example. First, the
attribute connection graph expression specification is con-
structed, and then common design units are obtained based
on clustering algorithm and frequent subgraph algorithm so
as to realize assembly model information mining. Wu [10]
took auto parts products as the research object, analysed the
common information among products for objects at dif-
ferent levels, pointed out the key points to be dealt with in
the reuse process, and proposed a reuse system suitable for
products on this basis. Ma [11] expressed the assembly
structure of products based on the number diagram of
product structure and proposed the module division method
of product cluster on the basis of frequent subgraph mining.

Zhou et al. [12] proposed a local structure similarity analysis
method of 3D assembly model based on subgraph iso-
morphism and case matching. Firstly, based on the attribute
adjacency graph, the assembly relations between parts in 3D
assembly model are transformed into corresponding ele-
ments in the graph. Secondly, the classification rules and
preprocessing rules of the connection relation were defined,
and similar 3D assembly model structures were matched
based on the correlation algorithm. Han et al. [13] proposed
a method to identify key assembly structures in complex
mechanical assembly. Firstly, the model was represented by
complex network, and then the key assembly functional
parts were obtained based on the evaluation model. Finally,
the key assembly structures were identified by heuristic
algorithm. Wang et al. [14] constructed graphic descriptors
to express the geometric and topological information of 3D
assembly models and combined clustering algorithm and
frequent subgraph mining algorithm to realize the mining of
reusable models.

2. Materials and Methods

2.1. Representation of 3D Assembly Model Information.
'e representation of 3D assembly model information re-
quires comprehensive expression of relevant information of
3D assembly model so as to provide information sources for
subsequent related excavation and reuse work. 'erefore,
the representation of 3D assembly model information
should include topological structure information that can
express the structural resources related to the model, se-
mantic information that can express the name, type, and
function of parts, and some characteristic information that
can express the coordination relationship between parts. In
the representation of model information, attention should
be paid to the accurate and comprehensive representation of
model information. Secondly, the constructed method
should be as simple, clear, and reasonable as possible, which
can be applied to the subsequent related excavation and
reuse work.

At present, attribute adjacency graph is used to build
model, which has too much structure data and low appli-
cation efficiency. Or take the whole part in the 3D assembly
model as a single node and the connection relation between
parts as the edge to construct the model attribute connection
graph. Although these models have simple structure, they
pay insufficient attention to the geometric shape information
of the 3D assembly model itself. 'erefore, in order to not
only express important assembly information of 3D as-
sembly model, but also improve application efficiency, this
paper proposed a 3D assembly model information

Component
assembly

Assemble model
parts in three
dimensions

Property masquerade
feature adjacency

diagram

Attribute adjacency
graph of 3 d assembly

model

Discovery of
common
structure

Common structure
of 3 D assembly
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Figure 1: Schematic diagram of common structure method.
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representation method based on assembly features. Firstly,
on the basis of the attribute adjacency graph, the assembly
features of each part in the 3D assembly model were
retained, the nonassembly features were simplified, and the
attribute assembly feature adjacency graph of the parts was
constructed.'en, on this basis, the relationship between the
parts in the 3D assembly model is analysed, and the assembly
scheme is constructed based on this, and then the attribute
adjacency graph of the 3D assembly model is established.
Based on the above research, an effective way of information
representation of 3D assembly model is presented.

2.1.1. (e Definition of Attribute Adjacency Graph

Definition 1. Attribute adjacency graph: It is mainly a graph
representation model in which the parts surface is the node
and the adjacency relationship between the surfaces is the
edge, so as G � V, E, α, β  to express the topological rela-
tionship of the parts, where V represents the set of nodes,
and any element vi in the set meets the corresponding re-
lationship with one side of the part; E represents the set of
edges, is the adjacency relation of faces; any element in the
set has a corresponding element, mainly including the
geometric type of faces, the number of faces, and so on. β
represents the set of attributes of an edge, and any element in
the set has one element corresponding in E, mainly in-
cluding the type of the edge and the position of the adjacent
surface.

According to the current research, many scholars have
proposed a variety of model representation methods. For
example, shown in Figure 2(a) is the layered orientation
graph model of [15] and shown in Figure 2(c) a mixture of
adjacency graph model [16], respectively, the corresponding
models of component assembly tolerance level, size, design,
design standards, and other information in detail, and solve
the problems of the corresponding field, but for the 3D

assembly model related to discover. 'e structure is mul-
tifarious, time-consuming, and of low retrieval efficiency
and high cost. 'e attribute connection graph model [17] as
shown in Figure 2(b) is simple in form, but it ignores the
geometric shape information of the model itself, resulting in
low accuracy of excavation results and large differences
among models.

To sum up, this paper divides the shape features of the
model into assembly features and nonassembly features.
Assembly features include assembly information in parts
and are used to construct the body shape of parts, which
plays a decisive role in the assembly process of 3D assembly
models. Nonassembly features are auxiliary features in parts,
which are local modifications of part information and play
little role in the assembly process of 3D assembly model. In
this paper, based on the attribute adjacency graph of 3D
model, the assembly feature information in the part model is
preserved first, and then the semantic node is used to replace
the other information in the model so as to construct the
attribute assembly feature adjacency graph of the part. Its
definition is as follows.

Definition 2. Property masquerade feature adjacency dia-
gram: It is a graphical representation that focuses on as-
sembly features in part models and is represented by
G � V, E, α, β, V0 , where V represents the set of nodes, and
any element vi in the set corresponds to one side fi in the
assembly features of parts; E represents the set of edges, in
which any element ej corresponds to the side formed by
adjacent surfaces fn and fm in the assembly features of
parts; and α represents the attribute set of the node, which
mainly includes the geometric type of the face and the
number of sides of the face. β represents the set of edge
attributes, including the type of edge and the position re-
lation of adjacent surfaces. V0 � IN, IF, IC  represents the
semantic node of this part, which is the semantic expression

f1~f7: surface
l1~l8: line
d1~d3: size
dt1~dt3: tolerance in size
gt1: parallelism tolerance
t1: design basis
k1~k4: Knowledge

k1 gt1 f1 l1 l2 l3 l4 l5 l6 l7 l8

f3

f4

f5

k4

dt3

d3

k2

dt2

d1

f6

f7 t1

k3

dt3

d2

f2

(c)

Figure 2: 'e model represents the sample diagram. (a) Hierarchical directed graphs represent sample graphs. (b)'e property connection
diagram represents the sample diagram. (c) Hybrid adjacency graphs represent sample graphs.
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of other information except assembly features in this part,
including the semantic information of part name (IN),
function (IF), and category (IC).

2.1.2. Construction of Attribute Adjacency Graph for 3D
Assembly Model. 'e 3D assembly model is essentially a set
of information set, that is, a collection of entities modelled by
the designer in 3D space and the representation of their
properties. For two parts in a 3D assembly model that are in
contact with each other, two types are distinguished: contact
connections and assembly connections, by determining
whether they have assembly requirements. A contact con-
nection is where two parts are in contact but there is no
requirement for assembly. Conversely, where there is a
requirement for assembly, the connection is an assembly
connection. Secondly, assembly connections can be sub-
divided into welded, threaded, and pinned connections,
depending on how the two parts are connected. In the
process of discovering and reusing the common structure of
a model, the assembly model requires special attention to the
assembly relationships between parts as opposed to the part
model. In this paper, the types of connection relation be-
tween parts and the contact types of mating surfaces are
classified and coded, respectively, and the results are shown
in Table 1 and Table 2. For example, the code “b1” means
that the connection relation between two parts is “pin
connection” and the contact type of the mating surface is
“plane-cylinder contact.”

Taking the assembly process of the 3D assembly model
shown (Figure 3) as an example, the 3D assembly model
shown in Figure 3(c) is assembled by part A shown in
(Figure 3(a)) and part B shown in (Figure 3(b)), respectively.
By searching the assembly features corresponding to the
model and related process documents, it can be obtained
that the connection relation between parts is “threaded
connection,” and the contact type of mating surface is
“cylinder-cylindrical contact”

Based on the adjacency graph construction steps of at-
tribute make-up features described above, corresponding
graph representations are made for part A and part B, re-
spectively. 'e results are shown in Figure 4(a) and
Figure 4(b). 'e nodes marked with shadows in the graph

represent the mating surfaces of the parts. 'en, based on the
classification and coding specification of the connection re-
lation, the mating surfaces are assembled into a node, which is
named as themating node, that is, the nodemarked with “B2”
(“B”means thread connection; “2”means cylinder-cylindrical
contact). 'us, the adjacency graph of model attributes is
constructed, and the result is shown in Figure 4(c).

'e structure of attribute adjacency graph constructed by
this method is more concise, and the graph contains the
related information of part name, category, function, and so
on. 'e size of the constructed graph is much smaller than
that of the traditional method. Compared with the traditional
method, the graph size is too large due to toomany parts, and
the complexity of the attribute adjacency graph can be re-
duced to a large extent, and the effect is more obvious.

2.2. Common Structure Mining of 3D Assembly Model Based
on Frequent Subgraph. 'e excavation of the common
structure of 3D assembly model is not to discover the as-
sembly model structure with identical structure, process,
and function, but to find the model structure with similar
structure and different local structure in the corresponding
database. In fact, the process of discovering common
structures is to integrate the design experience of similar
model structures and accumulate relevant design advantages
so as to effectively increase the reuse efficiency of 3D as-
sembly models.

In this paper, simplified structural data information is
used as input information to reduce the scale of attribute
adjacency graph of 3D assembly model and reduce the
complexity of common structure excavation. In addition, the
semantic nodes and coordination nodes in the attribute
adjacency graph of 3D assembly model are preprocessed to
reduce the size of the attribute adjacency graph of 3D

Table 1: 'e class encoding of the connection type.

Serial number Coding Connection type
1 a Soldering
2 b 'readed connection
3 c Pin seal
4 d Contact connection
5 e Other

Table 2: 'e class encoding of the connection type.

Serial number Coding Contact type of mating surface
1 0 Plane-plane contact
2 1 Plane-cylinder contact
3 2 Cylinder-cylinder contact
4 3 Other

(a) part A

(b) pvart B

(c) Three-dimensional
assembly model

Figure 3: Assembly diagram of 3D assembly model. (a) Part A.
(b) Part B. (c) 'ree-dimensional assembly model.

b2

A

B

A B
(a) Part A

(b) Part B

(c) Three-dimensional
assembly model

Figure 4: Schematic diagram of attribute adjacency graph con-
struction of 3D assembly model. (a) Part A. (b) Part B. (c) 'ree-
dimensional assembly model.
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assembly model, which is the first screening of the frequent
subgraph mining process, before the common structure is
mined through frequent subgraph.'rough this process, the
matching range is effectively reduced, and the overall mining
efficiency is improved.

2.2.1. Related Concepts and Definitions

Definition 3. Graph isomorphism: Given graphs GA �

(VA, EA) and GB � (VB, EB), GA and GB are isomorphic if
there is a mapping between the two graphs f: VA⟶ VB

and eA � (vA, vA
′) is an edge in GA, and if and only if eB �

(vB, vB
′) is an edge in GB.

Definition 4. Subgraph isomorphism: It is known that fig-
ures GA and GBand GB

′ are a subgraph of GB. If there are

isomorphic relationship inGB
′ andGA, the subgraphsGA and

GB are isomorphic.
'e subgraph isomorphism process shown in Figure 5 is

the graph isomorphism process of a subgraph of a graph and
another graph. 'e judgment of isomorphism relation be-
tween two graphs is essentially the judgment of mapping
relation between nodes in the graph, and the mapping re-
lation under node mapping relation also satisfies the cor-
responding mapping relation. Among them, the left side of
the two charts, respectively, as the design requirements of
the model structure and database structure, the blue part is
the design personnel designated by the local structure (i.e.,
the subgraph), two figures on the right side are, respectively,
corresponding to the attribute adjacency graph, said black
nodes mapping relationship of vertices, said two figures of
subgraph isomorphism; namely, the dotted line represents
the mapping relationship between vertices.

Attribute adjacency graph representation
of model structure Model structure in the database

Local structure specified by the
designer 

Graph matching

Attribute adjacency graph
representation of local structures 

Figure 5: Isomorphism diagram of subgraph.

Table 3: Symbol definitions.

Symbol Definition
Va

0 Semantic node of part a
Va,b Mating nodes between parts a and b
Q A collection of all attribute adjacency graphs
QP All preprocessed Atlas
HK Set of K-order candidate frequent subgraphs
RK Set of frequent subgraphs of order K
T Set of all frequent subgraphs, T � R1, R2, . . . , Rm 

id In HK or RK, the address number corresponding to the subgraph
F All vertex properties corresponding to the subgraph
M 'e adjacency matrix corresponding to the property adjacency graph

Cid

In the construction of K+ 1 candidate subgraph, it is necessary to connect two k-order frequent subgraphs containing the same K
− 1-order frequent subgraph, Cid represents the address list of all K− 1-order frequent subgraphs, and Cid is usually obtained

when the candidate subgraph is generated

Sid

If there is a subgraph isomorphism between a subgraph and a graph in Q, Sid is used to store the address number of the graph in Q,
and Sid is usually obtained when frequent subgraphs are generated

6 Scientific Programming



Definition 5. Frequency We know that Atlas Q � q1, q2,

. . . , qn} and q are subgraphs. If q appears in qi and i ∈ n, that
is, q is isomorphic to qi subgraph, then xi is 1; otherwise, q is
not isomorphic to any subgraph in qi; then, xi is 0. Based on
formula λ � 

n
i�1 xi/n, λ is obtained, and λ is frequency

( i � 1nxi is the sum of the number of graphs with
isomorphism).

Definition 6. Frequent subgraph: 'e minimum frequency
λmin is known. If λmin ≤ λ exists, q is called its frequent
subgraph in the Atlas Q.

Definition 7. Generic structure: Given a 3D assembly model
database, D � d1, d2, . . . , dn  represents its attribute adja-
cency graph set, d meets the condition of frequent subgraph
and is the frequent subgraph of graph D. In the model
database, the relevant structures of 3D assembly model
corresponding to D are called common structures.

2.2.2. Discovery of Common Structure. Scholars at home and
abroad often use frequent subgraph algorithm to solve
common structure mining problems. Apriori algorithm has
a strong influence on the mining of frequent subgraphs and
is widely used [18–20]. 'is algorithm is a frequent item
set algorithm [21, 22] that excavates and analyses association
norms. 'e generation of frequent item sets mainly goes
through the generation of candidate sets and candidate
pruning and is solved through layer-by-layer search. In other
words, it generates high-order item sets on the basis of low-
order item sets. In addition, the generation and testing
strategies are used to discover frequent item sets, and
pruning operations are carried out according to the related
properties of candidate pruning to obtain high-order can-
didate sets. Finally, the item sets that do not meet the
minimum frequency are deleted through frequency judg-
ment so as to generate high-order frequent item sets. Two
classical frequent subgraph mining algorithms, AGM al-
gorithm [23] and FSG algorithm [24], are evolved on the
basis of Apriori algorithm. AGM algorithm is based on
Apriori algorithm, which generates k-order candidate set by
adding one node each time. 'en, the graph isomorphism is
used to judge whether there are identical k − 1 candidate sets
in k-order candidate sets.'e algorithm needs to traverse the
data set repeatedly. When the graph size increases, the
running time of the algorithmwill increase and the efficiency
of the algorithm will decrease. 'e FSG algorithm generates
k-order candidate sets by adding edges one at a time. In the
attribute adjacency graph, there are more edges than nodes,
resulting in more candidate sets. In order to optimize the
efficiency of the algorithm, the intersection of the TID
(Transaction ID) lists of all k-order candidate sets is cal-
culated for frequency counting and candidate pruning. To
sum up, this paper takes graph nodes as the object, combines
the advantages of the two algorithms and optimization
methods such as preprocessing to improve the efficiency of
the algorithm, and then achieves the purpose of discovering
the common structure of the model.

To facilitate the description of the algorithm, the fol-
lowing symbols and data structures are defined, as shown in
Table 3.

'e algorithm steps are described as follows:

Step 1. Pretreatment.
Step 2. Initialize the first-order and second-order fre-
quent subgraphs.
Step 3. Connect two K-order frequent subgraphs (in-
cluding the same low-order frequent subgraphs) to
form K+ 1-order candidate subgraphs.
Step 4. Prune the candidate subgraph of order.
Step 5. After K + 1 candidate subgraph is generated,
frequency counting is performed.
Step 6. Find and delete redundant structures in the
candidate subgraph set.
Step 7. Cycle until no new frequent subset can be
formed.

As can be seen from the above algorithm steps, frequent
subgraph algorithm mainly includes preprocessing, initial-
ization, generation of candidate set, candidate pruning,

begin

Identify the
operation Join operation

High order candidate
subgraph

The candidate pruning
conditions are satisfied

Frequency count

Less than
frequncy

delete

over

yes

yes

no

Input properties
adjacency graph set and

minimum frequency

Discover the
result

High order frequnent
subgraph

initialize

pretreament

no

Figure 6: Flowchart of frequent subgraph algorithm.
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frequency counting, redundancy screening, and other
common structure excavation processes shown in Figure 6,
showing the flowchart of the algorithm. Since all elements in
the attribute adjacency graph have corresponding attributes,
the similarity of corresponding attributes should be judged
during excavation. 'is paper refers to the similarity cal-
culation method of for judgment so as to obtain more ac-
curate excavation results.

(1) Pretreatment. 'e preprocessing is carried out before
frequent subgraphmining, mainly by removing the semantic
nodes that appear independently in each attribute adjacency
graph of the graph set and the coordination nodes that are
only connected with this node. 'at is, semantic nodes that

appear only in one graph and coordination nodes that are
only connected to them do not appear in other graphs. 'e
preprocessing process is the preliminary screening of
common structure excavation so as to reduce the size of
Atlas and the number of matching.'e following definitions
of semantic node frequency are given in this chapter.

Definition 8. Semantic node frequency: We have Q � q1,

q2, . . . , qn} and Va
0. If Va

0 occurs in qj and satisfies Va
0 ∈ qi,

i ∈ n, j ∈ n, j≠ i, then li is 1; otherwise, li is 0. 'e semantic
node frequency ζ is obtained by the formula ζ �  i � 1nli/n.

In Figure 7, attribute adjacency graphs corresponding to
a group of 3D assembly models are used to demonstrate the

4
1

2

3

(a)

1

2

3

(b)

1

2

3

(c)

Figure 7: AAG of multi-assembly interface. (a) Property adjacency graph 1. (b) Property adjacency graph 2. (c) Property adjacency graph 3.
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Figure 8: Sample graph of candidate set generation. (a) Property adjacency graph. (b) Subgraph recognition. (c) Subgraph connection.
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pretreatment process. Black nodes are semantic nodes, and
other nodes are coordination nodes. 'e preprocessing
mainly traverses the adjacency graph of these 3D assembly
model attributes. First, the semantic node is traversed. It can
be observed from the figure that only the semantic node No.
4 in Figure 7(a) exists independently, and Figure 7(b) and
Figure 7(c) do not contain the semantic node, so the se-
mantic node will be deleted during the preprocessing. 'en,
the coordination nodes connected with the semantic node
are judged. If a coordination node is only compatible with
the semantic node, the coordination node will also be deleted
in the preprocessing process, as shown in Figure 7(a), and
the shaded part is the coordination node only connected
with the semantic node. Until the traversal of all nodes is
completed, the preprocessing process is finished, and the
next step is entered.

In summary, the pseudocode describing the steps of the
preprocessing Algorithm 1 is as follows.

Although the number of scanning Atlas increases in the
pretreatment process, the number of scanning irrelevant
nodes can be reduced to a large extent, the scan scale can be
reduced, the matching loss can be reduced, and the exca-
vation efficiency can be improved.

(2) Initialize. After preprocessing, the first-order frequent
subgraph and second-order frequent subgraph need to be
initialized. For the attribute adjacency graph of 3D assembly
model, the first-order frequent subgraph can be easily ob-
tained, which corresponds to nodes in the attribute adja-
cency graph, and connecting any two first-order frequent
subgraphs is unique. 'e second-order frequent subgraph
was obtained by traversing the attribute adjacency graph of

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 9: 'ree-dimensional assembly model of fixture. (a) Tongs 1, (b) tongs 2, (c) tongs 3, (d) tongs 4, (e) tongs 5, (f ) tongs 6, (g) tongs 7,
and (h) tongs 8.
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the 3D assembly model. In order to facilitate the later ac-
quisition of high-order frequent subgraphs, the id, F,M, Cid,
and Sid other data structures of second-order frequent
subgraphs are stored accordingly.

(3) Generation of Candidate Sets. 'e core idea of candidate
set generation is to generate high-order candidate subgraph
on the basis of low-order frequent subgraph. 'at is to
generate K + 1-order candidate subgraph through K-order
frequent subgraph. 'e generation of candidate set needs to
go through two processes: (1) identification, judging whether
two K-order frequent subgraphs contain the same
K − 1-order frequent subgraphs; (2) connection: twoK-order
frequent subgraphs that meet the recognition conditions are
connected to form K + 1-order candidate subgraphs.

'e first step of candidate set generation is recognition;
that is, in the corresponding two K-order frequent sub-
graphs (large graphs), judge whether the K − 1-order fre-
quent subgraphs (small graphs) are the same. If they are the
same, the next step can be connected. Otherwise, the con-
nection cannot be made.

'e second step in candidate set generation is joining.
After identifying two identical small graphs, it is necessary to
connect the large graphs containing the small graphs to
obtainK + 1-order candidate subgraphs.'e joining process
can be understood as the joining process of adjacency
matrix, namely, (K × K) + (K × K)⇒(K + 1) × (K + 1).

Suppose that the adjacency matrix of two identical small
graphs is M0

K−1, then the adjacency matrix of the two large
graphs is Ma

K and Mb
K, respectively, and the matrix form is

shown in formulas (1) and (2). Connect the matricesMa
K and

Mb
K so as to obtain the corresponding candidate subgraph of

K + 1 order, and its matrix form is shown in formula (3).

Ma
K+1 �

M0
K−1 a1

a
T
1 0

⎡⎢⎣ ⎤⎥⎦, (1)

Mb
K+1 �

M0
K−1 b1

b
T
1 0

⎡⎣ ⎤⎦, (2)

Mc
K+1 �

M0
K−1 a1 b1

a
T
1 0 cK,K+1

b
T
1 cK+1,K 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3)

where a1 and b1 represent column vectors of dimension,
respectively.

cK,K+1 represents the adjacency between a1 and b1. When
the adjacency of a1 and b1 is different, the corresponding
value of cK,K+1 is also different.

cK,K+1 �
1, a1and b1have an adjacency,

0, there is no adjacency between a1and b1.
 (4)

'e sample graph of candidate set generation is shown in
Figure 8. 'e two attribute adjacency graphs shown in
Figure 8(a) are mainly used to carry out corresponding
subgraph recognition and connection process. 'e two at-
tribute adjacency graphs shown in Figure 8(a) are composed
of five different vertices, respectively. In order to connect
them, the same low-order frequent subgraphs need to be
identified first, and the result of subgraph recognition is
shown in Figure 8(b). Based on the same low-order frequent
subgraph after recognition, the two attribute adjacency
graphs (Figure 8(a)) are connected to obtain the high-order
candidate subgraph. 'e process of subgraph connection is
shown in Figure 8(c), where the red line box is the same low-
order frequent subgraph, and the dotted line is the adjacency
relationship between vertices 5 and 6. If there is adjacency
relationship between the two, the dotted line is transformed
into a solid line. If no adjacency exists, delete the dotted line.

After the subgraph is connected, the generated
K + 1-order candidate frequent subgraph is compared with
the existing graph in RK+1. If there is no such K + 1-order
candidate frequent subgraph inRK+1, it is added to RK+1, and
the low-order frequent subgraph id is added to Cid of the
high-order candidate frequent subgraph Cid. Otherwise, the
low-order frequent subgraph id is only added to Cid of the
high-order candidate frequent subgraph, and then the re-
peated data is deleted.

Input: Q and ζmin.
Output: QP.
Step 1. Begin
Step 2. a � 1, n � 1
Step 3. while qn ≠∅ and qn ∈ Q do//A graph in a loop Atlas
Step 4. While Va

0 ≠∅ and Va
0 ∈ qn do//Semantic nodes in a loop graph

Step 5. if ζ(Va
0)< ζmin then

Step 6. remove Va
0, Va,b //Remove the relevant nodes whose frequency is less than the threshold

Step 7. end if
Step 8. a � a + 1
Step 9. end while
Step 10. n � n + 1
Step 11. end while
Step 12. return QP //Extract the preprocessed Atlas
Step 13. End

ALGORITHM 1: Preprocessing algorithm.
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(4) (e Candidate Pruning. In the process of frequent
subgraph mining, the following operations should be per-
formed before the frequency counting of candidate subsets
generated based on the generation of candidate sets:

(1) For K + 1-order candidate subgraphs, all of their K-
order subgraphs are solved.

(2) On the basis of graph isomorphism, judge whether
K-order frequent subgraphs contain K-order
subgraphs.

(3) According to the related properties of candidate
pruning, pruning was carried out. 'e related
properties of candidate pruning are described as
follows:

Given subgraph O, if O is frequent subgraph, then any
subgraph P(P⊆O) is frequent. If O is infrequent, then any
subgraph S(O⊆ S) is infrequent.

'rough the above operations, the number of candidate
subgraphs with different structures and infrequent sub-
graphs is reduced, and the efficiency of frequency counting
process is improved to a certain extent so as to improve the
efficiency of frequent subgraph mining algorithm. However,
once the number of isomorphic vertices increases, the
corresponding retrieval efficiency will decrease. 'erefore,
this paper sets the number of frequent K-order subgraphs in
Cid as a, and the number of all K-order subgraphs solved by
K + 1-order candidate subgraphs as b. By comparing a and
b, it can determine whether they meet the candidate
pruning-related properties, when

n
< λmin, Delete it and prune it,

≥ λmin, Isomorphism judgment ismade on the graph in the intersectionwith the graph.
 (5)

'e above two cases do not require a lot of subgraph
isomorphism judgment, which greatly reduces the com-
plexity of frequent subgraph algorithm and improves the
retrieval efficiency of the algorithm.

(5) Redundancy Selection. On the basis of the Apriori
algorithm, frequent subgraphs are often mined, and re-
dundant candidate subgraphs are often generated. Since
the formation of frequent subgraphs is based on the
recognition and connection operation of low-order fre-
quent subgraphs to construct high-order candidate sub-
graphs, the phenomenon of high-order including low-
order subgraphs may occur. 'erefore, this paper adopts
the union of Cid table to realize, check whether there is the
same item in the union set, if there is, remove the same
item, and delete the corresponding subgraph in the fre-
quent subgraph set. 'is avoids scanning the whole Atlas,
reduces the workload, and improves the efficiency of the
algorithm.

In summary, the pseudocode describing the frequent
subgraph mining Algorithm 2 is as follows:

'rough the process of preprocessing, initialization,
candidate set generation, candidate pruning, frequency
counting, and redundancy screening, a large number of
frequent subgraphs with different frequency were obtained.
Any frequent subgraph corresponds to the local model
structure frequently appearing in the model, namely, the
common structure, which contains a lot of information, such
as the attribute information of corresponding parts in the 3D
assembly model and the assembly relationship between
parts.

3. Discussion

In order to validate the 3D assembly model based on graph
theory in common structure is found feasible, based on the
laboratory model of long-term accumulation, in resources,
select one series machine tool fixture for 3D assembly model
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Figure 10: Fixture property adjacency diagram. (a) Tongs 1. (b) tongs 2. (c) tongs 3. (d) tongs 4. (e) tongs 5. (f ) tongs 6. (g) tongs 7. (h) tongs
8. 1—base plate; 2—positioning block; 3—clamp; 4—the handle; 5—support 1; 6—nut; 7—spring; 8—spring protection sleeve; 9—support 2;
10—cylindrical pin; 11—rotating parts; 12—connecting rod; 13—swinging rod; 14—sleeve; and 15—screw.

Scientific Programming 13



as the research object, and use the method in this paper to
describe concrete step in detail and validate the rationality
and feasibility of relevant methods.

'e 3D assembly model of a certain series of machine
tools and fixtures as shown in Figure 9 is taken as the
verification object, and the detailed example verification
process is carried out through the representation of model
information described in Section 2 and the excavation of
common structures based on frequent subgraphs.

3.1. 3D Assembly Model Information Representation.
Establishing a reasonable and effective 3D assembly model
information representation is the key to subsequent correla-
tion analysis. 'erefore, based on the model representation
method described in Chapter 2, the 3D fixture assemblymodel
in Figure 9 is represented by an attribute adjacency graph.

3.1.1. Construction of Adjacency Graph of Attribute Con-
figuration Feature. Firstly, according to the method de-
scribed in Section 2.1.2, the relevant information of

assembly features in the 3D assembly model is retained
based on the attribute adjacency graph, and other infor-
mation of parts is replaced by semantic nodes to construct
the corresponding attribute assembly feature adjacency
graph for all parts in the model. Fixture 2 as shown in
Figure 9(b) is used in this paper for illustration. Relevant
attribute information of parts can be obtained by searching
for model structure tree, relevant design documents, na-
tional standards, industry standards, and other resources,
and then the attribute assembly feature adjacency graph is
expressed for all parts corresponding to Fixture 2. 'e
results are shown in Table 4. In the table, the red part of the
part model corresponds to the assembly feature part of the
part. 'e black nodes in the attribute configuration adja-
cency graph correspond to the semantic nodes containing a
lot of semantic information of the part.

3.1.2. Representation of 3D Assembly Model Information.
'rough the above steps, all parts in fixture 2 can get the
corresponding attribute configuration feature adjacency
diagram. 'en, based on the attribute adjacency graph

d2 d2 b2b2a0

3

5 9

61

2

(a) (b)

Figure 11: λmin � 1 corresponds to frequent subgraph and 3D assembly model. (a) Frequent subgraph. (b) 'ree-dimensional assembly
model.

5 3

9

b2

d2

8

7

8

1

2

d2
d2

b2

a0

d0

d1
d1

d0

d2

6

d2

(a) (b)

Figure 12: λmin � 0.75 corresponds to frequent subgraph and 3D assembly model. (a) Frequent subgraph. (b) 'ree-dimensional assembly
model.
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construction method in Section 2.1.3 and the second jig’s 3D
assembly model shown in Figure 9(b), the assembly relations
between parts are found by searching the corresponding
features and relevant documents available of the jig model.
Next, this section combines the assembly relations to build
the corresponding 3D assembly model attribute adjacency
graph. 'e results are shown in Figure 10(b).

'rough the above steps, the 3D assembly model at-
tribute adjacency diagram of fixture 2 is created. By using
Figure 10(b), it can be visually observed that the attribute
adjacency diagram contains information related to the as-
sembly features of each part, as well as semantic nodes
containing a lot of semantic information about the part, and
that the diagram representation scale is greatly reduced,
suggesting an information representation idea that can be
used for related design and manufacturing work. Similarly,
by using the same method of constructing the attribute
adjacency diagram for the 3D assembly model of fixture 2, a
corresponding model representation of the other machine
tool fixture models in Figure 9 was made, and the results are
shown in Figure 10.

3.2. (e Discovery of Common Structure. Based on the at-
tribute adjacency graph of the machine tool fixture con-
structed above, the method described in Section 2.2.2 is
adopted to explore the common structure of the fixture
model. 'e common structure of 3D assembly models to
vary from set frequency threshold, and the excavation results
from any threshold are corresponding to the corresponding
common structure. In the process of verification, in order to
reflect the corresponding common structure of under dif-
ferent thresholds, as well as the actual situation and re-
quirements, the minimum frequency threshold (λmin) is set
to 1 and 0.75, respectively, in this paper. 'e two sets of
thresholds are used to illustrate the corresponding experi-
mental results as shown below.

When the frequency threshold is minimum (i.e., the
common structures obtained by excavation are corre-
sponding to all fixture models in this group), the frequency
subgraph obtained under this threshold and the corre-
sponding model structure of this frequency subgraph are
shown in Figure 11.

'rough observation and analysis of Figure 11, the basic
composition of fixture model components in the common
structure corresponding to theminimum frequency threshold
λmin � 1 can be obtained, and the model structure of this
series of machine tool fixtures can be preliminarily recognized
and understood. Corresponding to the examples given in this
paper, the common structure of this group of fixture models
under the threshold value should at least include the pressure
plate, bottom plate, support parts, nuts, positioning blocks,
and other components. Parts are connected by welding,
thread connection, contact connection, and so on.

When the minimum frequency threshold is λmin � 0.75
(i.e., in this group of models, the common structures ob-
tained through excavation correspond to at least 6 fixture
models), the frequent subgraph obtained under this
threshold and the corresponding model structure of the
frequent subgraph are shown in Figure 12.

'rough observation and analysis of Figure 12, the
common structure corresponding to the minimum frequency
threshold λmin � 0.75 of this group of fixture models can be
obtained, which should at least include pressing plate, bottom
plate, support parts, spring, spring protective sleeve, nut,
positioning block, and other parts. Parts are connected by
welding, thread connection, contact connection, and so on.

To sum up, taking the attribute information and the
assembly relation between all parts, this method can obtain
the common structures which frequently appear and sup-
port the reuse demand. 'is method has certain reference
value for the assembly relationship and parts in 3D assembly
model topology similar common structure discovery and
reuse. In the design and manufacture of products, designers

input: Q and λmin
Output: T

Step 1. Begin
Step 2. Pretreatment
Step 3. Initialization H1, H2, K � 2
Step 4. While HK ≠∅ do
Step 5. HK+1←∅
Step 6. RK+1←candidate(HK) //form candidate subgraphs
Step 7. For ∀qK+1 ∈ RK+1 do//candidate pruning and frequency count
Step 8. If λ(qK+1)< λmin then
Step 9. remove qK+1 //remove subgraphs less than the frequency threshold
Step 10. end if
Step 11. end for
Step 12. K � K + 1
Step 13. end while//higher order subgraphs are generated in turn until no new subgraphs can be formed
Step 14. redundancy screening//screening of redundancy
Step 15. return T//gets frequent subatlas
Step 16. end

ALGORITHM 2: 'e frequent subgraph mining algorithm.
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can set the corresponding minimum frequency threshold
according to the personalized requirements of products, and
then obtain the common structure that fits the design
intention.

4. Conclusions

In this paper, a method for mining common structures of 3D
assembly models is proposed. Firstly, the relevant infor-
mation of the 3D model is extracted and represented by the
attribute make-up feature adjacency graph. 'en, the rela-
tionship between components in the 3D assembly model was
analysed, and the isolated attribute assembly feature adja-
cency graph was combined to form the attribute adjacency
graph of the 3D assembly model. Finally, frequent subgraph

mining algorithm was used to discover the common
structure of the 3D assembly model. 'e method can from
3D assembly model of product structure, the generality of
the excavation support reuse to provide reference for related
design work, improve the efficiency of product design and
manufacture accuracy as well as design, increase the flexi-
bility of the 3D assembly model information reuse, effec-
tively improve product design and manufacturing enterprise
of the reuse of exploring information resources.

4.1. Future Work

(1) In the process of graphical representation of model
information, this paper mainly highlights the as-
sembly features of the model and unifies the

Table 4: 'e adjacency diagram of the attributes of the components in fixture 2.

Serial number Part name Parts model Property masquerade feature adjacency diagram

1 Baseboard 1

2 Set piece 2

3 Pressing plate

3

4 Handle

4

5 Strut member 1 5

6 Screw nut
×3

6

×3

7 Spring
7

8 Spring sleeve
8 8

9 Strut member 2 9

10 Straight pin 10

11 Rotating part 11
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nonassembly features in the semantic node repre-
sentation. However, certain nonassembly features
also contain important information about the 3D
assembly model. 'erefore, how to screen the useful
structural features in the 3D assembly model and
create a suitable information representation is one of
the focuses of the subsequent research.

(2) In the design and manufacturing process of a
product, there are many uncertainties in the many
objective and subjective needs of designers for 3D
assembly model information at different stages and
under different conditions. 'erefore, subsequent
specific analysis of design intent can be carried out to
summarise its composition characteristics and
construct a more comprehensive and prominent
semantic information expression standard for design
personality, and this paper mainly focuses on sim-
ilarity evaluation in design reuse, and the evaluation
scope will be expanded subsequently.
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 is research focuses on the relationship between arti�cial intelligence technology and music performance in colleges and
universities and explores the application of arti�cial intelligence technology in music teaching. At the same time, it explores the
de�ciencies of existing computer-assisted language learning software and systems through questionnaires and interviews and also
proposes solutions, such as further understanding of theories, enhancing learners’ con�dence, and stimulating their interest in
learning.  e results of this research will help to improve the application of online intelligent human-computer systems in music
teaching and provide dynamic support for improving the quality of music teaching and talent training in colleges and universities.

1. Introduction

 e outstanding feature of the music performance major is
performance. Whether students are studying vocal music or
various instrumental music and dance, the core goal is to
become a performer who can perform onstage. From the
perspective of professional training goals and students’ fu-
ture career directions, the music performance major culti-
vates applied and compound talents. After graduation,
students’ main destination is social-cultural groups and
relevant departments of enterprises and institutions.  ey
are engaged in not only art performances but also the or-
ganization, guidance, planning, and implementation of art
activities, which requires them to understand and be familiar
with the characteristics, methods, procedures, details, etc., of
music performances and related work, and also have the
corresponding workability.  erefore, in the construction of
the practical teaching system of this major, the �rst point is
to �rmly grasp the characteristics of the major and highlight
the performative characteristics of practical teaching
activities.

 e fundamental purpose of music teaching in colleges
and universities is to cultivate students’ ability to perform

music, but the level of music performance that students
actually master at present cannot achieve the desired e�ect.
With the rapid development of Chinese society and the
continuous enhancement of international exchanges, skilled
music performance has become particularly important,
which has brought great challenges to music teaching in
colleges and universities. In today’s British music teaching,
traditional teaching methods can no longer meet the needs
of contemporary society for comprehensive talent training.
In recent years, the rapid development of arti�cial intelli-
gence technology has brought new opportunities for the
modernization of music teaching, which provides new op-
portunities for the creation of an intelligent music teaching
environment. At present, a consensus has been reached on
the importance of arti�cial intelligence technology applied
to teaching systems. Guided by the integration of infor-
mation technology and curriculum, it is of great practical
signi�cance to conduct research on the application of ar-
ti�cial intelligence technology in college music teaching.
Based on the above background, this paper needs to solve the
following three problems: (1) What problems exist in the
current music teaching in colleges and universities? (2)  e
interactive relationship between arti�cial intelligence and
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music teaching; and (3) the specific practice of artificial
intelligence in music teaching in colleges and universities.

For the above three questions, some scholars and edu-
cation experts have already conducted research. For the first
question, Huang et al. have preliminarily studied the ad-
vantages, disadvantages, and innovations of various college
music teaching models [1]; Rebecca et al studied the
problems existing in the teaching of music performance in
colleges and universities in our country [2]. For the second
question, Guoliang studied the relationship between artifi-
cial intelligence and music teaching [3]. For the third
question, Kun et al. studied the application of artificial in-
telligence in the field of music teaching. ,is paper mainly
studies the relationship between artificial intelligence and
music teaching by discussing the current problems in music
teaching in colleges and universities and improves the ap-
plication of artificial intelligence in music teaching. ,ese
misconceptions have been in the consciousness of students
and some teachers for a long time. With the development of
artificial intelligence, scholars have begun to study how to
use artificial intelligence to solve the problems encountered
in music teaching. ,e application of artificial intelligence
technology in music teaching starts from artificial intelli-
gence and the problems it intends to solve and explores the
application of artificial intelligence technology in music
teaching around the relationship between artificial intelli-
gence and music teaching. However, there are also many
problems with artificial intelligence in university music
teaching. Based on the research of the above scholars, the
author believes that artificial intelligence can effectively solve
the problems in music teaching, but at the same time, there
are also some problems in the application of artificial in-
telligence in music teaching. ,is paper mainly aims at the
shortcomings of artificial intelligence in music teaching and
proposes solutions to improve the confidence of learners to
stimulate their learning confidence and further improve the
application of artificial intelligence in music teaching.

2. Related Work

In nature, living things live according to the principle of
“survival of the fittest.” In 1975, the random search algo-
rithm proposed by Professor Holland from the United States
used computers to solve intelligent analysis problems
according to the survival law of nature which is the most
effective method. ,e genetic algorithm (GA) was first
proposed by John in the 1970s. ,e algorithm was designed
and proposed according to the evolutionary laws of or-
ganisms in nature. It is a computational model of the bi-
ological evolution process that simulates the natural
selection and genetic mechanism of Darwin’s theory of
biological evolution. It is a method to search for the optimal
solution by simulating the natural evolution process. ,e
algorithm converts the process of solving the problem into a
process similar to the crossover and mutation of chromo-
somal genes in biological evolution through mathematical
methods and computer simulation operations. When
solving more complex combinatorial optimization prob-
lems, better optimization results can usually be obtained

faster than some conventional optimization algorithms.
Genetic algorithms have been widely used in combinatorial
optimization, machine learning, signal processing, adaptive
control, and artificial life. Each chromosome in the genetic
algorithm corresponds to a solution of the genetic algorithm.
Generally, we use the fitness function to measure the pros
and cons of this solution. So the fitness from a genome to its
solution forms a map. ,e process of the genetic algorithm
can be regarded as a process of finding the optimal solution
in a multivariate function. It can be imagined that there are
countless “mountains” on this multidimensional surface,
and these peaks correspond to the local optimal solution.
And there will also be a “mountain” with the highest altitude,
and then this is the global optimal solution. ,e task of the
genetic algorithm is to try to climb to the highest peak,
instead of falling into some small peaks. In addition, it is
worth noting that the genetic algorithm does not have to find
the “highest mountain.” If the fitness evaluation of the
problem is as small as possible, then the global optimal
solution is the minimum value of the function. Corre-
spondingly, what the genetic algorithm is looking for is “the
deepest valley.” ,e principle of the genetic algorithm is to
express the set of problems to be solved as “groups.” Before
solving the operation, some of the “groups” are assumed to
be the solution sets to be sought, and these initially identified
solution sets are placed in the environment of the problem.
,rough the principle of survival of the fittest, new groups
are continuously generated through operations such as
combination, exclusion, and mutation, and they evolve
continuously until the obtained “group” meets the expected
value, that is, the optimal solution to the problem. ,e
solution of the genetic algorithm starts from the initiali-
zation and randomly selects a subset from the whole pop-
ulation as the initial population. During the running process
of the algorithm, the size of the population does not change
all the time. An individual is each specific element in a
population. Fitness is the degree of adaptation of the in-
dividual to the external environment. In order to measure
the individual, the function of measuring the fitness is called
the fitness function. According to this function, the survival
law of nature is reflected. Coding is because the algorithm
cannot directly process the parameters of the problem space,
and it needs to be converted into a space set that the
computer can recognize according to certain rules. ,e
workflow of its algorithm is shown in Figure 1.

Among them, selection, crossover, and mutation are the
genetic operators of the algorithm. Selection is to keep the
individuals with strong adaptability in the group and eliminate
the individuals with low adaptability; crossover is to replace a
part of the structure of the individuals according to certain
rules and then obtain new individuals; variation is performing
a specific operation on a gene value in an individual to
generate a new individual which is the most important means
to improve the global search ability of the genetic algorithm.

3. Basic Baseline for System Construction

,e basic idea of the construction of the practical teaching
system of the music performance major according to the
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characteristics and training objectives of the music perfor-
mance major, combined with the actual requirements of the
society, the practical teaching system of this major should at
least contain the following basic links:

(1) ,e practical link in the basic course: the most basic
course in the music performance professional cur-
riculum system is the professional basic course. ,e
basic curriculum settings of each college include
music theory, solfeggio, harmony, polyphony, mu-
sical analysis, Chinese music history, foreign music
history, and national folk music. ,e teaching ob-
jectives of the basic courses of music performance
should be the trinity of basic knowledge, basic
theory, and basic skills. ,at is to say, the teaching
tasks of these courses should not only enable stu-
dents to master the basic knowledge and basic theory

of music discipline but also carry out basic skills.
Training and the organic combination of the three
can lay a solid professional foundation for students.
Among them, there is a flexible space for basic skills.
From the perspective of the construction of the
practical teaching system, these courses must be-
come an integral part of the construction of the
practical teaching system, and the development of
the practical link should be strengthened in the
curriculum planning. ,ere are two main forms: one
is exercise practice, that is, the relevant content in the
course is repeatedly practiced through exercises so
that students can form solid skills and skills on the
basis of firmly grasping the relevant knowledge
theory. For example, the music theory course, which
involves the formation of intervals, mode tonal
analysis, time value division, chord construction,
etc., requires a large number of exercises to enable
students to master relevant theories and knowledge
and form basic skills for future music performance
practice to lay the foundation. ,e second is the
appreciation of works. Courses with a strong theo-
retical nature, such as Chinese music history and
foreign music history, still need to expand the
practical space. For example, some schools set the
music history course as Chinese (foreign) music
history and work appreciation, which is actually an
organic combination of the practice of music ap-
preciation in the teaching of music history courses.
Even if the name of music appreciation is not clearly
indicated in the course title, the practice of music
appreciation should be combined with specific
content in actual teaching.

(2) ,e practical link in the skill and skill course: in the
course system of the music performance major, the
core course is the skill and skill course, such as
Chinese and foreign instrumental music, vocal
music, piano, dance, ensemble, chorus, and piano
accompaniment. In such courses, it is a practice-
oriented course in itself, and the basic goal of its
teaching is to enable students to master relevant
skills and skills to perform complete musical works
[4, 5]. And if it is not enough to stay at this level, the
ultimate goal of mastering and using the corre-
sponding skills and techniques should be imple-
mented onstage performances. ,e setting of
practical skills and skill courses also needs to be
developed from two aspects, one is the penetration
and strengthening of performance factors in the
teaching of traditional skills and skills courses, and
the other is the appropriate expansion of other re-
lated auxiliary skills and skills courses [6, 7]. From
the perspective of cultivating students’ practical
ability, the teaching of traditional skills and skill
courses requires the penetration of performance
elements first and also to ensure the development
and improvement of students’ artistic practical
ability to meet the needs of stage performances. ,is

Determine the threshold and
output the optimal solution

Satisfy termination
criterion

G = G+1

variation

cross

choose

Decode and calculate the fitness
of each individual

encoding

Initial population
generation

Algebra
G = 1

Figure 1: Steps of a genetic algorithm.
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requires strengthening the design training of facial
expression language, body language, and emotional
expression in the teaching process so as to enhance
the admirability of the works in the process of in-
terpretation so that they can achieve the effect of
both form and spirit, touching people’s hearts [8].
Second, it is necessary to create opportunities for
students to practice practical exercises, such as
regular professional reports, final professional ex-
aminations, and second classroom activities for
practical demonstrations. ,e expansion of other
auxiliary skills and skills courses is mainly to add
some elective courses according to actual needs, such
as makeup, program hosting, recitation, and pro-
nunciation [9]. On the one hand, the setting of such
courses can expand students’ professional ability and
enhance the adaptability of social work. On the other
hand, it can effectively assist the study of other
professional courses, and to a certain extent, it can
help students’ personality development [10].

(3) Independent practical links as practical teaching is
getting more and more attention. Some schools
generally set up independent practical teaching links
in the process of formulating talent training pro-
grams for their majors, such as the second classroom
activities of each semester, art practice weeks, pro-
fessional apprenticeships, professional internships,
and graduation reports (or graduation concerts).
,is link has a certain nature of comprehensive
training, which plays a better role in cultivating
students’ professional practical ability [11–13]. ,e
most critical part of this link is to strengthen the
design and strengthen the implementation. ,e so-
called strengthening design is to serialize, stan-
dardize, and even quantify the independent practice
links. ,e second classroom activities should be
carried out in close cooperation with the teaching of
professional courses [14]. Art practice week should
be arranged for at least one week per semester. ,ey
should run through the whole process of professional
teaching, which requires overall planning and design
to avoid randomness and randomness of activities.
Low-level repetition ensures the scientific nature of
practical training; the so-called strengthening
implementation means strengthening the manage-
ment and guidance of all practical teaching links and
completing the corresponding practical training
content according to plans and standards [15].

(4) Practical links in comprehensive art activities,e so-
called comprehensive art activities mainly refer to
practical activities characterized by actual stage
performances, which require students to mobilize all
professional knowledge and abilities, and exercise
and improve on the real stage of the campus and
society. It is a professional practice activity as well as
a social practice activity, and it is a bridge for stu-
dents to go from the campus to the society. ,is
should be a stage performance-type three-level

practical activity system; that is, relying on the art
stage, the three-level art practice activity system of
professional basic practice, professional develop-
ment practice, and professional improvement
practice is unified. Professional basic practice art
activities mainly refer to the art practice activities
related to the teaching of professional courses [28].
For example, professional report concerts are held
regularly, and professional examinations are held in
the form of concerts every semester. ,e stage has
become a platform for students to show their pro-
fessional learning achievements, and the learning of
single professional skills has become a comprehen-
sive stage performance [16]. Using the skills and
techniques learned in the classroom, we also need to
carry out creative performance design, and prelim-
inary stage practice accumulate corresponding stage
experience and gradually improve stage adaptability.
Professional development practice art activities
mainly refer to the development of various types of
practical performance activities [17–19]. ,is is an
open stage space, which can carry out practical
performance activities within the school, such as
graduation concerts, large-scale comprehensive
professional report concerts, and theatrical perfor-
mances in major festivals or major events; it can also
carry out interschool and even international art
exchange activities. More importantly, we can vig-
orously carry out social art practice activities, such as
performances in community culture construction,
corporate culture construction, and performances in
certain themed cultural activities carried out by local
governments and local media. Such activities involve
a wide range of activities, rich in content, high
comprehensive level, and quality requirements, and
truly achieve social integration, which is a com-
prehensive test and experience for students’ pro-
fessional level [20].

,e artistic activities of professional improvement
practice mainly refer to the practical activities of selecting
some outstanding students to participate in high-level
professional competitions. A unique advantage of the music
performance major is that there are various art competitions
in all walks of life every year, such as the annual national
college student art exhibition activities, various art com-
petitions held by the cultural department of the provincial
education department, and media at all levels [21]. Pro-
fessionally, it is a rare opportunity provided by the social
stage for practical teaching work. It can be combined with
such activities to carry out high-level artistic practice ac-
tivities, such as holding trials.

,e above are the basic construction ideas for the
construction of the practical teaching system for the music
performance major. ,e author tries to build a compre-
hensive and applicable professional practice teaching system
through this design, which not only highlights the core
professional characteristics of art performance but also in-
cludes other related work content; if the specific planning
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and implementation process can be scientifically designed
and arranged reasonably and can fully mobilize the en-
thusiasm and initiative of students to carry out corre-
sponding work in an all-round way and can strengthen
management and assessment, then we will be able to achieve
music. ,e performance major aims to cultivate applied and
compound talents with a solid professional foundation,
excellent basic skills, outstanding professional practical
ability, and adapt to the needs of social and cultural de-
velopment and construction [22].

4. System Design

4.1. Design Principles. ,e design of the teaching system
should not only meet the needs of current school teaching
but also be able to adapt to the needs of future development
as the school expands over time.

(1) Scalability. ,e school is the cradle of cultivating
talents for the country. With the continuous de-
velopment of my country’s economy and science and
technology, society has put forward higher re-
quirements for talents [23]. ,erefore, schools have
to keep changing with the needs of the society and
put forward new requirements for the teaching
system, which requires the teaching system to be
continuously expanded in terms of functions to meet
diverse needs.

(2) Security Teaching Is a Very Serious Matter. Students’
teaching information, especially exam results, needs
to be stored in student files, which raises higher
requirements for the security of information storage
and transmission in the teaching system.

4.2. System Functions. For the entire teaching system,
teachers and students, teaching materials, classes, grades,
and evaluation form a complete teaching management
process [24]. ,erefore, the teaching management system
mainly focuses on several elements of the teaching process.
,e developed intelligent teaching system mainly has the
following modules. ,e specific functional structure is
shown in Figure 2.

Among them, teacher management is mainly to manage
and maintain teachers’ basic information, scientific research,
teaching, and other information; student management is to
manage and maintain students’ basic information, rewards,
punishments, etc.; at the same time manage the information

and maintenance [25]; performance management is the
management and maintenance of students’ test scores, reex-
amination scores, and other information; teaching quality
management is a quality evaluation management system
formed based on students’ evaluations of teachers and expert
evaluations; course management is that each teaching subject
intelligently arranges courses according to its own teachers,
students, teaching environment and other factors, so as to
achieve the optimal allocation of teaching resources from the
perspective of cultivating students’ practical ability, the
teaching of traditional skills, and skills courses [23]. First of all,
the penetration of performance elements is needed to ensure
that students’ artistic practice ability can be developed and
improved to meet the needs of stage performances. ,is

Teachers
management

Student
management

Teaching material
management

Performance
management

Teaching quality
management

Courses arranging
management

Intelligent teaching system

Figure 2: System functional structure diagram.
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Fitness Evaluation
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Crossover and Mutation

Fitness Evaluation

Niche Assignation

Stop?
Output: Best
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Elimination of chromosomes and injection
of randomly new generated chromosomes

Fitness Scaling (sharing)

Yes

No

Figure 3: Diversity-enhanced genetic algorithm.
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requires strengthening the design training of facial ex-
pression language, body language, emotional expression,
etc. [26] in the teaching process, so as to enhance the
admirability of the works in the process of interpretation,
so that they can achieve the effect of both form and spirit
and touch people’s hearts. Second, it is necessary to create
opportunities for students to practice practical exercises,
such as regular professional reports, final professional
examinations, and second classroom activities for prac-
tical demonstrations. ,e expansion of other auxiliary
skills and skills courses is mainly to add some elective
courses according to actual needs, such as makeup,
program hosting, recitation, and pronunciation. On the
one hand, the setting of such courses can expand students’
professional ability and enhance the adaptability of social

work. On the other hand, it can effectively assist the study
of other professional courses, and to a certain extent, it
can help students’ personality development [26, 27]. ,ere
are many genetic algorithms, including diversity-en-
hanced genetic algorithms (Figure 3), simple genetic al-
gorithms (Figure 4), and multiobjective genetic
algorithms (Figure 5).

4.3. Database. ,e teaching management database is mainly
used to store basic information such as teachers, students,
grades, and textbooks. Some information appears repeatedly in
different tables. In order to maintain the integrity and stability
of the data information, the data items of the data table are
designed.,emain data items of each data table are as follows:

Begin

Initialization

Evolve

Select Parents

Cross over?
Y

N

Add Parents into New Population

Add Offspring into New Population

Evaluate Offspring

Mutate Offspring Chromosomes

Cross over Parent Chromosomes

Breed Offspring

End

Y

N Terminable ?

Save the Best Individual By Now

Figure 4: Simple genetic algorithm.
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(1) User basic information table: it is used to store login
information, and the main contents are user login
name, password, user authority, etc.

(2) Teacher information table: it is used to store the basic
information of teachers. ,e main contents include
the teacher’s job number, name, gender, age, de-
partment title, telephone number, e-mail, QQ
number, and home address.

(3) Student information table: it is used to store the basic
information of students, the main contents are
student number, name, gender, age, date of birth,
home address, telephone, e-mail, QQ number, de-
partment, class number, and other contents.

(4) Classroom information table: it is used to store the
information of different classrooms in the school.
,e main contents include classroom number,
teaching building, classroom name, classroom ca-
pacity, classroom type, and so on. In addition to the
above data tables, there are other data tables such as
class basic information table, grade information
table, course information table, teaching material
information table, and class information table, which
will not be described in detail here.

5. System Implementation

5.1. Course Scheduling Management. Class schedule is the
top priority of a school. Schools should effectively integrate
resources such as teachers, classrooms, classes, courses, and
time to achieve the best configuration. ,e class schedule is
to find the optimal combination problem under the con-
dition of relatively limited resources. Regardless of the
school, there are several constraints to avoid when sched-
uling classes.

(1) A teacher can only take one course at a certain time.
(2) A classroom can only arrange one course at a certain

time.

(3) A class can only take one course at a certain time.
(4) ,e number of people in a certain class should be less

than the capacity of the classroom. For the elements
of class, course, classroom, time, and classroom, the
mathematical formula is expressed as follows:

Class collection: BJ � bj1, bj2, bj3, ..., bja ;
Course collection: KC � (kc1, kc2, kc3, ..., kcb)

Classroom collection: CR � (cr1, cr2, cr3, ..., crc)

Time collection: SJ � (sj1, sj2, sj3, ..., sjd)

Classroom collection: JS � (js1, js2, js3, ..., jde)

,e problem with the class schedule is the Cartesian
product of the above five elements, PK � BJ∗KC∗

CR∗SJ∗JS. It is necessary to find a set that satisfies the
constraints in PK, that is, the result of the class schedule.
Here, a genetic algorithm is used to solve the problem of
course scheduling, and each individual in the PK set is
regarded as a course scheduling scheme. All the course
scheduling schemes are taken as the initial population, and
the population is operated to get the optimal results.

5.2. TeacherManagement. For the teacher module, not only
the basic information of teachers is maintained but also the
statistics of teachers’ information, statistics on the workload
of teachers in the school, analysis of the proportion of
teachers with different professional titles in the school,
statistics on the number of teachers of all ages in the school,
and information on teachers’ scientific research details. ,e
teacher management module can help the teaching man-
agement department to analyze the information of teachers
and provide first-hand information for the school to carry
out teaching, professional title evaluation, and introduction
of talents.

6. Conclusion

Using artificial intelligence technology to design and study
the teaching system, we explain in detail how to use the
genetic algorithm to manage the course arrangement.
Functionally, the teaching system can meet the teaching
needs of various types of colleges and universities.,is paper
studies the application of artificial intelligence in college
music teaching. Traditional teaching methods are very
fundamental, so teachers often spend most of their time
explaining basic music theory while students are often busy
taking notes. Teachers do not release various tasks to attract
students’ learning, resulting in a small number of students
who are not interested in learning and remain silent in the
classroom. ,erefore, in order to change this phenomenon,
teaching should adopt new teaching methods. ,e task-
based teaching process is task design, warm-up, pretasks,
tasks, reporting, and assessment. ,ese tasks are often ac-
complished through interaction between students. In doing
so, students can put what they have learned into practice.
Combined with the definition and basic characteristics of
artificial intelligence, use teaching methods to combine
artificial intelligence with music classroom teaching, explore
the benign relationship betweenmusic teaching and artificial
intelligence, and promote teaching and talent training. As

Input Neuron

Netput Neuron

Hidden Neuron

Network
output

Hidden layer

Input Layer

Figure 5: Multiobjective genetic algorithm.
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the integration of information technology andmusic courses
continues to accelerate, artificial intelligence has brought
new opportunities for music teaching. In order for students
to learn music well, we need to create a free environment.
Ourmusic class cannot be limited to the ordinary class mode
to complete the learning. A relaxed and active atmosphere
must be created. Rooting information technology such as
artificial intelligence in music teaching practice, and giving
full play to its technical advantages and cutting-edge fea-
tures, can promote the quality of teaching and improve the
level of talent training while achieving better development of
artificial intelligence technology.
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�e use of ion current signals generated during the combustion process of mixed gas as a function of initial mixture composition,
temperature and pressure to detect cylinder combustion states is the most recent approach in the design, development, and
optimisation of automotive engine combustion control. �is paper aims to design predictive identi�cation and computationally
fast and accurate ion current models for obtaining combustion information in the engine cylinder in real time. To build a more
comprehensive ion current calculation model, the e�ect of the �ame ionisation process, the geometry of the spark plugs, and the
combustion pressure and temperature are considered in the new building ion current model. �e simulation ion current
waveform, which has a double-peak structure, is in good agreement with the experiment values; thus, the ion current model has
the potential to be used for real-time control and optimisation of engine cylinder combustion.

1. Introduction

In recent years, the energy crisis and its long-term problem,
as well as the challenge of CO2 emissions, have increased
concern for the development and design of new energy
engines with clean energy, high e�ciency, and low emis-
sions. Developing new electronic engine control systems can
improve the e�ciency of combustion engines, achieve online
monitoring of the combustion process, and obtain timely
information about the mixture combustion state, allowing
for low-carbon and high-e�ciency combustion, which has
drawn the attention of many researchers and has become
an active area of engine combustion diagnostics and
optimisation.

�e ion current signals produced in the �ame com-
bustion process carry rich information about the engine
combustion process, and the spark plug as an ion current
detecting probe is robust and inexpensive to manufacture; it
can be installed in spark-ignition engines to obtain com-
bustion information, such as mis�re detection, peak pres-
sure position and in-cylinder pressure, and the total
combustion heat release. Given the close relationship be-
tween the combustion process and the ions produced, the
study discovered that the ion current waveform can re�ect

the characteristics of �ame development, which has been
divided into the ignition phase, the front phase, and the
post�ame phase. By analysing the ion current waveform’s
characteristic parameters, a researcher can gain a better
understanding of the ion formation process in engines and
develop a better control programme for engine performance
and emissions [1–5].

In this paper, the new ion current computing model
based on the combustion process is developed which
considered the spark plug geometry, �ame ionisation
process, equivalence ratios, and engine model; the pressure
model of the entire burning process is used in the
simulation calculation, and the ignition energy is
considered.

�e objectives of this paper are to develop fast and robust
tools for analysing the mixture gas combustion process in
engine cylinders, which can aid in the design, analysis, and
optimisation control of newer engine designs. �e ion
current comparison between model calculated values and
experimental measured results validates the new building
model. �e ion current model may help in the rapid analysis
of engine combustion performance and provide a new
technology path for engine combustion performance opti-
misation control [4–7].
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2. Flame Ion Current Theory and Formulation

2.1.  e Ion Current in the Front Flame Phase. After the
ignition system ignites the air-fuel mixture contained in the
cylinder, the flame develops and ions are believed to be
formed due to various chemical ionisation processes in the
reaction zone of the propagating flame; the ion current is
produced in one particular direction after the application of
the electric field to ions. )e reaction in equation (1) is
considered a typical reaction in an internal combustion
engine cylinder [8]:

C3H8 + 5O2⟶ 3CO2 + 4H2O. (1)

)ere are various flame ionisationmechanisms proposed
for ion generation during the flame burning process [9], as
shown in a comprehensive discussion of the feasibility of
these mechanisms [7], with the chemi-ionisation reaction in
the front flame phase being the dominant initiation ion-
isation reaction. Equation (2) shows the main elementary
reactions that create ions [8] are

CH + O⟶
k1

� 5 × 10−14
cm

3
/s CHO

+
+ e

−
, CH

2Σ+  + O⟶ CHO
+

+ e
−

,

CHO
+

+ H2O⟶
k2

� 7 × 10−9
cm

3
/s H3O

+
+ CO, H3O

+
+ e⟶

k3
� 2.3 × 10−9

cm
3
/s H2O + H.

(2)

In above set of reactions, it is experimentally found that
H3O+ is truly the dominant positive ion in hydrocarbon
flames [10, 11] and the H3O+ ions are produced by proton
transfer from CHO+ to H2O, which mostly contribute to the
formation of the ion current [7–12].

)e ionisation reaction rates (k1, k2, and k3) are shown in
Equation (2), which are given in reference [12]. As the ion
species produced in the above reactions reached a steady-
state concentration, the ion concentrations can be expressed
as follows:

CHO
+

  �
k1[CH][O]

k2 H2O 
,

H3O
+

  �
k2 CHO

+
  H2O 

k3 e
−

[ ]

k1[CH][O]

k3 e
−

[ ]max
.

(3)

Based on the Saha equation, the local thermal equilib-
rium concentration is the function of temperature, as shown
in the following equation:

nine

ni−1
� 2

2πmekT

h2 

3/2
Bi

B0
exp −

Ei

kT
 . (4)

In Equation (4), T is the absolute temperature, h is
Planck’s constant, k is Boltzmann’s constant, the ni and ni-1
are the number density of the ionised state i and i−1, re-
spectively, ne is the electron number density, me is the
electron mass, Ei is the ionisation energy of the state I, and Bi
is the internal partition function.

)e electron drift velocity is a function of the mobility of
electrons μ and the electrical field X, which is expressed
as [10]

vd � μX. (5)

In classical physics, the particles mean free path length λ,
the possibility of interaction between particles (which can be
defined by their cross sections S), and the ion number
density that passes through a volume can be expressed as
follows:

λ �
1

ntotS
, (6)

ntot � 
i

xini, (7)

where xi is the species fraction and ρi is the number density
of species, i.

)e combustion temperature is the major contributor to
the electron drift velocity in the combustion reaction, and
the effect of the electrical field is relatively small [10]; the
electron drift velocity expression is shown in the following
equation:

μ �
eλ

mevT

, (8)

vT �

����
8kT

πme



. (9)

In the above equation, vT is the mean random velocity of
the electrons and me is the electron mass.

Since the combustion gas volume in the engine cylinder
is cylindrical, the formula of the ion current can be expressed
as follows:

I1 � U
πr

2
e
2

Sd

π3xi

8mekT
 

1/2

A, (10)

A �

�������������������������������

2 2πmekT( 
3/2/h3

 Bi/B0 exp −Ei/kT 

ntot




. (11)

In Equation (11), T is the combustion temperature, ntot is
the number density of total species, and xi is the species
fraction, where ntot � P/kT [6, 10].

2.2. e Ion Current in the Postflame Phase. )e thermal NO
formation mechanism is the so-called extended Zeldovich
mechanism [10, 11], and the thermal NO formation
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mechanisms consist of three elementary reactions in
Equation (12) which were used for the estimation of the
formation rate of NO from molecular nitrogen in near
stoichiometric air-fuel mixtures.

O2 + N2↔NO + N,

N + O2↔NO + O,

N + HO↔NO + H.

(12)

)e NO formation rate is much slower than the com-
bustion rate, and most of the NO formation takes place in
the postflame regions. )e concentration [NO] is defined as
follows:

d[NO]

dt
� 6 × 1016T− 1/2 exp −

69090
T

  O2( 
1/2
eq N2( eq. (13)

)e eq subscript stands for equilibrated conditions and
the unit is moles/cm3sec. In the equation, the temperature
and the amount of O2 are strongly dependent on the rate of
NO formation in the postflame phase. )is finding suggests
that thermal ionisation is the source of the ion current in the
postflame region, and NO+ dominating the ion current in
the postflame region is consistent with much of the theory
and experimental work in the thermal ionisation process
[10, 11]. )e ionisation ratio of NO is obtained from Saha’s
equation shown in Equation (4), and the electron drift
velocity shown in Equation (5) can be calculated from basic
gas kinetic theory.)e result of the derivation, where the ion
current is a function of temperature, has the following form:

I2 � A

���
ϕs

ntot



T
1/4 exp −

Ei

2kT
 . (14)

In the above formula, Ei is the ionisation energy of
species s, ntot is the total number density, and ϕs is the species
fraction of species s. )e symbol A is a constant which is
shown in Equation (11).

So, because the total ion current includes the ion current
produced by the chemical ionisation reaction as well as the
ion current produced by the thermal ionisation reaction, the
total ion current equation is as follows:

Itot � I1 + I2. (15)

2.3. Ion Current Measuring Circuit. )e ion current in the
combustion chamber is measured using a modified version
of the spark plug inserted into the engine cylinder. )e ion
current measurement circuit is shown in Figure 1 [13, 14].
During the experiment, after the spark ignition is successful,
the ion current generated during the combustion process is
measured and the data are collected, and the combustion
pressure data generated during the combustion process are
collected using the ion current measurement circuit. )e
collection of the ion current data and combustion pressure
data adopts the ADVANTECH 1710L data acquisition card,
which holds an acquisition accuracy of ±2.48% [13, 14].

2.4. EngineCalculationModel. )e engine geometry is taken
into account in the calculation, and the relationship between

the rotation of crank and engine cylinder volume is as
follows:

V(θ) � Vc +
πB

2

4
l + a − a cos(θ) −

������������

l
2

− a sin(θ)
2

 



.

(16)

An analytic model for the combustion pressure is given
in closed form, which is based on connection relations with
components that are simple and convenient to measure and
tune, and the model’s advantage is that no ordinary dif-
ferential equations must be numerically solved. )e ex-
pression of the analytic model for the combustion pressure is

p(θ) �
pc(θ) θivc < θ< θsoc

1 − xb( pc(θ) + xbpe(θ) θsoc < θ< θevo

 (17)

)e expression of the model is further decomposed as
follows [4–6]:

pc(θ) � pivc

Vivc

V(θ)
 

kc

,

Tc(θ) � Tivc

Vivc

V(θ)
 

kc−1

,

pe(θ) � p3
V(θ)

V(θ)
 

ke

,

xb(θ) � 1 − e
− b θ− θsoc/Δθ( )

m+1

,

p3 � p2
T3

T2
,

T3 � T2 + ΔTcomb,

ΔTcomb �
ηcQLHV

cv

1
1 + A/F

xb,

p2 � pc(θ),

T2 � Tc(θ),

θc � Δθd +
1
2
Δθb.

(18)

2.4.1. Intake Valve Close to Start of the Compression Process.
Using a polytropic compression model, pressure and tem-
perature are calculated during the compression stroke from
IVC to SOC and displayed as a function of the crank angle
and the coefficient kc � 1.3.

pc(θ) � pivc

Vivc

V(θ)
 

kc

,

Tc(θ) � Tivc

Vivc

V(θ)
 

kc−1

.

(19)
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After to �nish the compression stroke, the polytropic
expansion stroke to begin, Equation (19) is performed to
simulate the expansion stroke [4, 6, 8, 11, 12, 15].

2.4.2. Starting Combustion Process. After successful igni-
tion, the combustion temperature rises in the cylinder due to
the burning mixture, and the cylinder temperature is closely
related to the LHV (low heating value) of the fuel, speci�c
heat, A/F, and e�ective combustion e�ciency.

T3 � T2 + ΔTcomb,

ΔTcomb �
ηcQLHV
cv

1
1 + A/F

xb.
(20)

�e burned fraction of the combustible mixture in the
cylinder is described by the Wiebe function combustion
model, which is as follows:

xb(θ) � 1 − e
− b

θ − θsoc
Δθ

( )
m+1

.
(21)

Where θ is the angle degree of crankshaft rotation, θSOC is
the degree at the starting of combustion, Δθ is the duration
degree of combustion, a and m are adjustable parameters of
theWiebe function which �tted to the values b� 5 andm� 2
to resemble actual mass fraction burned curves
[4, 6, 11, 14–17].

2.4.3. Starting Expansion Process. After successful ignition,
the combustion temperature rises in the cylinder due to the
burning mixture.

During the expansion stroke (from SOC to EVO) pro-
cess, the pressure and temperature are calculated using the
polytropic expansion model, and the expression coe�cient
ke � 1.35. �e parameters of V3, p3, and T3 in the following
equation are related to the three-state in the ideal Otto cycle
and described as follows [4, 6, 11, 16]:

Tc(θ) � T3
V3

V(θ)( )
ke− 1

,

pe(θ) � p3
V θc( )
V(θ)( )

ke

,

p3 � p2
T3

T2
,

p2 � pc(θ),

T2 � Tc(θ).
(22)

Using the inverting the pressure ratio analysis (Mate-
kunas, 1986, 1984, and 1983), the p3 can be measured ex-
perimentally [17–20].

3. Simulation and Experimental Analysis

Based on the new building model, the ion current is cal-
culated using the previously listed calculation formula, and
the calculation parameters are shown in Table 1, 2, and 3.

�e contribution of the major ionisation reaction and
the species of charged ions to ion current generation are
calculated. �e parameters of several ion sources that
dominate the ion current are as follows: the number of moles
of H2O is 0.125 and its ionisation energy Ei� 12.6 eV, the
ionisation energy of CHO is Ei� 9.88 eV, the number of
moles ofN2 is 0.75 and its ionisation energy Ei� 15.5 eV, and
the ionisation energy of NO is Ei� 9.27 eV.

Figure 2 shows the calculated ion current results, the
experiment measured ion current and the pressure change
over the crank angle. Following a successful ignition, ion
current signals are produced in the front �ame during the
chemi-ionisation process. �e �rst peak of the ion current
signal increases rapidly as the combustion reaction prog-
resses; then, some of the generated ions are recombined
quickly, and to produce more stabler new molecules, other
ions have longer residential to the post-�ame phase.

As shown in Figure 2, the calculated results and the
experiment measured ion current signals have a double-peak
structure, with the ion current decreasing after the �rst peak
produced by the chemi-ionisation reaction until the second
peak produced by the thermal ionisation.

Based on the chemi-ionisation theory and the derivation
from formula (2) to (15), the �rst peak of the ion current
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Ignition coil
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+
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Filter
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R2
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Figure 1: Ion current measuring circuit.
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produced is mainly due to the concentration of the H3O+ ion
increase with combustion temperature. CHO+ ions are
produced �rstly in the chemi-ionisation reaction; then, some
protons transfer from CHO+ to H2O, and H3O+ is pro-
duced. �e concentration of H3O+ ions will reach the
maximum value at the �rst peak of ion current waveform
timing along with the combustion going on, so the �rst peak
of the ion current is mostly constituted of H3O+.�en, some
CHO+ are recombined quickly, and the ion current de-
creases. �e pressure and temperature of the mixture
combustion in the cylinder increase as the combustion re-
action progresses; under high pressure and high-tempera-
ture conditions, NO+, ions are the dominant ions generated
by thermal ionisation reactions. When the ambient tem-
perature is approximately 2000K, the ionisation energy of
the NO molecule is low: 9.26405 eV [21, 22]. At high
temperatures, it easily ionises to NO+, resulting in an in-
crease in the rate of NO+ production. As a result, the am-
plitude of the thermal ion current reaches its maximum, and
the second peak of the ion current appears in the post�ame
combustion phase.

Figure 2 shows the change in cylinder pressure and ion
current as the crank angle changes. �e ion current wave-
form exhibits a double-peak structure as the combustion
pressure changes; the ion current reaches the �rst peak
before the TDC (top dead center), but the pressure reaches
the peak after the TDC, and the second peak position of the
ion current is consistent with that of the pressure peak
position. Based on the ideal PV� nRT, the cylinder tem-
perature and pressure are closely related, and the ion current
signals produced ionisation reaction that depends on
combustion temperature and pressure, revealing that the ion
current characteristic curve in the combustion reaction

essentially re�ects the intrinsic characteristics of the cylinder
pressure and temperature during the combustion process.

Compared to the calculated and experimentally mea-
sured curve of the ion current in Figure 2, the calculated ion
current follows the experimental ion current very closely;
however, the peak and its width values of the calculated ion
current are smaller than the experimental values, and the
�rst peak timing are later than the experimental peak timing.
�e main cause of the above error is that the calculated
model of the ion current primarily considers the predom-
inant ionisation reaction mechanism and the predominant
charged ions, resulting in calculated values of the ion current
that are smaller and later than experimentally measured
values.

4. Conclusion

�is study developed the most recent model for predictive
identi�cation and computationally fast and accurate ion
current for obtaining the combustion information in the
engine cylinder in real time. �e e�ect of the chemical
ionisation and the thermal ionisation mechanisms, engine
cylinder and spark plug geometry, and temperature and
pressure of the entire combustion process are all considered
in the model calculation formula to build a more com-
prehensive ion current calculation model. Because the

Table 3: �e input parameters and the valve.

U Spark gap voltage 80V
r Radius of the measurement cylinder 1mm
d Length of the measurement cylinder 1mm
σ Unit charge constant 0.1 Å2

me Electron mass 9.31 × 10− 31kg
Bi/B0 Internal partition function 1
k Bolzmann’s constant 1.38 × 10− 23J/K
h Planck’s constant 6.63 × 10− 34Js
e Unit charge constant 1.6 × 10− 19C
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Figure 2: Ion current and the pressure variation versus the crank
angle.

Table 1: �e parameters of the model.

cv Speci�c heat at the combustion
kc Polytropic coe�cient for the compression pressure
ke Polytropic coe�cient for the expansion pressure
QLHV Heating value for the fuel
(A/F) Stoichiometric air-fuel mass ratio
θivc Intake valve closing angle
θevo Exhaust valve closing angle
pim Intake manifold pressure
Tim Intake manifold temperature
Δθd Flame development angle
Δθb Fast burn angle
ηc �e fuel conversion e�ciency

Table 2: Speci�cation of ZS1100M-CNG engine characteristics and
model parameters.

Cylinder diameter 100 (mm)
Piston stroke 115 (mm)
Connecting rod length 192 (mm)
Combustion e�ciency 0.95
Rotate speed 1500 r/s
Polytropic compression exponent 1.335
Polytropic expansion exponent 1.35
LHV (MJ/kg) 44.5
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dominant function of the ionisation reaction mechanism
and charged ion sources are emphatically considered in the
calculations, the predicted peak value and the width of the
ion current are smaller than the experimentally measured
values. )is model will be provided with a fast analytical
method for considering the ion current as a function of the
combustion flame ionisation reaction process, combustion
pressure, and temperature; based on this model, a fast,
robust tool for computing the ion current of the combustion
process in the cylinder can greatly aid in the design, de-
velopment, analysis, and control of new engine operating
regimes.
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With the continuous development of social economy, English learning plays an increasingly important role in daily commu-
nication. However, the update speed of English textbooks is far lower than the development speed of English. How to reconstruct
the text of English textbooks in colleges and universities to improve the learning e�ect of college English has become an urgent
problem to be solved. In order to solve this problemmore e�ectively, this paper proposes a text reconstruction method for college
English textbooks from the perspective of language images. First, this paper proposes a text reconstruction network model for
college English textbooks, which includes two self-networkmodels, namely, a text feature extraction network and an image feature
extraction network. Second, text designs an English text feature reconstruction network to fuse image features and text features to
guide the generation of new English texts according to the generated emotions. Finally, through a large number of experiments, it
is proved that the text reconstruction method of college English textbooks from the perspective of language images can e�ectively
generate new texts of college English textbooks, enhance the emotional color of college textbooks, and improve the e�ect of
English learning.

1. Introduction

English plays an important role in the daily a�airs of in-
ternationalization, but learning English [1, 2] is often a
di�cult problem. Usually, English learning requires teachers
to reconcept and design the content of the text [3, 4], im-
prove students’ interest in learning in a reasonable way, turn
boring learning into active learning, and deepen the un-
derstanding of the text content [5, 6].�e text reconstruction
method of college English textbooks [7, 8] has gradually
become an e�ective method to improve college students’
English learning. �rough the reconstruction of a variety of
English knowledge in English textbooks and the use of
diversi�ed text forms, college students can improve the
English learning methods and skills [9, 10] mastered by
college students and deepen their understanding of the text
content. �e method of text reconstruction of English
textbooks is widely used in various learning tasks such as
English learning in primary and secondary schools, pro-
fessional English training, and English reading teaching.

�e teaching method of English textbooks is relatively
simple. Traditional learning methods [11] often fail to
stimulate students’ desire to learn, limit students’ imagi-
nation and comprehension ability, and cannot improve
students’ learning e�ect [12, 13]. Usually, teachers in colleges
and universities will give a certain degree of guidance to
study [14, 15] and reorganize [16, 17] the structure and
content of college English textbooks, reconstruct the old-
fashioned content in the text into lively cases, stimulate
students’ imagination, and improve students’ learning e�ect.
However, many teachers �nd some problems in the teaching
process. First of all, each country has a certain degree of
cultural di�erence [18, 19]. In order to improve students’
ability to master English and improve their learning e�ect,
students need to constantly feel the emotions [20, 21] and
foreign cultures re�ected in the text. Secondly, each teacher’s
teaching style [22, 23] is very di�erent, and the under-
standing and reconstruction of the text content are very
di�erent. How to make students have a strong interest in the
learning of English textbooks often requires teachers to pay a
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lot of money, time, and energy [24, 25]. 'e difficulties in
learning traditional college English textbooks are that the
content of the text is relatively old-fashioned and lacks
emotional color. College students will have a dull learning
mood during learning, which will reduce the effect of
learning.

With the continuous progress of science and technology,
artificial intelligence methods represented by deep learning
technology [26, 27] continue to solve the problems existing
in real teaching. Deep learning technology is mainly divided
into two aspects. One is the neural network method based on
image processing [28, 29], which is mainly used to process
image tasks and is widely used in vision-related tasks such as
image recognition, image classification, and image seg-
mentation. 'e second is the neural network method based
on text processing [30, 31], which mainly deals with text
tasks and is widely used in natural language processing tasks
such as text emotion recognition, text emotion classification,
and text prediction. In the task of text reconstruction of
college English textbooks, it is mainly related to the content
of the text and the images in the book. 'e text features and
image features are extracted through neural networks, and
new textbook texts with specific emotions can be generated
by adding emotional factors and continuously improve
students’ learning interest and learning effect.

In order to allow college students to better master En-
glish and improve the effect of English learning, this paper
proposes a text reconstruction method for college English
textbooks from the perspective of language images. Firstly,
this paper proposes a text feature extraction network based
on college English textbooks. It mainly includes two sub-
networks; the two subnetworks are the text feature extrac-
tion network and the image feature extraction network
[32, 33]. Secondly, this paper designs an English text feature
reconstruction network [34], which is mainly used to fuse
image features and text features, reconstruct college English
textbook texts according to the generated emotions, and
generate texts with characteristic emotions. Finally, through
a large number of experiments, it is proved that the text
reconstructionmethod of college English textbooks based on
the perspective of language images can effectively recon-
struct the texts of college English textbooks, enhance the
emotional color of college textbooks, and improve the
English learning ability of college students’ teaching burden.
'e main purpose of this paper is to solve the difficulty of
learning English textbooks in colleges and universities,
improve the learning effect of college students, and reduce
the workload of teachers in schools.

2. Related Work

2.1. Image Feature Extraction. Image features exist widely in
people’s daily life and usually contain human emotional
information, which is an effective way of emotional com-
munication and communication between people. Human
emotions are usually expressed through images, and this
emotion representation method is widely used in intelligent
monitoring, online learning, autonomous driving, and other
fields.

Image emotional feature extraction is firstly to prepro-
cess the input image, then use the convolutional neural
network to extract the emotional information in the image,
and then classify according to the extracted emotional in-
formation. Image emotion feature extraction is an indis-
pensable link in neural network, and the effect of emotion
feature extraction ultimately affects the effect of emotion
classification. Convolutional neural networks can obtain
higher-level and more abstract feature representations of
images by directly extracting the features of images for
learning, thus obtaining more essential features in images,
and thus making deep learning features more accurate and
general.

2.2. Text Feature Extraction. In recent years, text data has
grown rapidly through the Internet, and a large amount of
text data has been continuously accumulated. 'ese massive
data contain a lot of valuable information. Natural language
processing is the main method to solve these pieces of text
feature information. It uses the text to train a classifier model
and then uses the trained network model to divide and
supplement the new text.

Sentiment recognition of text content is also called
sentiment analysis. It mainly divides the text into a variety of
emotion types according to the meaning and emotional
information expressed by the text, which is a multisentiment
classification problem. By analyzing and researching these
text data, important feature information is extracted, which
can be used to analyze the public’s attention to hot topics and
emotional tendencies, which provides important research
ideas for correctly guiding the direction of social public
opinion.

With the continuous advancement and development of
technology, multimodal data is still a very challenging task at
present. In image and text multimodal data, the information
contained in text and image is generally complementary.
Compared with single-modal data of text or images, mul-
timodal data contains more comprehensive information and
can better display and explain the emotional characteristics
used. First, the amount of information contained in data of
different modalities is often different. Sentiment analysis of
multimodal data requires effective understanding and ex-
traction of emotional features of multimodal data. Com-
pared with the traditional single-modal sentiment method,
themultimodal sentiment analysis task needs to combine the
effective information of multiple modalities to extract the
feature interaction between the modal information and the
multimodal information in a reasonable way.

2.3. English Text Reconstruction. It is often difficult to im-
prove the English ability of college students through tra-
ditional English teaching methods, which are not conducive
to students’ good grasp of English syntax knowledge and
enhance the effect of English learning. 'erefore, on the
basis of traditional college English textbook learning com-
bined with English practical teaching activities, many
teachers have proposed methods of text reconstruction of
college English textbooks from the levels of syntactic
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analysis, text sorting, title prediction, and textual analysis to
improve English learning. 'e learning effect has a certain
reference value.

English text prediction is a high-level idea of text re-
construction in English textbook learning. It requires
readers to predict the unknown content of English textbooks
based on existing information and personal understanding
of textbook content. Mind map refers to presenting the text
content in a more specific, vivid, and hierarchical organi-
zation based on the thematic events in English textbooks,
using keywords, images, color changes, and other main
branches. Based on the mind map of text content, it can help
students have a deeper understanding of the content of
English textbooks, splicing fragmentary knowledge, grasp
the key points in learning, and understand English textbooks
from a macrolevel. Reconstruction of text content is a
common way of learning, which means that learners, from
the perspective of the author, combine the knowledge and
content they have learned and rewrite the text content,
trends, trends, and so on on the basis of understanding and
learning English textbooks. Reconstruction can deepen the
understanding of the text content of the textbook and realize
the process of learning, accumulating knowledge, and
transforming the text content of college English textbooks.
Text reconstruction can rearrange and understand the
content of English textbooks, improve students’ interest in
learning, and deepen their understanding of the text in
textbooks.

3. Methods of Text Reconstruction in College
English Textbooks

In order to more effectively obtain the feature information
of each modality and the interaction of feature infor-
mation between modalities, this paper adopts a feature
fusion model based on standard transformer structure to
fuse the extracted image and text features and use it to
generate emotional new text message in Figure 1. First,
this paper proposes a text feature extraction network,
which uses the LSTM network structure to encode tem-
porally continuous text feature information, then uses the
attention mechanism to obtain the text feature infor-
mation that this paper pays more attention to, and finally
generates text feature vectors for input into college En-
glish textbooks for text reconstruction in the network.
Second, this paper proposes an image feature extraction
network to input images from textbooks into the network
structure. Its main function is to extract human emotional
information through images, input the generated image
feature vector into the text reconstruction network of
college English textbooks, and add more emotional fea-
tures to the newly generated text information. With two
subnetworks and a backbone network, the text recon-
struction method of college English textbooks proposed in
this paper can generate new content with specific emo-
tions through a generative method. Deep learning
methods can generate various types of text reconstruction
content, increase students’ interest in learning, and
greatly reduce the workload of school teachers.

3.1. Text Feature Extraction Network. 'e text feature ex-
traction network proposed in this paper is improved on the
basis of Att-CNN-BiGRU, which mainly consists of three
aspects: text vectorization, text feature extraction, and
feature vector generation, as shown in Figure 2. 'e first
part is the vectorization of text features. 'e main function
is to map each word in the input text to a vector repre-
sentation, and the text vector is represented by the word
vector.

Text vectorization is to map the text into a vector that
can be recognized and processed by a computer. It is
mainly to avoid the problems of one-hot encoding vector
sparseness and dimension disaster. Generally speaking,
text vectors are mainly composed of word vectors and
position vectors. 'e word vector is to convert the words
in the text into vectors that can express semantic infor-
mation. Considering the meaning of the words and the
influence between words, the semantic similarity of words
is calculated. 'e position vector is to convert the position
features of the words in the text into vectors and make it
clear that the word in the sentence is the trigger word. 'e
position feature is defined as the relative distance between
the current word and the candidate word, which repre-
sents the relative position of the current word in the
sentence.

S � w1, w2, . . . , wn, ,

X � x1, x2, . . . , xn, ,

xi � ei, pei , d � dw + dp,

(1)

where S represents the sentence, wi represents the i-th value
in the sentence, and n represents the length of the sentence.
A similar method is used in this paper to map the word wi to
a real-valued vector xi; usually, a sentence consists of
multiple values.

'e text feature extraction network model proposed in
this paper is used to extract text features. Text features are
divided into lexical-level features and sentence-level
features. 'e lexical-level feature is to extract the back-
ground knowledge of the word, including the word’s part
of speech, semantic information, emotional information,
and classification information. Sentence-level features are
the contextual information of the entire sentence in the
text, such as grammatical features, degree of association,
and emotional expression. Convolution operations are
used to extract lexical features in text, and BiLSTM and
attention mechanism are used to extract sentence-level
features.

Convolutional neural networks can only extract local
feature information within the convolution window and
cannot perform feature extraction and association on
textual context information. In order to fully consider the
lexical-level features and sentence-level features of each
word and enhance the degree of association between words,
this paper introduces a self-attention mechanism to obtain
lexical-level features more comprehensively while avoiding
lexical position information in the pooling operation of
loss.
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fatt(Q, K, V) � softmax
QKT

��
dk

 V,

Q ∈ R
n×dk , K ∈ R

n×dk , V ∈ R
n×dv ,

(2)

where Trepresents the transpose operation of the matrix and
dividing by

��
dk


is to prevent the inner product result from

being too large in the experiment. 'e self-attention
mechanism essentially reencodes the input matrix into a new
matrix after considering the global feature information
through the convolution operation of the matrix. 'e self-
attention mechanism assigns different weights to different
vocabulary-level features and considers the global

information of the vocabulary and the relationship between
related associations so as to obtain the corresponding vo-
cabulary features or weights.

3.2. Image Feature Extraction Network. 'e AlexNet neural
network is an 8-layer convolutional neural network with
three hidden layers in Figure 3. Its basic structure includes
an input layer, 5 convolutional layers, 3 pooling layers, 2
fully connected layers, and an output layer. 'e hidden layer
consists of convolutional layers and pooling layers. Con-
volutional neural networks can obtain multidimensional
features of images through convolution layers, and different
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convolution kernels can extract different image features. For
emotional images of faces, convolution kernels of different
scales can be used for feature extraction, and feature in-
formation of different scales can be obtained. In this paper,
various types of convolution kernels are used to obtain
richer image features so that the feature information of the
input data can be more accurately expressed.

'e sizes of the multiscale convolution kernels in this
paper are 1× 1, 3× 3, and 5× 5, which extract features from
the input image data, respectively, and add a BN layer at the
end of the convolution layer to improve the multiscale
convolution network. Finally, the obtained multidimen-
sional expression features are connected and fused. 'is
feature connection method ensures the richness of features.
Among them, the 1× 1 convolution kernel can organize
information across channels, improve the expressive ability
of the network model, and greatly enhance the nonlinear
features while keeping the feature scale unchanged. At the
same time, the channel can also be adjusted, the pixels on
different channels are linearly combined, and then the
nonlinear operation is performed to reduce the dimension
and the number of parameters.

After cross-layer information fusion, the edge infor-
mation is also enhanced while retaining the rich high-
dimensional features of the feature map. In this paper, the
first and second pooling layers of the network are con-
nected to the fully connected layer, and the low-level
feature information and high-level feature information
are fused as the input of the softmax layer. It can effec-
tively express the feature information of input data, al-
leviate the problem of gradient disappearance and
explosion, enhance the propagation of features in dif-
ferent dimensions, and effectively utilize multidimen-
sional feature information. Cross-layer connection fuses
low-level features and high-level features to more accu-
rately describe the feature information of the input data.
However, too many parameters are generated in this way,
which will cause parameter explosion and overfitting.
'ere are many redundant features, which will reduce the
training speed of the network and affect the accuracy of
recognition. 'erefore, a global average pooling layer is
added at the end of the network model to average each

feature map, and finally, the result is input to the softmax
layer.

3.3. LSTMNeuralNetwork. Because neural networks such as
RNN retain previous data information when processing
time-series-based data, the previous data will have less and
less effect on the model with the subsequent data input; that
is, there is a problem of long-distance dependence. In ad-
dition, some unimportant data will also be retained by
neural network models such as RNN, resulting in data re-
dundancy. In order to solve the above problems, this paper
introduces the LSTM network structure. It has the char-
acteristics of maintaining long-term memory and has good
performance in processing time-series-based data. 'e
network model structure is shown in Figure 4.

Equation (3) represents the forget gate of LSTM cal-
culated from the input data and the hidden state. Equation
(4) indicates that the input data and the weight of the
forgetting gate are subjected to linear operation, and the
output of the forgetting gate is obtained to represent the
memory level of the long-term memory state. Equations (5)
and (6) represent the input gate part of the LSTM.

C � sigmoid W1 xi−1, hi−1(  + b1( , (3)

C′ � sigmoid W1 xi−1, hi−1(  + b1(  × ci, (4)

C1″ � sigmoid W2 xi−1, hi−1(  + b2( , (5)

C2″ � sigmoid W3 xi−1, hi−1(  + b3( . (6)

'rough the calculation of the above formula, the LSTM
network model can complete the update of the existing long-
term memory elements, as shown in (7) and (8). Finally, the
output gate, LSTM network model is improved. 'e LSTM
network model comprehensively considers the influence of
two aspects of the current long-term memory and the
current input data elements in the output, as shown in
formulas (9) and (10). Finally, the result of the long-term
memory is activated by the tanh function, which finally
represents the size and positive or negative of the actual
output of the LSTM.

48×48×1
Concatenate Maxpooling

Global average pooling

Global average pooling FC FC

Figure 3: Network structure diagram of image feature extraction.
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C″ � C1″ × C2″, (7)

ci � C′ × C″, (8)

y′ � sigmoid W3 xi−1, hi−1(  + b3( , (9)

yi−1 � y′ × tanh ci( . (10)

4. Experimental Results and Analysis

4.1. Experimental Setup. In terms of text feature extraction
and processing, this paper uses the ACE2005 English pre-
diction library as training data. It mainly annotates infor-
mation such as event mentions, event trigger words, and
event elements and is widely used in feature extraction tasks
in English. It divides the dataset into training, validation, and
test sets in a roughly 8 :1 :1 ratio. At the same time, the
precision rate, recall rate, and F1 value are selected as im-
portant indicators for model performance evaluation.

In terms of image datasets, this paper uses the COCO
large-scale dataset to train and test the network model. 'e
main purpose of image training is to add emotional in-
formation to the newly generated text.

'e text uses Adam optimizer to optimize the param-
eters of the neural network model. 'e initial learning rate is
10− 3, which is gradually reduced to 10− 4 and 10− 5. By
adjusting the learning rate, the loss function value of the
network model is continuously reduced, and the prediction
accuracy is continuously improved until a stable equilibrium
state is reached.

'ere are many types of human emotions, and different
datasets have different types. In order to prove the effec-
tiveness of the proposed text reconstruction method for
college English textbooks, this paper screened these emotion
types. Both LSTM and GRU units are capable of processing
sequences of events. In general, the LSTM prediction effect is
better, and the GRU unit is actually more efficient. In this
paper, more attention is paid to the generation effect of the
text content, so the LSTM unit is adopted.

4.2. Evaluation Indicators. 'e loss function value is an
important indicator for evaluating the actual performance of
the model. When training a neural network, in order to
improve the prediction effect of the network model, the loss

function value is often reduced to a very low level in order to
obtain more ideal network model parameters. 'e loss
function is an important reference index to measure the
performance of the neural network. Usually, the smaller the
loss function value in the test set, the better the function
model. For the text reconstruction task of college English
textbooks, we use the MSE mean square loss function as the
loss function in this paper to fit the regression problem of the
predicted value.

MSE �
1
n



n

i�0
yi − yi( 

2
. (11)

Text or images based on time series usually contain
hidden relationships. 'rough the training of neural net-
work models, latent features between continuous data can be
discovered to realize data prediction. In this paper, the MSE
loss function is used to continuously adjust the parameters
of the network model in reverse to improve the prediction
effect of the network model.

In addition, in order to evaluate the prediction effect of
the network model, this paper also adopts the MAE mean
absolute error as the evaluation index of the model. MAE
represents the mean absolute value of the error between the
predicted value and the true value. Compared with MSE,
MAE can directly reflect the difference with the original data.
'e smaller the MAE of the network model test data, the
better the prediction result of the model.

MAE �
1
n



n

i�1
yi − yi


. (12)

4.3. Comparison and Analysis of Experimental Results. As
shown in Figure 5, A–E represent the number of emotion
categories in the image dataset in the subnetwork, which are
angry, natural, fearful, happy, and sad, respectively. Cor-
respondingly, the percentages in the figure represent the
proportion of each type in the image dataset. From the
figure, we can clearly see that the number of types B is the
largest and the number of types E is the least. Natural and
normal images make up the largest proportion of our
dataset, and sad images make up the least. Image emotional
feature extraction network is mainly trained on this dataset
to extract emotional features in images.

Figure 6 shows the distribution of sentiment features in
the text dataset. 'is paper mainly divides text sentiment
features into two categories: one is positive sentiment, and
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the other is negative sentiment. Positive emotions include
joy, enthusiasm, and confidence, and negative emotions
include anger, fear, and sadness. In the figure, we use green
to represent positive sentiment in the text and yellow to
represent negative sentiment in the text dataset. On the
whole, the demarcation line between negative emotion and
positive emotion is relatively clear, which is suitable for
model training and testing.

Figure 7 shows the results of network model optimi-
zation learning. 'e two axes in the plane represent the
model parameter settings of the image feature extraction and
text feature extraction subnetworks. From the figure, we can
see that the parameters of the network model can be op-
timized by setting some parameters in the image and text
feature extraction subnetworks.

Figure 8 shows the learning effect of the image network
model. 'e lighter the color value, the better the prediction
effect of the model. From the above figure, we can clearly see

that the network model in this paper has a certain accuracy
in distinguishing emotion categories, which meets the re-
quirements of image feature extraction.

Figure 9 shows the learning effect of the text feature
extraction network. 'e deeper the red value of the color
value, the worse the prediction effect, and the darker the blue
value, the better the prediction effect. 'e text feature ex-
traction network in this paper expands the category of
emotion and has been able to classify 10 emotion types more
accurately.

Figure 10 shows the learning effect of the backbone
network model.'e x-axis and y-axis, respectively, represent
the number of iterations of the subnetwork model, which is
the number of times of training in different data sets. 'e z-
axis represents the effect of learning the backbone network
model together with the two subnetwork models. From the
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figure, we can see that multiple experiments and settings
through multiple network models can effectively improve
the generation effect of the entire network model.

'is paper compares the methods of various neural
network models, and the experimental results are shown in
Figure 11. It should be noted that all experiments are trained
and tested on the same test platform and only the structure
of the network model is different. All experiments are
trained from scratch with the same learning rate and op-
timizer. GTrepresents the real value of the data predicted by
the network model, and other colors represent the experi-
mental results obtained by CNN, RNN, transformer, and the
method in this paper, respectively. From the data, we can
clearly see that the method in this paper has a better pre-
diction effect on the data and is closer to the true value.

5. Summary

In order to improve the learning effect of college English,
this paper proposes a text reconstruction method for college
English textbooks from the perspective of language images.
In this paper, the text feature extraction network and image
feature extraction network are used to obtain text features
and image features, respectively. 'en, this paper designs a
multimodal feature fusion network and a college English text
generation network, which mainly guides the reconstruction
of new college English texts according to the emotional
features in image texts, generates new texts of college English
textbooks with emotions, and improves college English
learning effect. 'rough a large number of experiments, it is
proved that the reconstruction method of college English
textbooks based on the perspective of language and images
can improve the learning ability of college students and
reduce the teaching burden of college teachers. 'e neural
network model adopted by the text can handle multimodal
data and can be extended to more data types in future work,
such as audio data and video data.

Data Availability

'e dataset can be obtained from the corresponding author
upon request.
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[10] T. Bonsaksen, M. C. Småstuen, M. M. 'ørrisen, and
T. FongLimBrown, “Factor analysis of the Approaches and
Study Skills Inventory for Students in a cross-cultural oc-
cupational therapy undergraduate student sample,” Austra-
lian Occupational -erapy Journal, vol. 66, no. 1, pp. 33–43,
2019.

[11] I. A. Krishnan, G. D. Mello, S. A. Kok, and
V. N. SabapathyMunianChingKandasamy
RamalingamBaskaranKanan, “Challenges faced by hearing
impairment students during COVID-19,” Malaysian Journal
of Social Sciences and Humanities (MJSSH), vol. 5, no. 8,
pp. 106–116, 2020.

[12] A. Syakur, L. Musyarofah, S. Sulistiyaningsih, and W. Wike,
“'e effect of project based learning (PjBL) continuing
learning innovation on learning outcomes of English in
higher education,” Budapest International Research and
Critics in Linguistics and Education (BirLE) Journal, vol. 3,
no. 1, pp. 625–630, 2020.

[13] X. Wang, Y. Liu, and B. Ying, “'e effect of learning
adaptability on Chinese middle school students’ English ac-
ademic engagement: the chain mediating roles of foreign
language anxiety and English learning self-efficacy[J],” Cur-
rent Psychology, vol. 6, pp. 1–11, 2021.

[14] T. Xiong and Z. m Yuan, ““It was because I could speak
English that I got the job”: neoliberal discourse in a Chinese
English textbook series,” Journal of Language, Identity and
Education, vol. 17, no. 2, pp. 103–117, 2018.

[15] A. Syakur, E. Junining, and M. K. Mubarok, “Developing
English for specific purposes (ESP) textbook for pharmacy
students using on-line teaching in higher education[J],”
Britain International of Linguistics Arts and Education
(BIoLAE) Journal, vol. 2, no. 1, pp. 467–474, 2020.

[16] H. Gong, Y. Sun, and X. Feng, “Tablegpt: few-shot table-to-
text generation with table structure reconstruction and

Scientific Programming 9



content matching[C],” in Proceedings of the 28th International
Conference on Computational Linguistics, pp. 1978–1988,
Spain, 2020.

[17] T. M. Paixo, R. F. Berriel, M. C. S. Boeres et al., “Fast (er)
reconstruction of shredded text documents via self-supervised
deep asymmetric metric learning[C],” in Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Rec-
ognition, pp. 14343–14351, Seattle, WA, USA, 2020.

[18] M. Brunton and C. Cook, “Dis/Integrating cultural difference
in practice and communication: a qualitative study of host and
migrant Registered Nurse perspectives from New Zealand,”
International Journal of Nursing Studies, vol. 83, pp. 18–24,
2018.

[19] H. Forbes-Mewett, K. Hegarty, and R. Wickes, “Regional
migration and the local multicultural imaginary: the uneasy
governance of cultural difference in regional Australia,”
Journal of Ethnic and Migration Studies, vol. 6, pp. 1–18, 2021.

[20] I. W. Suryasa, I. N. Sudipa, I. A. M. Puspani, and I. M. Netra,
“Translation procedure of happy emotion of English into
Indonesian in kṛṣṇa text,” Journal of Language Teaching and
Research, vol. 10, no. 4, p. 738, 2019.

[21] W. Suryasa, I. N. Sudipa, and I. A. M. Puspani, “Towards a
change of emotion in translation of kṛṣṇa text[J],” Journal of
Advanced Research in Dynamical and Control Systems. Special
Issue on Social Sciences, vol. 11, no. 2, pp. 1221–1231, 2019.

[22] B. Vermote, N. Aelterman, W. Beyers, and
M. AperBuysschaertVansteenkiste, “'e role of teachers’
motivation and mindsets in predicting a (de)motivating
teaching style in higher education: a circumplex approach,”
Motivation and Emotion, vol. 44, no. 2, pp. 270–294, 2020.

[23] K. J. Bartholomew, N. Ntoumanis, A. Mouratidis, and
S. Katartzi'øgersen-NtoumaniVlachopoulos, “Beware of
your teaching style: a school-year long investigation of con-
trolling teaching and student motivational experiences,”
Learning and Instruction, vol. 53, pp. 50–63, 2018.

[24] Y. Ding, D. Zeng, M. Li et al., “Towards efficient human-
machine collaboration: real-time correction effort prediction
for ultrasound data acquisition,” Medical Image Computing
and Computer Assisted Intervention - MICCAI 2021, Springer,
in Proceedings of the International Conference on Medical
Image Computing and Computer-Assisted Intervention,
pp. 461–470, 2021.

[25] D. Goldmann, S. Schramm, and M. Galek, “Virtual double
pulse tests to reduce measuring time and effort in semicon-
ductor loss modeling[C],” in Proceedings of the PCIM Europe
2019; International Exhibition and Conference for Power
Electronics, Intelligent Motion, pp. 1–7, Renewable Energy and
Energy Management. VDE, 2019.

[26] S. Dargan, M. Kumar, M. R. Ayyagari, and G Kumar, “A
survey of deep learning and its applications: a new paradigm
to machine learning,” Archives of Computational Methods in
Engineering, vol. 27, no. 4, pp. 1071–1092, 2020.

[27] M. Veres and M. Moussa, “Deep learning for intelligent
transportation systems: a survey of emerging trends,” IEEE
Transactions on Intelligent Transportation Systems, vol. 21,
no. 8, pp. 3152–3168, 2020.

[28] A. A. Abdulrahman, M. Rasheed, and S. Shihab, “'e analytic
of image processing smoothing spaces using wavelet,” Journal
of Physics: Conference Series, vol. 1879, no. 2, 2021.

[29] K. Ding, K. Ma, S. Wang, and E. P. Simoncelli, “Comparison
of full-reference image quality models for optimization of
image processing systems,” International Journal of Computer
Vision, vol. 129, no. 4, pp. 1258–1281, 2021.

[30] P. Pandiarajaa, “A survey on machine learning and text
processing for pesticides and fertilizer prediction[J],” Turkish
Journal of Computer and Mathematics Education (TURCO-
MAT), vol. 12, no. 2, pp. 2295–2302, 2021.

[31] T. O’Reilly, D. G. Feng, D. J. Sabatini, and D. J. WangGorin,
“How do people read the passages during a reading com-
prehension test? 'e effect of reading purpose on text pro-
cessing behavior,” Educational Assessment, vol. 23, no. 4,
pp. 277–295, 2018.

[32] L. Stappen, A. Baird, and L. Christ, “'e MuSe 2021 multi-
modal sentiment analysis challenge: sentiment, emotion,
physiological-emotion, and stress[M],” in Proceedings of the
2nd on Multimodal Sentiment Analysis Challenge, pp. 5–14,
2021.

[33] J. Tang, K. Li, and X. Jin, “CTFN: hierarchical learning for
multimodal sentiment analysis using coupled-translation
fusion network[C],” in Proceedings of the 59th Annual
Meeting of the Association for Computational Linguistics and
the 11th International Joint Conference on Natural Language
Processing, vol. 1, pp. 5301–5311Long Papers, 'ailand, 2021.

[34] B. Zhang, F. Yu, and Y. Gao, “Joint learning for relationship
and interaction analysis in video with multimodal feature
fusion[C],” in Proceedings of the 29th ACM International
Conference on Multimedia, pp. 4848–4852, China, 2021.

10 Scientific Programming



Retraction
Retracted: Analysis of the Impact of Moral Education in
Colleges and Universities Based on Short Video Technology

Scientific Programming

Received 18 July 2023; Accepted 18 July 2023; Published 19 July 2023

Copyright © 2023 Scientific Programming. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the
publication process.

Wiley andHindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] Y. Jiang, “Analysis of the Impact of Moral Education in Colleges
and Universities Based on Short Video Technology,” Scientific
Programming, vol. 2022, Article ID 3337606, 7 pages, 2022.

Hindawi
Scientific Programming
Volume 2023, Article ID 9756367, 1 page
https://doi.org/10.1155/2023/9756367

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9756367


RE
TR
AC
TE
DResearch Article

Analysis of the Impact of Moral Education in Colleges and
Universities Based on Short Video Technology

Ying Jiang

Wuhan University of Communication, Wuhan, Hubei 430205, China

Correspondence should be addressed to Ying Jiang; jiangying@whmc.edu.cn

Received 18 May 2022; Revised 20 June 2022; Accepted 23 June 2022; Published 18 July 2022

Academic Editor: Lianhui Li

Copyright © 2022 Ying Jiang. (is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

As the development of my country’s mobile Internet continues to advance in depth, its related industries have also continued to
rise and especially, the short video industry has ushered in a period of rapid development. In the past, the research on short videos
mostly started from the perspectives of communication, sociology, culture, etc., mainly based on the discussion of the content and
communication characteristics of Douyin short videos and analyzed the origins behind its rapid development. (e relevant
research on moral education in colleges and universities is relatively weak. Based on the relevant sample data collected from
questionnaires and interviews, this paper focuses on analyzing the impact of short videos on moral education in colleges and
universities from the perspective of pedagogy.(e rapid popularization and wide application of short video applications have had
a huge impact on the study habits and living habits of college students. College students’ moral education educators must make
good use of the short video application as a carrier, create new ideas for work, and enhance the attractiveness and influence of
moral education work.

1. Introduction

In the era of convergent media, short videos are developing
rapidly in cyberspace due to their immediacy, vividness, and
audio-visual characteristics and have a broad market space
[1–3]. (e 46th “Statistical Report on the Development of
China’s Internet” pointed out that as of June 2020, the
number of short video users in my country reached 818
million, accounting for 87% of the total Internet users. In
2020, the online video industry will be further improved and
developed [4–7]. (e dissemination advantage of video clips
has become a hot spot in the development of the industry.
College students, who are susceptible to new things, have
become the main force of short videos. Both the number of
netizens and the penetration rate have increased signifi-
cantly compared with 2018 [8–12]. Under the background of
the era when short videos are favored by college students,
“high importance is attached to the construction and in-
novation of communication means”, and choosing a dis-
course system and expression form that conforms to the
characteristics of college students in the new era is an

inevitable requirement for the development of modern
college moral education. How to use the development ad-
vantages of college moral education for solving development
problems is an important issue facing the current devel-
opment of moral education in colleges and universities
[13–15].

With the progress of the times and the development of
the society, my country’s Internet-related industries have
grown rapidly in recent years and the development of the
mobile Internet has made great progress, which has pro-
foundly affected the current social format [16–20]. Among
them, Douyin short videos are widely disseminated and
popular among young people and have a great impact on the
values, behavioral education, patriotism, and psychological
intervention in the ideological and political education of
young people [21, 22]. At present, with the widespread use of
smartphones and the continuous development of related
technologies, the related applications of short videos have
become an integral part of most people’s daily lives.
According to the statistical report, as of March 2020, the
number of mobile Internet users in my country was 897
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million, accounting for 99.3% of the total Internet users. (e
per capita online time per week was 30.8 hours, with an
increase of 3.2 hours from the end of 2018. According to the
report, most people in my country habitually choose to use
smartphones to surf the Internet, and the use of mobile
Internet access and online video (short video) has main-
tained rapid growth [23–25].

At present, college education is faced with some prob-
lems, such as the single teaching form, and the teaching style
is themost traditional teaching form and themost commonly
used method in college teaching. However, there are prob-
lems such as monotonous content and boring teaching. (e
penetration of education will be restricted and limited, and it
will lose its attractiveness to students over time; secondly, the
imbalance of teaching resources is restricted by the differ-
ences in the development of education in various places, and
the distribution of educational and teaching resources is also
uneven. In particular, audio and video resources are far from
being able to meet the needs of increasingly diversified,
convenient, and autonomous education in traditional
classroom teaching. Finally, teachers lack media literacy. At
present, teachers only give students some abstract concepts.
(e teaching thinking is closed and conservative, and they
follow the old rules. In the era of all media, new media
technology represented by videos has rapidly penetrated into
all fields of teaching, which has had a huge impact on
teachingmethods.(e use of newmedia to innovate teaching
methods is an inevitable choice for college teachers, and it
also puts forward new requirements for the media literacy
ability of teachers.

(e rapid popularization and wide application of short
video applications have had a huge impact on the study
habits and living habits of college students. College students’
moral education educators must make good use of the short
video application as a carrier, create new ideas for work, and
enhance the attractiveness and influence of moral education
work.

2. Research Status of Short Videos in
Moral Education

2.1. Short Video Application Research. In the context of the
great development of the mobile Internet, online videos
(short videos) have achieved rapid development by virtue of
its own advantages and the short video is even reshaping the
ecological pattern of mobile phone networks. According to
the latest statistical report, the number of users of online
videos (including short videos) in my country has reached
850 million, an increase of 126 million compared with 2018.
Among them, short video users reached 773 million, ac-
counting for 85.6% of the total netizens. (e scale of short
video users in my country and their utilization rates are
shown in Table 1.

Douyin short videos were officially released in Sep-
tember 2016, and they have achieved rapid development
with their unique algorithm advantages and marketing
promotion. According to the information disclosed by the
data portal “DataReportal,” the number of users of Douyin
short video has exceeded 800 million in January 2020 and it

is expected that its number of users will soon exceed 1 billion
and its market share is still increasing. It is already a leading
company in the short video industry.

In the research on short video content, a representative
example is the Douyin Research Report jointly released by
Miaozhen System and Haima Cloud Big Data in 2018. (e
report mainly divides short videos into four main types
according to content creators: the first is actors and stars; the
second is with a certain skill or expertise of the network red;
the third is institutions and associations; the fourth is public
hobbies. Deng Yongfang and Xie Jinpeng divided the video
content on Douyin short videos into five main categories in
“Seeing the Psychological Characteristics of Contemporary
Young People from Popular Short Videos - Taking Douyin’s
App as an Example”: handsome boys, beauties, cute babies,
etc. (e Yan Zhi group is represented by the Yan Zhi group;
the creative group is represented by humor, dazzling skills,
and eye-catching skills; the heart-moving group is repre-
sented by emotional expression; the intellectual group is
represented by language teaching, skill teaching, makeup,
food, etc. In the “Short Video Social Platform and Minor
User Survey Report - Taking Douyin’s Short Video as an
Example,” Hu Yuan divided its content into visual enjoy-
ment, humor, knowledge popularization, creative skills, and
talent show. (ere are six types of hot topics in current
affairs.

2.2. Student Moral Education Research. In recent years, the
user group of my country’s mobile Internet has continued
to expand from the middle to the two ends and the user
group of Douyin short videos has extended to the lower age
group especially. As shown in Figure 1, as of March 2020,
the proportion of Internet users aged 10–19 years in my
country reached an astonishing 19.3%. (is age group is
the scope of the vast majority of young people in my
country.

Teenagers have strong self-awareness and curiosity and
can easily accept new things. Douyin short videos on the
mobile Internet are an important gathering place for current
novelties. (e improper use of Douyin short videos by
teenagers can easily have an important impact on their
values, patriotism, behavioral education, psychological in-
tervention, etc. Similar cases also appear around us and in
media reports from time to time. How to use short videos to
spread positive information, effectively promote the ideo-
logical and political education of young people in my
country, and prevent young people from being overly
addicted.

Table 1: Scale of short video users in my country and their uti-
lization rate.

Time (e scale of short
video users

Short video
users (%)

2018.6 59320 74.5
2018.12 65008 79.2
2019.6 64748 75.7
2020.3 77362 85.9
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At present, there are few academic studies on the direct
correlation between short videos and students’ moral edu-
cation. It is also a controversial topic whether the advantages
outweigh the disadvantages or the disadvantages outweigh
the advantages. Some scholars recognize its positive effects,
some scholars have negative comments, and some scholars
are neutral:

(1) Short videos have a good role in promoting moral
education of students. Some researchers believe that
short videos on Douyin can better promote the
ideological and political education of young people
and advocate active promotion and application. On
the advantages of Douyin short video on ideological
and political education of teenagers, it is believed that
the user portrait design of Douyin can better meet
the psychological expectations of teenagers; the su-
pervision system enables young people’s online
ideological and political education to promote
strengths and avoid weaknesses; the appeal of visual
experience makes Douyin a carrier of ideological and
political education, and it advocates to make full use
of Douyin to promote ideological and political ed-
ucation of young people. In “Research on the Pro-
motion Effect of Internet Media on Ideological and
Political Education of Teenagers - Taking Learning
Power Platforms and Douyin’s Short Videos as
Examples,” Zhang Hanghang believes that Internet
video platforms have gradually become the main way
for young people to obtain entertainment and in-
formation Liu Tongguo and Du Xiaoyan pointed out
in the article “Strategies for Strengthening Ideolog-
ical and Political Education of Teenagers under the
Background of the Popular Development of Short
Videos” that short videos have become a favorite
entertainment and leisure method for teenagers.
With its pertinence and timeliness, it can also be
expanded as an important tool for contemporary
ideological and political education. Some researchers
believe that the short video of Douyin plays a

negative role in the ideological and political educa-
tion of young people. A representative example is Lin
Yirong’s “Analysis of the Phenomenon of Moral
Nihilism in Short Videos and Coping Strategies.” It is
observed that although short videos have a positive
effect, at the same time, they contain a lot of moral
nihilism.(is phenomenon should be sorted out and
criticized, to solve the problem of moral nihilism in
short videos.

More researchers advocate a dialectical view of the role
of Douyin short videos in students’ moral education, and it is
not appropriate to draw conclusions about the pros and
cons. For example, Gao Pan analyzed the constantly de-
veloping short video platform and its impact on young
people’s thinking in the article “(inking on the Ideological
Education of Youth in the Short Video Era,” focusing on the
new changes in the ideological education environment for
young people in the short video era. (is article also pro-
poses to optimize the platform environment of short videos
to play a positive role in the ideological education of young
people. In the article “Influence and Countermeasures of
Mobile Short Videos on Teenagers’ Moral Education,” Hua
Honglin analyzed the challenges brought by the tendency of
pan-entertainment in mobile short videos to the moral
education of adolescents and emphasized the use of mobile
short videos to give full play to its role in moral education.

All in all, the research based on the dissemination of
short videos and the psychological portraits of users has been
relatively abundant, but the related research on the ideo-
logical and political education of young people, especially
the ideological and political education of young people,
encounters a relatively weak discussion of characteristics.
Few studies have specifically focused on this special group of
young people, based on ideological and political education,
focusing on their self-presentation and self-description on
the Douyin short video platform, and dialogue with society
in a way they identify with. (ere is a lack of necessary
intervention and guidance in the way young people contact
new media such as Douyin short video, which makes it
difficult to maintain the healthy growth of young people.

3. The Correlation between Short Videos and
Moral Education in Colleges and Universities

3.1. Students Are an Important User Group for Short Videos.
According to the latest statistical report of my country’s
CNNIC, as of March 2020, the number of short video users
in my country was 773 million, accounting for 85.6% of the
total number of netizens. (e number of 19-year-old short
video users is about 180 million. According to the results of
my country’s sixth census, it is not difficult to deduce the
huge group of Douyin users of teenage. At the same time,
according to the preliminary data of my country’s seventh
census, my country’s population aged 0–14 is 253,383,938,
accounting for 17.95% and the population aged 15–59 is
894,376,020, accounting for 63.35%. Compared with the
sixth national census in 2010, the proportion of the pop-
ulation aged 0–14 increased by 1.35 percentage points.
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Figure 1: Age structure and proportion of netizens.
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Combined with the data of short video users, it is not dif-
ficult to judge that the vast majority of young people in my
country are actively or passively using or contacting media
types such as Douyin short video media.

3.2. Short Video Is an Important Tool for Students’ Moral
Education. (e development of the mobile Internet is the
trend of the times, the short videos of Douyin are booming,
and their social influence is obvious to all. Taking Chinese
traditional culture as an example as an important part of
contemporary youth ideological and political education,
before relying on mobile short video dissemination, the
education and promotion of excellent traditional culture
have been in a tepid state and it has become more important
in attracting the attention of young people. Unsatisfactorily,
by incorporating Douyin short videos, breakthrough
achievements have been made in its dissemination and
influence. According to “Double Tradition: Research Report
on Short Videos and Traditional Culture,” as of the be-
ginning of May 2019, there were more than 65 million short
videos related to traditional culture released on the Douyin
platform, which were played more than 16.4 billion times
and liked 4.4 billion times.

Promoting excellent traditional culture itself is an
important part of ideological and political education for
young people. Some of the above projects are aimed at
young people as the main target group, guiding them to
love traditional culture, carry forward the quintessence of
the country, and improve their ideological and political
literacy. (rough the above research, according to the
proportion and calculation of the user group data of the
Douyin short video platform, it can be seen that young
people should have participated in it extensively and the
educational effect achieved is even far beyond the tradi-
tional teaching method. Douyin short videos have become
an important part for the ideological and political edu-
cation of young people. At the same time, judging from
the inner aspirations of young people, it is basically im-
possible to break away from the novelty of Douyin short
videos. It is better to give full play to the advantages of
Douyin short videos in combination with the character-
istics of young people, develop them into an important
platform for ideological and political education of young
people, and gather the strengths of schools, society,
families, and other parties to jointly promote the
achievement of educational goals.

4. TheApplicationof ShortVideoTechnology in
Moral Education in Colleges and Universities

4.1.ASurvey on the StatusQuoof ShortVideosAffectingMoral
Education in Colleges and Universities. (is questionnaire
survey was chosen to be distributed and implemented
among the freshmen of a university. Most of the entire
questionnaire survey process was conducted in an anony-
mous form, and a combination of online and offline
questionnaires was adopted. Later, some students were
randomly selected as the in-depth interview objects, in order
to correct the questionnaire results. (e distribution and
collection of the entire questionnaire lasted for about two
weeks. In order to display the results of the questionnaire
more vividly, the results of the questionnaire are shown in
Tables 2 and 3.

According to the questionnaire feedback on the pur-
pose of young people’s exposure to Douyin short videos,
the vast majority of young people use Douyin short videos
for entertainment, relaxation, and transmission of positive
energy and a small number of young people said that it is
to further strengthen their learning. From the perspective
of the attractiveness of Douyin short videos, having
nothing to do in free time and adding fun to life have
become important factors for using Douyin short videos.
At the same time, it is still not obvious that the youth
group as the main body actively publishes short videos on
Douyin. Most teenagers say that they have not done any
publishing operations related to short videos of Douyin
and more passively accept the relevant information on
short videos of Douyin. (erefore, from the perspective of
the time and behavioral characteristics of young people, it
is feasible to use Douyin short videos to integrate the
ideological and political education of young people, and
young people themselves also have inherent demands in
this regard.

4.2.-ePositive Impact of ShortVideos onMoral Education in
Colleges and Universities

(1) It can resonate with students and provide rich
materials. First of all, the natural characteristics of
Douyin short videos make it easy to connect with
daily life, and their content is more likely to resonate
with students. (e so-called “life is the best teacher.”
Traditional ideological and political education is

Table 2: (e weekly frequency of Douyin short videos used by teenagers.

Frequency 0 times 1–5 times 5–10 times More than 10 times Total
Dslbquantity 65 125 55 100 345
Proportion 18.8% 36.2% 15.9% 29.1% 100%

Table 3: (e purpose of young people’s exposure to Douyin short videos.

Options Entertainment and relaxation Enhancing learning Making friends Transferring positive energy Others
Quantity 315 70 30 145 55
Proportion 91.3% 17.4% 8.7% 42% 15%
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limited by various conditions, most of which are not
closely related to life, so it is difficult for teachers to
narrow the distance with students, and it is difficult
to achieve learning in the environment. Douyin short
videos are most closely related to daily life and even
have a large amount of content based on daily life.
For example, it can integrate relevant content of
ideological and political education of young people
in daily life and specific stories andmatchmost of the
boring theoretical knowledge. (e music and scene
effects are more likely to resonate with students, thus
providing teachers with rich teaching materials.
Secondly, Douyin short videos can use modern In-
ternet big data and other methods to provide rich
materials for ideological and political education of
young people. If teachers can reasonably use the short
video content that is beneficial to the ideological and
political education of young people in education, they
can improve the effectiveness of ideological and po-
litical education for young people to a certain extent.
(e author has observed the relevant Douyin short
videos of Zheng Qiang, a famous professor in my
country. Professor Zheng Qiang combined his subject
knowledge inmany Douyin short videos to vigorously
promote ideological and political education content
such as patriotism. (e playback volume of videos is
often tens of millions, and it is obviously difficult for
traditional teaching to achieve this effect.
In short, teachers can make good use of the ad-
vantages of Douyin short videos in all aspects to
make them resonate with students in ideological and
political education and enrich teaching materials.
Judging from the relevant information observed and
contacted by the author, this method has certain
advantages in achieving educational effectiveness.

(2) It can optimize the way of communication and
provide a new interactive space. In recent years, with
the rise of online educational videos, the influence of
Douyin’s online educational short videos has also
continued to expand. According to the official data of
the Douyin platform, as of June 2019, there have
beenmore than 5.47million online educational short
videos on the platform, with nearly 14.9 billion likes,
more than 850 million forwarding and sharing, and
more than 475.2 billion views. . At the same time, in
order to better promote the combination and de-
velopment of youth education and Douyin short
videos, a number of educational institutions such as
China Education Television and the Coordination
CenterofCommunicationUniversityofChina jointly
launched the “Green Pepper Plan,” which aims to
promote the active participation of young people in
Douyin. Audio and video online education are de-
veloping. At present, a large number of online edu-
cation institutions have used Douyin to carry out
various online education, which provides certain
objective conditions for optimizing the dissemination
of ideological and political education. As an effective

supplement to after-school learning, online education
is conducive to the optimization of the dissemination
of ideological and political education for young
people and provides a new interactive space.

(3) It can break through the limitations of time and
space and provide convenient learning. (e tradi-
tional ideological and political education for teen-
agers adopts class-based teaching, and both
educators and teenagers need to conduct ideological
and political education and teaching according to
fixed course schedules and requirements. After ex-
tracurricular activities, teenagers have so far had few
options on how to adjust their learning progress
according to their own schedule. To a certain extent,
the application of Douyin short videos can play a
complementary and filling role. Teenagers can use a
lot of leisure time to complete their studies, and they
can also play the videos repeatedly for difficult
problems to strengthen and consolidate.

(e traditional ideological and political education for
young people is confined to closed classrooms, and the fixed
spacemakes it impossible for youngpeople to accept and adapt
to more teaching content and methods. (e use of Douyin
short videos by young people outside school or after school is
conducive to improving their ideological and political literacy,
moral sentiment, etc., and is also conducive to breaking
through the limitations of learning space. (e place for
ideological and political education for young people is no
longer limited tospecific locations. Spaceunits suchas families,
scenic spots, and historic sites can all become educational
places.

In general, in view of the huge influence of Douyin short
videos on the youth group, the relevant functions endowed by
its platform can be used to break through the limitations of
traditional teaching of ideological and political education, and
to a certain extent, it is difficult to change the traditional
teaching, which is difficult for students to resonate, and there is
lack ofmaterials, poor interaction, time and space confinement,
and other issues. If we can make full use of the extra-school
environment or after-school time, combined with the relevant
advantages and characteristics of Douyin short videos, it will
undoubtedly be of great significance to achieve the goals of
ideological and political education for young people.

4.3. -e Negative Impact of Short Videos on Moral Education
in Colleges and Universities. In terms of ideological and
political education for young people, although Douyin short
videos have an important positive role, their negative impact
is also prominent and some even tend to intensify. Analyzing
the negative impact of Douyin short videos on the ideo-
logical and political education of young people is conducive
to finding effective coping strategies, limiting the spread of
negative factors to the greatest extent, and creating a good
Internet ecological environment:

(1) Short videos impact the value judgment ability of
young people. Value judgment is one of the im-
portant abilities of young people to understand and
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judge the society. It is an integral part of the “(ree
Views” education and also affects the value orien-
tation of young people’s future life. During this
period, the physical and mental development of
young people is not perfect, they cannot form correct
and independent judgments about external things,
and their value judgment ability is easily affected by
the external environment.
As shown in Figure 2, the survey results show that
49.28% of teenagers think that the impact is mod-
erate, 14.49% think that it has no effect, and only
10.14% of the teenagers think that the impact is
relatively large. It can be seen that most teenagers
cannot make a clear value judgment on the impact of
Douyin short videos. (e questionnaire also con-
firms from the side that most adolescents in this
period are still in the process of forming and de-
veloping their physical, mental, and critical thinking
abilities and it is difficult to make clear value
judgments on issues such as right and wrong, good
and evil, and value standards.

(2) (e pan-entertainment of short video dissemination
increases the difficulty of ideological guidance. “Pan-
entertainment” is a common phenomenon in today’s
online media. In a sense, Douyin short video is the
representative force of “pan-entertainment” in con-
temporary online media. Its content is mostly hu-
morous, with music, fashion, Internet celebrity trends,
etc. (is way of entertainment attracts people, espe-
cially the youth group. Under the influence of the idea
of pan-entertainment, Douyin pushes many contents
indiscriminately to a certain extent, which objectively
increases the difficulty of ideological guidance of young
people. Taking media reports as an example, Douyin
has repeatedly ridiculed or insulted revolutionary
martyrs with comics, funny videos, and other enter-
tainment methods, which has been criticized by all
walks of life, which is an important aspect of pan-
entertainment. (e widespread dissemination of sim-
ilar negative information can easily lead to misleading,
which in turn increases the difficulty of guiding young
people’s thoughts.

Taking the author’s questionnaire as an example, the
proportion of teenagers who choose to play Douyin short
videos for entertainment and relaxation has reached an
astonishing 91.3%, which means that entertainment and
leisure are the ideological and behavioral motives for the vast
majority of teenagers to use Douyin. At the same time, it also
proves that the current pan-entertainment phenomenon of
Douyin short videos has an increasingly prominent impact
on young people. For example, common entertainment stars
directly affect the idol selection of some teenagers, which can
be seen from the pursuit of “little fresh meat” from time to
time in the society; fast-food cultural entertainment and
fragmented reading make some teenagers’ cultural values
superficial, lacking of the ability to speculate on cultural
values; important historical “film and television tampering”

and ideological and moral “joking and scolding” seriously
affect young people’s understanding of objective history and
the improvement of ideological and moral quality. Similar
pan-entertainment information is full of Douyin short
videos, which cater to the public’s preferences but increase
the difficulty of guiding ideological and political education
for young people.

5. Conclusion

In the context of new media, the popularization of short
video applications such as Douyin and Kuaishou has had a
huge impact on the ideas of college students. (is makes the
moral education workers in colleges and universities face
new opportunities and challenges. (e majority of moral
education educators in colleges and universities should
recognize the characteristics and advantages of a short video
application, use the short video application platform, use
new media technology, innovate moral education work
methods, and cultivate outstanding technical talents with
both political integrity and ability for the society. We explore
the impact of the Internet media represented by Douyin
short video on moral education in colleges and universities
and finally form a feasible and practical coping strategy. (e
ultimate goal is to better protect the youth group and
promote it to form a good value judgment, media literacy,
and safety awareness, etc. In terms of discussing and solving
this problem, it is impossible to rely on one side’s efforts to
solve it. It needs the concerted efforts of the government,
society, schools, families, and other parties to promote it
together for benign development. At the same time, it is
impossible to achieve this overnight, and any method needs
to be continuously verified by adolescents and social
practice. Nowadays, with the progress and rapid changes in
social science and technology, it is even more doomed that
this is not a smooth road. However, in any case, we should
not stop at the ideological and political education of young
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After the implementation of the hybrid network-based English teaching system, a wide-ranging trial was carried out in schools.
Although the trial time was not very long, according to the feedback given by the students, it is not di�cult for us to �nd that the
practicability of the English network teaching system is very strong, which is very suitable for current college students. �e main
goals of this research are the application development of the open source Moodle course management system and the practical
design and realization of the English network teaching system based on in-depth research on the Moodle system and the
secondary development technology. In view of the development of the existing English online teaching system in China and the
current situation of domestic audio-visual information construction, it is planned that Moodle, an open source and free software
system that fully complies with the CPL and GPL protocols, is used to teach the English language through in-depth research on the
software support system.�e software bottom layer supports the network teaching system and then uses PHP and web technology
to expand and integrate system functions according to di�erent needs and �nally realize an English network teaching system
suitable for college students at this stage.

1. Introduction

Blended learning is a relatively mature concept in the ed-
ucational technology �eld, and it has been in a state of
updating. In fact, in our previous teaching, blended teaching
has been widely used, such as the combination of multiple
teaching methods. �e utilization of resources, the partic-
ipation of various teaching media, etc. belong to blended
teaching at a simple level. On the basis of traditional con-
cepts, blended teaching in the information age includes
online teaching and traditional classroom teaching. Online
teaching is the usual teaching. �e traditional classroom
teaching is the teaching based on blackboard, chalk, and
textbooks in the well-known real classroom. It is this ad-
vantage of blended teaching that makes higher education
take a new direction. Traditional teaching can no longer
meet the development needs of higher education. With the
rise of the Internet, the combination of online teaching and

traditional teaching has become deeper and deeper, and
blended teaching has emerged as the times require. It has
become the direction of higher education reform. In hybrid
teaching, in order to play its role and advantages, network
teaching must o�er reasonable and e�ective online courses.
In addition to media technology factors, it is necessary to
rely on e�ective and reasonable network resources to design
a complete teaching system as network teaching. At the same
time, the irreplaceability of classroom teaching should also
be avoided, and students should not be allowed to learn at
will because of online teaching. Online teaching is only a
necessary teaching method, and it has great potential, but it
will never replace traditional classroom teaching. In view of
the above analysis, we can give full play to the dual ad-
vantages of online teaching and classroom teaching, prop-
erly handle the relationship between the two, and further
improve teaching e�ciency [1–10].�is research clari�es the
importance and necessity of English online teaching through
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the analysis of different English teaching methods and
combines the existing advantages of the Moodle system to
construct a network system for English teaching. So the
traditional education method is no longer the only way of
English teaching, and more efficient English teaching is
carried out through the network, so as to achieve the purpose
of cultivating students' learning ability and English appli-
cation ability.

2. Related Works

With the rapid development of information technology in
the world, online education and traditional education are no
longer two distinct fields, but they gradually present a sit-
uation of “you have me, I have you” and tend to the realm of
mutual integration. “A ruler is short, an inch is strong,” and
combining the advantages of online education and tradi-
tional education will maximize the strengths and avoid
weaknesses to achieve the best results. Currently, “E-
learning” is gradually becoming a “Moodle online teaching
system” internationally. At the end of the last century,
various countries have put forward successful cases of
blended teaching. Based on the online teaching system,
many online courses of blended teaching have been de-
veloped, and more blended teaching models have been
designed, especially in the United States and European
countries. At present, the network teaching systems that
support blended teaching widely used abroad include
WebCT of the University of British Columbia, Learning
Space of IBM, Blackboard of the United States, and
OpenCourseWare (MIT OCW) of the Massachusetts In-
stitute of Technology. In traditional American campuses,
teachers have begun to break through the complete face-to-
face teaching, and many teachers have begun to adopt the
innovative teaching mode of blended learning. In the weekly
teaching tasks, they take part of the class time to arrange the
Moodle online teaching system, so that students can access
the Internet in the dormitory or library. +ese teachers
proposed to add the Moodle network teaching system to the
course, which has many benefits in cultivating students'
ability to acquire knowledge, analyze, and solve problems.
+e Moodle network teaching system has been actively
introduced into school education, organically combined
with and complementing the advantages of traditional
classroom teaching, which is the so-called blended teaching.
In the blended teaching, the Moodle network teaching
system can give full play to not only its own advantages in
classroom teaching, but also the advantages of traditional
teaching, such as the efficient and centralized classroom
teaching, the leading role of teachers, and the main role of
students [11–16]. +ere are many open source teaching
systems. Most of the teaching systems are integrated by CMS
and components to form a community-based teaching
system. Among them, the Moodle network teaching system
based on open source is particularly extensively researched.
Foreign research on teaching systems has gone deep into the
combination of teaching mode and teaching system, how to
integrate the system structure with the teaching mode, etc.
+erefore, there are many secondary development

technologies based on the Moodle system, through the in-
tegration of different plug-ins and modules, and addition
and subtraction of functions to fit different teaching modes.

3. Related Theories and Technical Methods

3.1. Blended Teaching. Many scholars at home and abroad
have different emphasis on the definition of the concept of
blended teaching, and so far there is no more unified
concept. Blended teaching can be divided into broad and
narrow senses. In the broad sense, blended teaching includes
teaching modes, teaching media, teaching resources,
teaching theories, teaching methods, teaching evaluation,
teaching space, teaching time, and other mixed senses.
Blended teaching refers to a mix of offline and online
teaching. In addition, becauseblended teaching and blended
teaching are the most similar expressions, some scholars
directly equate the concept of blended teaching with blended
teaching. However, blended teaching and blended teaching
are significantly different in focus and starting point.
Blended teaching focuses on the main body of teach-
ing—learning. Black believes that blended teaching com-
bines face-to-face teaching and network-based teaching and
then creates a teaching environment conducive to student
teaching. Blended teaching starts from the dominant posi-
tion of teachers and focuses on how to help students achieve
optimal teaching results. Jennifer Hofmann proposed that
blended teaching will use a concept as the basis. According
to the characteristics of the teaching process, teachers can
divide it into several stages. Professor G. Black defines
“blended teaching” as a teaching form that combines the
advantages of traditional teaching methods with the ad-
vantages of digital teaching or network teaching. +rough
the definition of blended teaching and the distinction be-
tween blended teaching and the concept of blended teaching,
this study believes that blended teaching can be defined as a
combination of traditional teaching methods and online
teaching methods, giving full play to the role of teachers and
students. +e advantages of online and offline teaching
methods are applied to teaching methods in blended
teaching [17].

3.2. Moodle System

3.2.1. Moodle System Architecture. +e Moodle system
should have the following characteristics: it can run on a
variety of systems; it is easy to install, learn, modify, upgrade,
expand, integrate, etc.+e architecture of theMoodle system
is shown in Figure 1.

3.2.2. Moodle Business Logic Layer. As a perfect application
of B/S mode, Moodle system should have a perfect business
logic layer design, and some analysis of the core business
logic in Moodle system is carried out here. In a general
system, the first thing to pay attention to is the principle of
authority allocation, so the judgment of authority is a core
business logic in the Moodle system. +e judgment of
permissions in the Moodle system is done through a
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permission judgment function. In this function, the relevant
permissions are judged through the acquisition of the
context environment, and the code is shown as follows: [18].

$context = get_context_ instance
(CONTEXT_SYSTEM);
require_capability (‘moodle/site:config’,$ context);

For an application, in addition to permissions, it also
uses a security code to maintain the security of the appli-
cation environment. It uses “if(!empty ($delete) and con-
firm_sesskey ()){}” to determine whether the logged in user
is normal.

“print_error (’ courserequestdisabled ’);” is generally
used to terminate the execution. Once an error occurs, the
system will stop executing the remaining statements, and its
function is similar to the exit statement.

3.3. Key Technologies of Secondary Development Based on
Moodle System. +is research aims to design and implement
an English network teaching system based on Moodle. +e
system is aimed at college students who have preliminary
teaching ability. In the process of systematic education, they
have formed dependence on traditional education methods,
and they have initially connected to and used the system. To
implement teaching, we set up the English network teaching
system on the Internet, based on the very popular B/S
structure today, so that it can be promoted on a large scale
and reduce the entry threshold. Because the secondary
development of some modules is carried out on the basis of

the original system, the system foundation should be the
same. Although there are many systems that Moodle can set
up, we chose the simple and cheap LAMP system: Linux,
Apache, MySQL, and PHP. +e four open source software
components constitute the LAMP system that we are fa-
miliar with, and this basic development system is also a core
key technology for secondary development. Using the ob-
ject-oriented method in software engineering in the devel-
opment process can make the system have the advantages of
easy maintenance, high quality, high efficiency, and easy
expansion.

3.3.1. /ree-Tier B/S Architecture. B/S architecture is the
structure of browser plus server, where B is the browser and S is
the server. It is a supplement and improvement to the C/S
structure. +e biggest difference between it and the C/S
structure is that the B/S structure does not need to install the
client.+e client’s request will be sent through the browser, and
the web server will receive the request after corresponding data
processing is performed. During this period, the web server will
also exchange data with the background server. Finally, the web
server will send the processed data results back to the browser.
In this structure, all the user interface is implemented through
the browser, only a relatively small amount of transaction logic
will be implemented in the front section, and most of the
transaction logic will be implemented in the server side, which
is the so-called three-tier structure. [19–21].

In the B/S three-tier structure system, because the server
processes and implements almost all transaction logic, it has
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Figure 1: Moodle system architecture.
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the advantages of easy maintenance and upgrade. +e
software of the B/S architecture only needs to manage the
server. No matter what modifications are made to the
system, they can be modified at one point on the server side.
+e browser is just a tool for presenting the results of things.
In this case, the usability of the system is further improved.
However, because of this feature, the B/S architecture has
some inevitable disadvantages. With the continuous
upgrading of software and the continuous increase in the
amount of information, the server will become more and
more bloated, and the load on the server will also increase. It
will become heavier and heavier, which is also a major test
for the server on the server side and also increases the burden
on the background maintenance personnel. However, with
the development of science and technology, hardware de-
vices are becoming more and more powerful, their pro-
cessing capabilities are getting better and better, and most
units using this architecture also have database storage
servers for separate data backup, so B/S architecture is used.
+e construction and promotion of software are also an
inevitable trend.

3.3.2. Ubuntu. In the design and implementation of the
English online teaching system, the Linux system we use is
Ubuntu. Although the Moodle system documentation rec-
ommends Unix as the best operating system, most of the
Unix systems are not free. At the same time, the architecture
of WAMP under the Windows system will be prone to
instability, the system is overburdened, and the memory
allocation is not enough, in addition to other various
problems, which will eventually lead to system crashes. +e
operating system that is widely used in small companies has
high stability, fast connection speed, and reasonable content
distribution. +erefore, in the initial construction, consid-
ering the purpose of system stability and cost saving, the
GNU/GPL-compliant Ubuntu was selected as the operating
system.

3.3.3. Apache2. Apache is the abbreviation of Apache HTTP
Server. It is one of themost popular web servers in the world.
It is an open source software project belonging to the Apache
Software Foundation. Apache has an absolute advantage
over all kinds of existing web server software, far ahead of the
second-place Microsoft IIS. Apache has various character-
istics such as simplicity, fast speed, and stable performance,
and it can run on almost all operating systems. +e in-
stallation and configuration process of Apache is also very
simple, and it is also very suitable for new developers. Its
installation methods can be simply divided into two types:
source code installation and binary package installation.
+ese two installation methods have their own character-
istics and are suitable for different user options. Since the
Ubuntu system is used as the basic system in this study, we
use the binary package installation method to install it. Just
execute the following command in the terminal to auto-
matically complete all the download and installation process:
sudo apt-get install apache2. After the installation is com-
plete, Apache2 will start automatically. If necessary, you can

stop it by executing the command “sudo/etc/init.d/Apache2
stop” in the terminal; finally enter the command “sudo/etc/
init.d/apache2 start”; and then start the Apache service once.
+ere is an “apache2.conf” file in the “etc/Apache2” di-
rectory; we can modify Apache2 by modifying it. For ex-
ample, modifying the “ports.conf” file can redirect the port
and redirect the default port 80 to other nonconflicting
ports, so that multiple sites can be established on one server,
which is convenient for unified management. Under normal
circumstances, the files that Apache2 will publish will be
located in the “var/www” directory, which is the default
value of Apache2. We can also modify the document root in
the main configuration file to complete the redirection.

4. Design of a Hybrid English Teaching System
Based on In-Depth Multi-intelligence

4.1. Development Tools and Environment. +e English net-
work teaching system is developed on the basis of the Moodle
system. +erefore, the first step in the realization of the
English network teaching system is to construct the operating
environment and development environment of the whole
system. Although PHP can be run without editing, the re-
quirements for development software are not high. It can be
developed using general web page editing software or even
simple text editors such as Notepad. To improve the devel-
opment speed and the accuracy of code writing, select PDT
(Eclipse PHP development tools) as the preferred develop-
ment environment. Eclipse can be used in several mainstream
operating systems such as Windows, Linux, and macOS. It
also belongs to an open source development system, so there
is no need to pay extra fees to use it for program development.
Although Eclipse is mainly developed for Java, among the
many plug-ins of Eclipse, there are two specially developed for
PHP. +ese customized plug-ins are Eclipse foundation and
PHPEclipse, which are also open source software. After in-
stalling PDT in the large open source environment of LAMP,
the corresponding PHP development can be carried out. At
the same time, the official website of the Moodle system,
which is also open source software, also recommends Eclipse
in its development software, because its use is completely free
without any additional development costs. After completing
the installation of the operating system, you only need to enter
the following command in the terminal of Ubuntu: sudo apt-
get install Apache2 mysql-server-5.1 mysql-client-5.1 php5
libapache2-mod-php5phpmyadmin. You can set some ac-
counts and other information during the installation process
according to the prompts. When the LAMP environment is
installed, it can be installed using Eclipse downloaded from
the Eclipse official website. After everything is completed, the
basic development environment construction of the English
online teaching system is completed.

4.2. Implementation of System Database. +ere are many
choices of databases, but due to the cost and the choice of the
system construction environment made before, we choose
MySQL as the database of the whole system. In the whole
system, MySQL, as the underlying data support, can store all
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user information, system parameters, login information,
etc., to ensure that the system program can call data quickly
and effectively. Code 1 of the student information database
table establishment part is as follows:

4.3. Main Function Module Code and Implementation

4.3.1. Flowchart of the Overall Function of the System.
+e overall function flowchart of the system describes the
general function realization process of the entire English
network teaching system, which is particularly important for
the entire English network teaching system. +e identifi-
cation of the user’s identity and the subsequent behavior
process are included in the overall function flowchart of the
entire system, and the responses that should be made to
operations in general are also included in the overall system
function flowchart, as shown in Figure 2.

+e overall function variables of the entire system can be
set in the “config.php” file, and the different user-level key
variables involved in the system can be set by controlling the
same file and then detailed through the corresponding files.
+e source code of the “config.php” file is as follows:

4.3.2. Implementation of System Common Modules.
+ere are many public modules in the English online
teaching system, such as the login module and logout
module. In these public modules, the corresponding process
needs to be managed. We will take the login module as an
example to understand how to realize it in the public
module. In the login module, it is necessary to first judge the
user’s access situation and limit the user’s login time. For
example, within the valid time limit, you can log in by
reading the session file to enter the account and password;
otherwise, go back to the main login page to verify the user’s
account and password, which can ensure that the user does
not need to repeatedly perform identity verification during
the use process, and can also perform the role of identity
confidentiality to a certain extent. After the user completes
the identity verification, it will immediately return to the
user’s personal page. +e interface is shown in Figure 3.

4.3.3. Course Content Management. In the English network
teaching system, the course management should have a
certain mode, which can enable all teachers to manage the
course without special training. Course management must
ensure the basic management functions while making the
entire management process simple and easy to operate. For
example, the basic adding and editing functions should be
similar to or the same asWord document operations, so that
teachers can adapt to the course content management
functions faster. In the course content management page,
the teaching content can also be classified and managed for
the teaching of different skills in English listening, speaking,
reading, writing, and translation. +ere are courses such as
short reading comprehension and long reading, as well as
composition training courses specially designed to exercise
writing ability. Figure 4 is the interface diagram of the course
management function.

In the course management function of the Moodle
system itself, there is no function to time and manage the
user’s online time. In this study, related functions have been
added for the first-years who have just entered the uni-
versity. Since PHP is a scripting language, it will not be used
in the long term. +ere are many problems in executing
certain statements at the same time. +erefore, there is no
perfect solution for using PHP to determine the user’s online
time. +is study uses the method of inserting the user’s exit
time into the database and comparing it with the recorded
user’s login time. In order to improve the accurate timing
online, the function of online timing is realized by for-
mulating a program on the system server.

4.3.4. User Management. +e user management function
mainly exists for the unified management of all users in the
English online teaching system by the administrator.
+erefore, the following functions must be included in the
user management function. First, there should be an indi-
vidual user information management function. Each user in
the English online teaching system can be managed indi-
vidually with functions such as information, permissions,
classes, and groups, followed by the batch user management
function.+e administrator should be able to manage a large
number of users. Figure 5 shows the main interface of the
user management function.

4.3.5. Job Management. In the English network teaching
system, students’ homework is submitted by uploading
personal homework content or files. In the English online
teaching system, students are the individual main unit, but
students are put together to form a class, and the final
homework will be stored in the database in a class as a unit.
Students and teachers can log in to the English online
teaching system for homework viewing, correction, etc. For
example, students plan to get writing ability training after
completing the corresponding course teaching. Students can
click on the corresponding writing ability training course to
enter the homework content. At that time, they can check
and operate the homework they have completed again, such
as downloading the voice for listening correction and so on.
+ey can also view the specific content and requirements of
the writing ability training they selected before, and after
completion, they can upload the operation to complete the
assignment submission. And they can view all their own
homework in the student homework management process,
in addition to performing download, upload, and other
operations. Figure 6 shows the job management interface.

5. System Test

5.1. Interface Test. +e interface plays the role of directly
interacting with the user, and the user’s first impression of the
software basically depends on the interface. At the same time,
whether the design of the interface is good also affects the user’s
ease of use of the software.+e interface can help and guide the
user to a certain extent. In the interface test, various windows
existing in the interface should be tested. We conduct
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individual tests to see if each UI meets the general usage ex-
pectations and whether the window objects and features
conform to the standard. Because the English online teaching

system is mainly used in the environment of domestic uni-
versities, it is inevitable that there will be a lot of Chinese and
English content mixed in the interface, so the encoding of

Figure 4: Course management function interface diagram.

Figure 5: User management function diagram.

Figure 6: Job management interface.
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Chinese and English is particularly important. Errors will lead
to garbled characters. At the same time, the typesetting
methods of Chinese and English are different. If the same
method is used for typesetting, this can easily cause irregu-
larities in the interface, which will affect the cleanliness and
beauty of the interface. Tests should also address both text
encoding and typography.

5.2. Functional Testing. Functional testing can also be called
black box testing. +e testing method is to test the software
according to the specifications and other documentation of
the developed software. +is testing method generally does
not involve the working principle of the software content, so
it is like a correct test for the tester. In functional testing,
testers should observe the various output results of each
function of the software from the perspective of ordinary
users through various methods such as input and use, so as
to discover the functional defects of the software.

5.3. Security Testing. +e software responds to behaviors
such as unauthorized user access or malicious damage by
other users. In the security test, the testers use different
identities of authorized users and non-authorized users to
enforce different permission requirements of the system to
test whether the permissions are normal and whether the
data is normal.

5.4.PerformanceTest. +eperformance test is generally used
to verify whether the performance of the software meets the
requirements in the software demand environment and, at
the same time, to confirm whether the repeated use can still
meet the performance indicators. A total of 57 test cases were
designed in this test, which involved interface testing,
functional testing, security testing, and performance testing.
+e use case content distribution is shown in Table 1.

5.5. Analysis of Test Results

5.5.1. Interface Test Results. In addition to the necessary
aesthetics, the interface of the English online teaching system
should pay more attention to whether the function of the
page is correct. All the functions of the software system
based on the existence of the network rely on the existence of
hyperlinks, so whether the hyperlinks are displayed correctly
in the interface is particularly important, and each functional
module should be expressed in a suitable size and clear way.
+e test results of this link are shown in Table 2.

5.5.2. Safety Test Results. After completing the basic func-
tional test, corresponding security tests should be carried out
for some common security vulnerabilities, including com-
mon functional modules that different user levels choose not
to have, forced access to the corresponding content through
the browser, and testing through the browser.+e test results
are shown in Table 3.

5.5.3. Performance Test Results. At the beginning of the
design of the English network teaching system, it was
hoped that it could be promoted on a large scale, so that
more college students could enter the teaching mode of
English teaching. +erefore, the system needs to handle a
large number of users, and the performance should be
tested in all aspects including concurrency and stability.
User concurrency testing is the most important part of
performance testing, including the process of load testing
and stress testing. It mainly aims to gradually increase the
number of users to increase the system burden until an
unacceptable performance point or bottleneck occurs.
Generally, it is necessary to test the concurrency of a
normal number of users and the concurrency of users
under a limit number.

Function: Users access the website from different re-
gions at the same time to ensure that the website can be
accessed normally.
Purpose: To test whether it is normal for 200 users to
access the English online teaching system from dif-
ferent regions at the same time.
Method: Use the Apache bench test website that comes
with the WAMP environment to access the website
concurrently, test the usual time and bandwidth re-
quired for the visit, and analyze the website operation
through the test data. +e concurrent test results are as
follows in Table 4:

Server performance testing is an important part of
testing, including the process of load testing and stress
testing. Mainly by simulating multiple users to use the
system at the same time, until the system has insufficient
performance or bottleneck, generally test the normal use and
extreme use.

Function: Users use various functions to ensure normal
functions.
Purpose: To test the ability of 200 users to simulta-
neously access the entire English online teaching sys-
tem from different regions.

Is there a normal page?

Table 1: Test proportion distribution.

Distributed type
Interface testing Function testing Security testing Performance testing Total

System test content 12 34 4 7 57
+e proportion (%) 22 57 7 13 100
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Method: Use anychat to conduct high concurrent ac-
cess to the website, test the CPU occupancy rate and
memory occupancy rate of the server during the visit,
and analyze the operation of the website through the
test data. +e concurrency test results are shown in
Table 5.

6. Conclusion

Information-based teaching methods are developing
through the efforts of a large number of educational prac-
titioners, and the development and use of networked
teaching systems are also an inevitable trend. For university
teachers and students, the Internet has always been around,
and the teaching classroom has also become an online
classroom. +e cramming method of knowledge instillation
has gradually become rationalized, and it has become a
teaching method in which students completely master the
teaching subject. +e English network teaching system is the
connecting link in this key reform, and it is also the technical
key for all ideas to become reality.+eMoodle-based English

online teaching system has finally realized the core functions
of English online teaching, such as user login, teaching
timing, course content management, user management, and
homework management. From the operation situation and
the feedback information of students, we can know that
English online teaching is very suitable for today’s college
students. +is teaching method effectively liberates students'
teaching time and improves students’ learning.

+e English online teaching system is based on the
secondary development of the Moodle system. +erefore,
there are still many deficiencies in the localization cus-
tomization of the Moodle system and the software com-
patibility of secondary development. In the future, we will
continue to further develop the software and improve the
English network teaching system, so as to improve the
quality of the entire software teaching.
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3Dmodel retrieval is increasingly becoming a hot topic in today’s research.�e existing model retrieval methods are limited to the
retrieval between similar models, while the matching retrieval for models with assembly relationships is neglected. �ey cannot
realize the prediction of the virtual assembly and make the assemblers to spend extensive time detecting when there are assembly
errors in the model.�is work proposes a 3D assembly model retrieval method for multiassembly interface, which can retrieve the
parts or subassemblies that can be assembled with the input model. In this work, a method for the reuse of the 3D assembly mode
is also provided. �e method here involves a series of steps, which includes an attribute adjacency graph to express the 3D
assembly models, followed by the de�nition of a conjugated subgraph, and the serialization of the vertices of the graph for the
Atlas of the assembly model. Finally, the frequent subgraph mining method is improved, and the 3D assembly model that satis�es
the multiassembly interface is extracted. �e article claims through the obtained results that this method not only allows the
performance of the 3D assembly model retrieval of multiassembly interfaces but also the extraction of the 3D model required by
designers, improving, at the same time, the product design e�ciency.

1. Introduction

In today’s digital design and manufacturing, most
manufacturing enterprises modify existing products in the
actual production process, and products designed from
scratch almost do not exist [1–3]. �e reuse of this model is
particularly important. Especially in the aerospace, auto-
motive, shipbuilding, and other �elds produced more and
more three-dimensional CADmodels, and product design is
based on the existing model above modi�cation.�e existing
3D model retrieval is more focused on the retrieval of parts
themselves, and the technology is relatively mature, but in
the practical application of enterprises, 3D CAD model
mainly exists in the form of assembly, especially in
manufacturing enterprises to achieve automatic workshop.
�is makes part model retrieval that cannot meet the actual
needs of industry [4].

At present, the existing 3D model retrieval technology is
based on model similarity retrieval. Firstly, the characteristic
information of the model itself is marked, and then, the

similarity retrieval is carried out in the model library. �is
method does not consider the topology structure of the as-
sembly model, assembly connection, and other information,
leading to the di�culty in the development of 3D model
retrieval method. Although the intelligent retrieval of models
can realize the retrieval of similar parts among models, it
cannot realize the retrieval of models with matching rela-
tionship. In actual enterprise manufacturing, model retrieval
is not limited to the retrieval between similar parts, but is
more applied to the virtual assembly process of products.
What users need is not the retrieval of a single similar model,
but the matching model with the input model.

Most of the existing 3Dmodel retrieval methods, such as
3D CAD model semantic retrieval based on sketch [5] and
3D model retrieval based on multilevel feature extraction
[6], are based on assembly model granularity as the basis of
reuse to retrieve the similarity of key semantic or geometric
features. Most of these methods extract the features of 3D
models, then compare the similarity based on the features,
and �nally achieve a purpose of retrieval.
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In terms of part retrieval, Qin et al. [7] proposed a 3D
CAD model retrieval approach that considers the speed,
accuracy, and ease of use at the same time based on sketches
and unsupervised learning. Hojoon and Lee [8] abstracted
the features of the model as nodes and then calculated their
similarity to finalize the retrieval. Zhou et al. [9] completed
3D model retrieval based on 2D image features. Li et al. [10]
proposed a multiview diagram matching method for 3D
model retrieval, which aimed at breaking down and inte-
grating the complex multiview diagram similarity degree
measurement into several single view diagram similarity
degree measurement. Mcwherter et al. [11] carried out 3D
model retrieval based on invariant topological vector (ITV)
and composed vector by multiple topological invariants in
entity connection graph as feature descriptor of entity
model. (e effectiveness of invariant topological vector in
3D model retrieval is verified by comparing with many
feature descriptors. Bespalov et al. [12] proposed a model
retrieval method based on scale-space decomposition in
view of the difficulty in local feature extraction andmatching
of 3D models. Based on parametric decomposition, the
network of 3D model is decomposed into several local
engineering surfaces. (en, according to the correlation
features between local surfaces, a binary tree containing the
correlation features is constructed, and the adjacency graph
of feature attributes is established. Finally, the similarity
between 3D models is calculated based on the attribute
adjacency graph. McWherter et al. [13, 14] proposed a 3D
model retrieval method based on attribute adjacency graph,
in which the vertices of attribute adjacency graph represent
different faces of 3Dmodel, and adjacent faces are connected
by edges. Edges represent surface properties such as size and
concavity. (e attribute adjacency graph of the 3D model is
shown in the figure below.

In terms of assembly retrieval, Dong and Xu [15]
endowed the surface of assembly parts with the double at-
tributes of function and structure and divided the surface into
functional and nonfunctional surfaces so that it can account
for the similarity of the part’s shape and functional properties.
Zhang et al. [16] used the similarity of 3D assembly model
attributes to propose a method of discovering common de-
sign units to find reusable information in the model. Zhou
et al. [17] analyzed the similarity of the local structure of the
assembly on the basis of the subgraph isomorphism and
matching of the items and provided a theoretical basis for the
retrieval of the 3D assembly model. Wang et al. [18] used
random walk and optimal matching theories to analyze the
topological relations and comparative attribute characteristics
of each part so that it can obtain the similarity of the assembly
as a whole. Wu and Gao [19] proposed a 3D assembly model
retrieval method based on the similarity of spatial structure,
where the similarity of the assembly can be obtained by the
attribute feature similarity of the product model and the
similarity of the part’s spatial position. Qiao et al. [20]
proposed a single assembly interface 3D assembly model of
information retrieval method, first using the preliminary
model information retrieval, and then filtered according to
the result of retrieval; assembly model geometry retrieval can
be converted to look for problems with the attribute

adjacency graph, finally using frequent subgraph mining
algorithm with conjugate subgraph attribute adjacency graph
search. In this paper, a three-dimensional assembly model
with multiple assembly interfaces is studied.

However, the retrieval target models of these methods
are similar to the input models and do not consider the
retrieval of part or subassemblies that can be assembled with
the input model. By contrast, the 3D assembly model is
connected through the geometric interface between the
parts. (e geometric interface can be a single connection or
be connected throughmultiple interfaces, which increase the
difficulty for the 3D assembly model retrieval.

Considering the above problems, we take a multiassembly
interface 3D assembly model as the object and study the 3D
assembly model retrieval method. First, this method uses the
attribute adjacency graph to express the graph of the 3D
assembly model and builds the Atlas of the assembly model to
establish the Atlas library. (is method introduces the con-
jugated concept to define the conjugated subgraph between
assembly parts. (en, the vertices of the graph are serialized
for the Atlas of the assembly model, and the traversal times
during the vertexmatching process are reduced. On this basis,
model retrieval is performed through the attribute adjacency
graphs of parts, and it uses an improved frequent subgraph
mining method to extract a 3D assembly model that satisfies
multiple assembly interfaces. (is article proposes a 3D as-
sembly model retrieval method for the multiassembly in-
terface, which can retrieve the parts or subassemblies that can
be assembled with the input model, and it provides a method
for the reuse of the 3D assembly model.

2. Materials and Methods

2.1. Representation of the 3D Assembly Model Based on At-
tribute Adjacency Graph and Definition of Conjugate
Subgraph. (ere are many ways to represent the CADmodel.
Among them, the B-Repmodel can easily obtain the geometric
element information, topological relations, and attribute in-
formation of themodel, so it is used bymost commercial CAD
systems. In the process of 3D model retrieval, the similarity
degree of B-Rep model information needs to be compared,
and how to express this information becomes the primary
problem. (e B-Rep can describe the modelled object more
accurately. (e B-Rep model not only describes the geometric
information of all the geometric elements that constitute the
modelling object but also describes the topological informa-
tion of the object in detail.(e topology information of a target
object refers to the connections among all vertices, edges, and
faces on the target. It can effectively improve the level of
automation in the modelling process.

Attributed adjacency graph (AAG) [18] can express the
geometric element information, topological relations, and
attribute information of the model, and it is widely used.

2.1.1. Method for the Representation 3D Assembly Model
Based on AAG. A 3D assembly model contains the rela-
tionship between parts, and its essence is a collection of
information.
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(e points, lines, and surfaces contained in the part and
the topological relationship between parts can be effectively
expressed by the AAG’s nodes and their attributes and
edges. (e AAG of CAD model is represented by G(V, E,
α(V), β(E)):

(1) (V, E) is an undirected simple graph (without loops
or heavy edges), V is the vertex set in the corre-
sponding figure of the part, and V � v1, v2, . . . , vi ,
Vi represents the ith face of the part.

(2) E is the edge set in the corresponding figure of the
part, and E� {e1, e2, . . ., ej}, Ej is the edge connecting
the vertices va and vb.

(3) α(V) represents the attribute set of the model’s vertex
and is used to represent the properties of the model
surface, including the geometric information of the
model surface and the number of edges of the
surface;

(4) β(E) represents the attribute set of the model’s edge,
including the type of edge, information on the
concavity and convexity, and the positional rela-
tionship between the faces of the model. (is study
focuses on 3D assembly retrieval, focusing on the
concavity and convexity of the side.

(e cooperation relationship between the 3D assembly
model parts can be converted into a certain attribute rela-
tionship between AAGs of part. A certain attribute rela-
tionship refers to the connection relationship and the type of
contact surface between parts. (e 3D assembly model can
be represented by AAG’s Atlas, expressed as A� {G, S, P},

(1) G � {Gi, G2, G3, . . . , Gi} represents the AAG set of the
assembly model part, and Gi represents the AAG of
the ith part.

(2) S� {S1, S2, S3, . . ., Sm} represents the set of part’s
connection type. (e connection type can be divided
into three categories, including threaded connection
(screw connection, stud connection, nut connection,
and special thread connection), keyway connection
(round head flat key connection, flat head flat key
connection, semicircular key connection, wedge key
connection, and tangential key connection), and
shaft hole connection (interference fit, clearance fit,
and transition fit). m is the number of connections.

(3) P� {P1, P2, P3, . . ., Pn} represents the set of a part’s
contact surface types. (e contact surface types are
plane and plane constraints (parallel on both sides,
angled on both sides), plane and surface constraints
(plane and cylinder tangent, and plane and sphere
tangent), and surface and surface constraints, and
coaxial constraints. n is the number of contact surfaces.

According to the above method of representation, an
Atlas library of a 3D assembly model can be constructed.(e
Atlas contains the AAG of the part, the connection between
the parts, and the type of contact surface between the parts.
Different atlases have different attribute tags. When it re-
trieves a 3D assembly model, the computer can find the

corresponding Atlas from the Atlas library according to the
attribute tag.

2.1.2. Definition of Conjugated Subgraph. (e assembly parts
are connected by a geometric interface, and the conjugated
relationship exists in the matching part of the geometric
interface. (at is, the topological connection of the mating
parts is the same, but the concavity and convexity are opposite
[21].(erefore, through the AAG of the part, the 3D assembly
model search can be transformed to find the AAG that
satisfies the conjugate subgraph, to find the parts or subas-
semblies that can be assembled with the input model.

Definition 1. Conjugated subgraph: for the two AAGs to
which the matching parts (assembly features) of the as-
sembly parts correspond, their topological connection forms
are the same, but their concavity and convexity are opposite,
and they are called a conjugate subgraph. (e conjugate
subgraph features of assembly parts include the following:
(1) the structure of the conjugate subgraph is the same; (2)
the conjugate subgraph corresponds to the same vertex
properties, the matching face has the opposite of the loss
vector, and the matching area and radius of curvature are the
same (nonessential conditions); and (3) the edge properties
that the conjugate subgraph correspond to are the opposite.

For 3D assembly model retrieval of multiassembly in-
terface, the input model has the features of multiple geo-
metric interfaces, and its corresponding output model
should also have multiple conjugate interfaces. As shown in
Figure 1, the input model has two geometric interfaces, and
the subassemblies that can be assembled with the input
model also have two corresponding conjugate interfaces.
(e portion marked with a red circle in the figure is a
conjugated subgraph with a matching relationship. (ey
have the same topological structure, but the concavity and
convexity are opposite.

2.2. Serialization of AAG. (e model retrieval is based on
AAG, which needs to perform judgment of subgraph iso-
morphism, and the definition of graph isomorphism and
subgraph isomorphism are as follows:

Definition 2. Graph isomorphism: there are two graphs,
Gi � (Vi, Ei) and Gj � (Vj, Ej). If there is a mapping rela-
tionship between them, f: Vi⟶ Vj, and ei�(vi, vi

′) is one
edge in Gi. If and only if ej�(vj, vj

′) is an edge of Gj, then Gi

and Gj are isomorphic.

Definition 3. Subgraph isomorphism: for a given symbol
graph Gi and Gj, if there is a Gj

′, then it is the subgraph of Gj

and Gj
′, and if Gi are isomorphic, then Gi and Gj have

subgraph isomorphism.
Subgraph isomorphism is a typical NP problem, which

requires repeated traversal of the vertices of the graph.
However, the vertices of the graph are unordered, which
leads to a very large amount of computation for isomor-
phism judgment. In addition, the 3D assembly model re-
trieval of multiassembly interface extracts atlases, from the
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Atlas library, that are similar to attribute information and
topology of the input model. (en, it performs the judgment
of isomorphism for each graph in the Atlas. (ere are
multiple graphs in the Atlas, which also makes the calcu-
lation of graph isomorphism more difficult. (erefore, a
method is needed to establish a unique sequence of vertices
of graphs so that the judgment of graph isomorphism can
reduce the amount of calculation.

Document [14] proposed that the sequence of the ver-
tices of the AAG is determined according to the adjacency
matrix M, and the adjacent vertices after serialization have
adjacent edges in the graph. It defines the vector u as a
sequence of vertex sets and satisfies

g(u) � 

|V|−1

i�1


|V|

k�1
(L(i, k) + L(i + 1, k))u

2
k, (1)

where uk is the k-th term of u and represents the sequence
value of the k-th vertex of vertex set V. When u is the
eigenvector corresponding to the largest eigenvalue of the
adjacency matrix L, g (u) can obtain the maximum value.
In this study, after serializing vertices, the same type
of vertices is guaranteed to have adjacent edges in the
graph and satisfy the maximum aggregation of vertices of
the same type. (e specific steps of serialization are as
follows:

(e flow chart of the algorithm is shown in Figure 2.

Step 1. Define the linked list W. (e starting point has
the largest sequence value in the AAG, W0 � Vi,
Vi �max(u).
Step 2. Find Wi−1 neighbors in AAG, NWi−1

� i|(W0,

Vi) ∈ E}.
Step 3. (e ith point in the linked list W, Wi � Vi|

max(u)∩V ∈ NWi−1
}.

Step 4. Get the serial number of the linked list Wi is
max(u)−i, and perform k-step iteration on the linked
list and repeat step 2∼step 3. (e list length is k+ 1.
Step 5. Judge k+ 1� n, n is the number of vertices of
AAG, if equal, the algorithm ends and the output is
serialized. If not, it goes to the next step.

Step 6. Find the complement of vertex sets
C � i|Vi ∉W∩Vi ∈ V , and order AAG’s new vertex
set V�C. (en, go to step 2.

After all vertices of the AAG are accessed, the sorting
result of the output is shown in Figure 3. (e assembly
interface can be summarized as “planar-plane,” “square rib-
groove,” “circular pin-hole,” “curved surface-curved sur-
face,” “dovetail rib-groove,” and “square pin-hole” [20].
When these assembly interfaces are represented by AAG, the
vertices of them always have the largest sequence value in
AAG, and the vertices corresponding assembly interfaces are
independent of other vertices. (erefore, the conjugate
subgraph does not disappear owing to serialization.

(e significance of serialization is to improve the
computational efficiency of the algorithm. (e 3D assembly
model retrieval of multiassembly interface extracts atlases
that are similar to the attribute information and topology
relationship of input model from the Atlas library, and then,
it performs a judgment of isomorphism on each graph in
Atlas. (ere are multiple graphs in an Atlas, which increases
the calculation of graph isomorphism judgment. (is makes
the entire algorithm more efficient.

2.3. 3DAssemblyModel RetrievalMethod. (e output model
of this paper’s retrieval method is a part or the subassembly
that can be assembled with the input model, and it has
multiple geometric interfaces. (e retrieval method needs to
perform multiple isomorphism judgments of AAGs con-
forming to the conjugate subgraph; only when the conjugate
subgraph of the target is greater than or equal to the input
model, the corresponding Atlas can be selected, and then,
the corresponding 3D assembly model can be extracted. On
the basis of graph serialization, first, a method of efficient
graph isomorphism judgment is used to judge the iso-
morphism of AAG that conforms to conjugate subgraph;
then, on the basis of the method of graph isomorphism, the
Atlas containing multiple conjugate subgraphs is selected by
using the improved frequent subgraph mining algorithm so
that the corresponding 3D assembly model is extracted. (e
overall algorithm flow is shown in Figure 4.
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Define the
linked list W

the starting point has the largest
sequence value in the AAG,

w0 = vi, vi = max (u)

Find Wi-1 Neighbors in AAG
NWi – 1={i| (W0, Vi) ∈ E}

The i-th point in the linked list W
Wi={Vi| (max (u)∩V) ∈ NWi – 1}

the serial number of the linked list Wi
linked list Wi is max (u)-i

The list length is K+1

Over 

k + 1 = n
n is the number of

vertices of AAG

Order AAG’S new vertex set
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Find the complement of vertex sets
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Figure 2: Serialization of AAG.
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2.3.1. Method of Judgment of Graph Isomorphism. (e 3D
assembly model retrieval method based on AAG transforms
the similarity analysis of the assembly parts model into the
similarity analysis of the AAG with the conjugate subgraph.
(e graph similarity judgment is accomplished using the
graph isomorphism judgment to determine whether two
graphs are isomorphic; that is, it assesses whether there is a
mapping relationship between two graph vertices. (e
mapping relationship between two graph vertices can infer
the mapping relationship between two graph edges.

(e computational complexity of subgraph isomorphism
determination is an NP-complete problem. In this study, an
efficient graph isomorphism determination method is used.
We assume that we have G1 and G2, where G1 is the target
graph, and G2 is the graph to be retrieved. (e number of
vertices of the vertex setV1 of the graphG1 is a, the number of
vertices of the vertex set V2 of the graph G2 is b, and a< b.(e
mapping relationship of the vertices between the graphs G1
and G2 is represented by an a× bmapping matrixMa×b.mij is
the i-row and j-column element in the mapping matrixM. If

Represented by
(AAG)

Read the attribute information
and topology relationships

contained in AAG

The attribute information and topological
relations ofAAG are transferred into the

atl as library of model

the Atlas library is queried according to the
Attribute information and topology

relationship

Find AAG's atlas with the same
attribute information and topology

Enter the modd's AAG

Build the atlas library of model

Classify the topological relationships and
attribute information contained in the

model

Use mapping matrices to
represent vertex

correspondences between graphs

Find a matrix that satisfies the
isomorphism map

Graph
isomorphis
m judgment

Graph isomorphismn judgment for AAGs
matched with conjugate subgraphs

multiple corresponding
conjugate interfaces

Mark the atlas of failed
match

NO

YES

Serialize AAG s in Atlas
Establish a unique sequence

for AAG vertex sets

Reduce the number of traversal
in AAG vertex matching

The model of multi-
assembly interface

Find out the corresponding part
or Sub assembly

The improved frequent subgraph
mining algorithm

Figure 4: 3D assembly model retrieval method for multiassembly interface.
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V1 and V2 are related, then mij � 1; otherwise, mij � 0. For
matrixMa×b, if there is a map with only one 1 per row and no
more than one 1 per column, the matrix Ma×b represents the
isomorphic mapping between G1 and G2.

(e steps of the graph isomorphism matching algorithm
are as follows:

Step 1. Initialize themappingmatrixM and set two empty
sets V1 and V2. Use these sets to hold the vertices that
have beenmatched by the two graphs during the retrieval.
Step 2. Retrieve from the first row of matrixM and look
for columns with a value of 1 from left to right. For any
ith row, if the value of the jth column is 1, and if the
column is not occupied, it means that a possible vertex
association is found.
Step 3. Add the two vertices of the previous step to sets
V1 and V2.
Step 4. Determine whether the newly added vertices in
V1 and V2 correspond to the matching vertex pairs in
the final isomorphism graph.

If the newly added vertices in V1 and V2 correspond to
the matching vertex pairs in the final isomorphism graph,
the subgraphs that are composed of the set of vertices V1
matched in G1 and the set of vertices V2 matched in G2 are
isomorphic. (us, it can be judged that the subgraph formed
by V1 and the subgraph formed by V2 are isomorphic.

2.3.2. Improved Frequent Subgraph Mining Algorithm.
On the basis of the method of graph isomorphism matching,
the frequent subgraph mining algorithm is improved. Fre-
quent subgraph mining is actually a graph isomorphism
matching process, which is used to judge the Atlas extracted
from the Atlas library. From this, it can be concluded whether
the Atlas contains conjugate subgraphs that conform to the
features of the assembly interface, and the number of con-
jugate subgraphs can be determined. If the number of con-
jugate subgraphs in the graph set is greater than or equal to
the number of geometric interfaces of the input model, then
the corresponding 3D assembly model of the Atlas is
extracted. Otherwise, the Atlas is marked as a failure.

(e related definitions of frequent subgraph mining
algorithms are as follows:

Definition 4. Frequency: there is a graph database
B � b0, b1, . . . , bn  for subgraph b such that

ϕ b,bi(  �

1, if bandthesubgraphof biareisomorphic

0, if bandthesubgraphof biarenot isomorphic

⎧⎪⎨

⎪⎩
,

S �
ϕ b,bi( 

|B|
,

(2)

|B| represents the base of Atlas B, ϕ(b, bi) represents the
total number of isomorphism of b and bi, bi ∈ B, and S is the
frequency.

Definition 5. Frequency subgraph: for a given minimum
frequency Smin, if there is a subgraph b that satisfies S≥ Smin,
then b is called a frequent subgraph of the Atlas database B.

(e simple steps of the frequent subgraph mining al-
gorithm are as follows:

(1) Connect the K-order frequent subgraphs to generate
K+ 1 candidate subgraphs;

(2) Clip the candidate K+ 1 order subgraph Atlas, and
delete all K+ 1-order candidate subgraphs contain-
ing K-order infrequent subgraphs;

(3) Calculate the frequency of all subgraphs in the K+ 1-
order candidate subgraph set;

(4) Delete candidate subgraphs with frequencies less
than Smin in the K+ 1-order candidate subgraphs.

By solving the loop from k� 0 until it cannot generate
higher-order frequent subgraphs, frequent subgraph mining is
completed. Calculating the frequency of subgraphs is the process
of graph isomorphism judgment. In extracting AAGs with
conjugate subgraphs, the process needs to define some symbols
to describe the algorithm. Table 1 lists some of these meanings.

(e frequent subgraph Atlas generation algorithms are
shown below. We start with Atlas B and frequency Smin, and
the output is the set FK of the K-order frequent subgraph.

Frequent subgraph generation algorithm: (Algorithm 1)
Starting from K� 0, the above algorithm is cyclically

named, and the set of all frequent subgraphs is obtained as
FF � F1, F2, . . . .Fn .

(e algorithm is based on the K-order frequent sub-
graphs to build K+ 1 candidate subgraphs. (e K+ 1-order
frequent subgraphs are obtained by using two K-order
frequent subgraphs containing the same frequent subgraph
of K− 1 order. (e two most important steps in this process
are identifying two identical K− 1-order subgraphs and
connecting two K-order frequent subgraphs.

(e recognition of two identical K− 1-order subgraphs
can record the IDs of all K− 1-order frequent subgraphs in
the K-order frequent subgraph properties. (e same K− 1-
order frequent subgraph is obtained by the intersection of
the two K-order frequent subgraph attribute values to avoid
the judgment of subgraph isomorphism. (e connection of
twoK-order frequent subgraphs can be seen as the process of
generating the (K+ 1×K+ 1) adjacency matrix by com-
bining two (K×K) adjacency matrices.

(e importance of the retrieval method proposed in this
paper lies in the following:

(1) (e retrieval of assembly information improves the
semantic consistency of the model’s retrieval results
from the perspective of assembly design intent.

(2) (e search of the geometric structure adopts an efficient
graph isomorphism decision method that is combined

Table 1: Symbolic meaning.

Symbol Meaning
CK K-order candidate frequent subgraph sets
FK K-order frequent subgraph sets
FF All frequent subgraph sets, FF� {F1, F2, . . ., Fn}

Scientific Programming 7



with frequent cartographic mining algorithms, thus
improving the retrieval accuracy and retrieval efficiency.

(e significance of the retrieval method proposed in this
paper lies in the following: the graph that is extracted sat-
isfies the conjugate subgraph with the features of the as-
sembly interface and satisfies the set frequency. It can be
used to judge the graph in the Atlas, resulting in a 3D as-
sembly model with multiple conjugate interfaces.

3. Discussion

To verify the validity of this method, a CAD model library for
machine tool fixtures and accessories was established. An
experiment of 3D assembly model retrieval of multiassembly
interface is performed usingMATLAB software.(e computer
used was an Intel Core I7-8700K CPU with 4GB of memory.

It takes the machine’s jaws as the input model, which has
two fixing holes. It needs to extract models that have
conjugate features with the fixed holes in the model library,
and there are two or more conjugate features.

In the retrieval process, first, the system reads the attribute
information and topology of the input model. (en, it passes
the reading input model information to the Atlas library of
models, queries the Atlas library based on this information,
and extracts the atlases whose attribute information and
topology are similar to the input model. (e corresponding
3D models of the retrieved atlases are listed in Table 2.

According to the table, the corresponding models of the
Atlas are single assembly parts, and some are subassemblies.
(ey all have the features of axial hole connection, plane and
surface contact, or plane and plane contact.

After extracting the Atlas that is similar to the input
model’s attribute information and topology, the judgment of

(1) Begin
(2) FK+1←∅, CK+1←Candidate(Fk)//generate candidate subgraphs.
(3) For ∀bK+1 ∈CK+1 do//candidate sets downsizing and frequent count.
(4) If σ(bK+1)≥ Smin then.
(5) FK+1← FK+1∪ {bK+1 }
(6) End if
(7) End for
(8) Return FK

(9) End

ALGORITHM 1: Frequent subgraph generation algorithm.

Table 2: Extraction results of attribute information and topology relation from Atlas library.

Retrieval target Extraction result

Input model
Output
model

Machine's jaws

The assembly graph of
machine's jaws
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graph isomorphism is performed on the AAG of the Atlas. It
judges whether the AAG in the Atlas contains conjugate
subgraphs, and its number must be greater than or equal to
the number of conjugate subgraphs of the input model. To
verify the search conditions in the case of Smin with different
frequency, experiments were performed with Smin � 1.00 and
Smin � 0.60, respectively. (e results of the retrieval are listed
in Table 3.

After graph isomorphism judgment, the atlases of AAGs
that do not conform to conjugate subgraphs are eliminated.
Moreover, because the frequent subgraph mining algorithm
is based on the idea of layer-by-layer iteration, the number of
extracted atlases is reduced as the Smin increases. (e
meaning of changing Smin is that the scope of the output
model can be set according to the designer’s needs. When
the design intent is clear, Smin can be increased to accurately
output the model; when the design intent is ambiguous, Smin
can be reduced to extend the range of the output model,
which gives the designer more choices.

From Table 3, it can be seen that the retrieval method
of judgment of graph isomorphism can accurately match
the assembly interface of the 3D model. (e Atlas of the
model has similar attribute information and topological
relations. Using the advantages that the AAG can express
the topological structure of the 3D model, the model is
retrieved from the shape structure, and the conjugate
subgraph can retrieve the matching structure of the two
models with the assembly relationship. (erefore, the
matching 3D model of the assembly interface can be
extracted through the judgment of graph isomorphism,
which significantly improves the accuracy of model re-
trieval results.

Although the vertices of AAG are serialized and the
number of vertices traversing in the judgment of graph
isomorphism decreases, the calculation amount of judgment
of AAG isomorphism in the Atlas is still large. (erefore, in

order to verify the time efficiency of retrieval algorithm, the
execution time of the algorithm under different Smin is
verified. Experiments show that the larger Smin is, the shorter
the execution time of the algorithm is.(is is the result of the
algorithm’s iterative idea. (e experimental results are
shown Figure 5.

4. Conclusions

In this paper, a 3D assembly model retrieval method for
multiassembly interface is proposed. First, the 3D assembly
model is represented by an attribute adjacency graph, and
the definition of the conjugate subgraph is given according
to the coordination relation between the assembly interfaces.

Table 3: Retrieval of judgment of graph isomorphism.
Smin value Retrieval result
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Figure 5: Operation of different Smin.
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(en, the graph in the Atlas is serialized so that the vertex of
the attribute adjacency graph has a unique sequence. Finally,
through the method of efficient graph isomorphism judg-
ment and the improvement of frequent subgraph mining
algorithm, the attribute adjacency graph that conforms best
to the assembly conjugate subgraph is judged in the Atlas, to
extract the 3D assembly model of the multiassembly in-
terface. Experimental results show that the method proposed
in this paper can retrieve the parts or subassemblies that
match the input model, and it provides a method to reuse the
3D assembly model.

4.1. Future Work. (is paper proposes a 3D assembly
model retrieval method incorporating assembly seman-
tics, which is based on the existing 3D models of the
subject group, whose semantic information has already
been marked up, and the model information reflected is
not perfect. In order to achieve a better 3D model retrieval
system, further research can be done in terms of semantic
annotation specification, similarity metric method, and
3D assembly model information subnetwork acquisition
and pushing method.

(1) According to the different needs and influences of
designers on 3D assembly model information in the
early, middle, and late stages of design, the com-
ponents of design intent in the time dimension are
summarized and the semantic annotation specifi-
cation of 3D assembly model information reflecting
design intent is constructed.

(2) A design intent semantic information association
mapping specification is constructed, and design
intent information subnetworks of different sizes are
formed according to different granularity of design
intent. (e similarity measure between the design
intent information subnetwork and the subnetwork
in the 3D assembly model information network is
investigated, and the best matching subnetwork is
searched for in the 3D assembly model information
network.

Data Availability

(e data used to support the finding of this study are
available from the corresponding author upon request.

Conflicts of Interest

(e authors declared that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

(is project was supported by the National Natural Science
Foundation of China (Grant no. 51705392), Shaanxi Science
and Technology Resources Open Sharing Platform (Grant
no. 2021PT-006), Key R & D plan of Shaanxi Province
(Grant no. 2021NY-171), and Shaanxi Science and Tech-
nology New Star Project (Grant no. 2020KJXX-071).

References

[1] R. Jardim-Goncalves, J. Sarraipa, and C. Panetto, “Knowledge
framework for intelligent manufacturing systems,” Journal of
Intelligent Manufacturing, vol. 22, no. 5, pp. 725–735, 2011.

[2] U. Soni, V. Jain, and S. Kumar, “Measuring supply chain
resilience using a deterministic modeling approach,” Com-
puters & Industrial Engineering, vol. 22, no. 5, pp. 725–735,
2011.

[3] L. Monostori and J. Prohaszka, “A step towards intelligent
manufacturing: modelling and monitoring of manufacturing
pro-cesses through artificial neural networks,” CIRP Annals -
Manufacturing Technology, vol. 42, no. 1, pp. 485–488, 2015.

[4] R. An, “3D CAD model retrieval method based on hierar-
chical multi-features,” Conference on International Confer-
ence on Graphic and Image Processing,” International Society
for Optics and Photonics, pp. 1–9, 2015.

[5] S. W. Kim, J. Yoon, S. Park, and J.-I. Won, “Shape-based
retrieval in time-series databases,” Journal of Systems and
Software, vol. 79, no. 2, pp. 191–203, 2006.

[6] V. Jain and H. Zhang, “A spectral approach to shape-based
retrieval of articulated 3D models,” Computer-Aided Design,
vol. 39, no. 5, pp. 398–407, 2007.

[7] F. Qin, S. Qiu, S. Gao, and B. Jing, “3D CAD model retrieval
based on sketch and unsupervised variational autoencoder,”
Advanced Engineering Informatics, p. 51, 2022.

[8] S. Hojoon and S. H. Lee, “(ree-dimensional model retrieval
in single category geometry using local ontology created by
object part segmentation through deep neural network,”
Journal of Mechanical Science and Technology, vol. 35, p. 11,
2021.

[9] Y. Zhou, Yu Liu, H. Zhou, and W. Li, “Wasserstein distance
feature alignment learning for 2D image-based 3D model
retrieval,” Journal of Visual Communication and Image
Representation, 2021.

[10] W. H. Li, W. Z. Nie, and An Liu, “Multi-view graph matching
for 3D model retrieval,” ACM Transactions on Multimedia
Computing, Communications, and Applications, vol. 16, no. 3,
2020.

[11] D. Mcwherter, M. Peabody, W. C. Regli et al., “Solid model
databases: techniques and empirical results,” Tanpakushitsu
Kakusan Koso Protein Nucleic Acid Enzyme, vol. 32, no. 10,
pp. 1250–1269, 2001.

[12] D. Bespalov,W. C. Regli, and A. Shokoufandeh, “Local feature
extraction and matching partial objects,” Computer-Aided
Design, vol. 38, no. 9, pp. 1020–1037, 2006.

[13] D. McWHERTER, M. Peabody, W. C. Regli, and
A. shockoufandeh, “Transformation invariant shape similarity
comparison of solid models,” in Proceedings of the ASME
Design Engineering Technical Conference, pp. 46–57, ACM
Press, Germany, January 2001.

[14] D. McWHERTER, M. Peabody, A. C. Shokoufandeh et al.,
“Database techniques for archival of solid models[C],” in
Proceedings of the sixth ACM symposium on Solid modeling
and applications, pp. 78–87, ACM Press, Michigan, April
2001.

[15] Y. Dong and J. Xu, “Part 3D model retrieval method based on
assembly structure similarity. Chin. J. Mech,” Computer
Intergrated Manufacturing Systems, vol. 394, no. 3,
pp. 1177–1185, 2013.

[16] J. Zhang, M. Zuo, R. K. Yang et al., “Method to discover
common design units from three-dimensional assembly
models based on attribute similarity analysis,” Journal of
Mechanical Engineering, vol. 45, no. 4, pp. 273–280, 2009.

10 Scientific Programming



[17] W. Zhou, J. R. Zheng, and J. J. Yan, “Local matching of as-
semblies based on subgraph isomorphism and case match-
ing,” Journal of Computer-Aided Design & Computer
Graphics, vol. 22, no. 2, pp. 299–305, 2010.

[18] Y. P. Wang, Y. Li, J. Zhang et al., “Similarity assessment of
assemblies based on random walks and optimal matching,”
Journal of Computer-Aided Design & Computer Graphics,
vol. 26, no. 3, pp. 401–410, 2014.

[19] Y. J. Wu and Q. Gao, “Spatial structure similarity retrieval of
product assembly model,” Journal of Computer-Aided Design
& Computer Graphics, vol. 26, no. 1, pp. 113–120, 2014.

[20] H. Qiao et al., “A 3D assembly model retrieval method based
on assembly information,” Assembly Automation, vol. 39,
no. 4, pp. 5556–5565, 2019.

[21] S. Joshi and T. Chang, “Graph-based heuristics for recogni-
tion of machined features from a 3D solid model,” Computer-
Aided Design, vol. 26, no. 1, pp. 58–66, 1988.

[22] H. Xiao, Y. Li, and J. F. Zhang, “CAD mesh model simpli-
fication with assembly features preservation,” Science China
Information Sciences, vol. 57, no. 3, pp. 1–11, 2014.

Scientific Programming 11



Research Article
ImprovedGenerativeAdversarialNetworks forStudentClassroom
Facial Expression Recognition

Chaoyi Wang

Aviation Institute, Jilin Communications Polytechnic, Changchun 130000, Jilin, China

Correspondence should be addressed to Chaoyi Wang; wchyi@jljy.edu.cn

Received 5 May 2022; Revised 5 June 2022; Accepted 28 June 2022; Published 16 July 2022

Academic Editor: Lianhui Li

Copyright © 2022 Chaoyi Wang. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

To assess students’ learning eciency under di�erent teaching modes, we used students’ facial expressions in the classroom as a
study point. An enhanced generative adversarial network is presented. We designed a generator as an automatic coding-decoding
combination in a cascade structure with a discriminator con�guration. It can retain di�erent expression intensity features to the
maximum extent. We also added a new auxiliary classi�er, which can classify di�erent intensity features and improve the model’s
recognition of detailed features of similar expressions, thus improving the comprehensive facial expression recognition accuracy.
Our approach has a great advantage over the other facial expression recognition approaches on public datasets. Finally, we
conduct experimental validation on the self-made student facial expression dataset in all cases. �e experimental �ndings showed
that our approach’s recognition accuracy is superior to that of other methods, demonstrating the method’s ecacy.

1. Introduction

In classroom teaching, what the teacher explains and what
the students understand is not visually represented in the
current assistive teaching systems. It is also a topic of debate
which teaching style students would prefer between the
traditional classroom teaching style and the modern smart
classroom teaching style. �e literature [1] then mentions
that smart teaching and intelligent learning environments
can give full play to students’ cognitive abilities, greatly
increase their interactivity, and provide better mastery of
new knowledge. In terms of the current investigation, there
is no intuitive system to measure students’ acceptance of
di�erent teaching methods. For this reason, we will con-
centrate on this problem, we set out to identify facial ex-
pressions, and by obtaining the emotional expressions of the
teacher and the facial expressions between students and then
performing facial expression analysis, we can determine the
students’ acceptance and satisfaction with the teaching
method. Our research, to some extent, provides some ref-
erence value for the quality of teaching and can respond to
the e�ectiveness of teaching at the biotechnical level.

In human communication, facial expression is an im-
portant communication tool. It often adds di�erent emo-
tional factors to nonverbal communication, and it is crucial
in the process of comprehending one another’s emotional
expression. With the advancement of biotechnology and
computer science, facial expressions are used in various
industries.�emost common application area is privacy and
security, which is most directly demonstrated by the face
unlocking feature on cell phones and computers. Second, in
the �eld of transportation, driver fatigue and drunken
driving detection are also predicted by capturing facial
expressions. Also, facial expression recognition technology
is also frequently integrated into the �elds of virtual reality,
medical care, and service robotics [2–4]. Of course, the facial
expression recognition technology is not so simple, and
there are several technical diculties to be broken. Di�erent
countries have di�erent language and cultural backgrounds,
and their meanings conveyed by facial expressions are more
or less di�erent. In addition, the results of facial expression
recognition are not sucient due to the objective in�uence
of nonstructural conditions, such as occlusion, illumination,
and focus problems. Recently, many researches have arisen
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in the field of facial recognition to address these technical
challenges, but the technological breakthroughs are all
relatively limited [5].

'e process of recording real-life student emotions is
known as facial expression recognition, and the inner
feelings can be mapped side by side from the fluctuations of
emotions. 'e process is mainly based on video dynamic
frames and still image sequences as the main recognition
subject, and based on face recognition, it rises to a level to
synthesize the linkage reaction among five senses, thus
predicting facial expressions. 'e literature [3] starts the
study from the simplest basic facial expressions, mainly the
expressions of joy and sadness series. 'e authors, in order
to obtain facial expressions accurately, first remove the noise
from the images by preprocessing operations, followed by
face detection to delineate the range of facial expression
features. 'en feature fusion is performed jointly with the
linkage between the eyes, eyebrows, mouth, and cheeks, and
finally, and facial expressions are predicted bymatching with
the training feature library.

To address the difficulties in facial expression recogni-
tion research, related researchers have made unremitting
efforts. Some researchers have focused their research on
manual features. For example, literature [6] proposed the use
of Gabor filters to optimize manual features, and literature
[7] proposed local binary patterns to break the limitations of
manual features. 'e literature [8] proposed a gradient
histogram method to extract features, which further
enriched the artificial feature set. Some researchers put their
research focus on deep neural networks. For example, the
literature [9] innovatively improved the network structure in
the approach using neural networks, and the authors picked
to fine-tune the two-stage training algorithm to adapt the
feature linkage between the five senses and enhance the
expression recognition. 'e literature [10] both adopted
generative adversarial networks, which further explored the
intrinsic features of the face and eliminated the interference
of nonsubjective factors. 'e literature [11], on the other
hand, performed adaptive optimization on the constraint
function and proposed island loss to determine the attri-
bution problem between features by learning the connection
between different expressions. 'e literature [12] places the
research focus on the attention mechanism and proposes an
adaptive regional attention network and validates the high
efficiency of the network on the available dataset, and results
proved that integrating the learnt model can increase the
model’s robustness.

However, facial emotion detection is not a simple work,
so the previously mentioned studies ignore the direct
connection between facial attributes and emotions, and the
main reason for the poor recognition results is the inability
to positively map the way of distortion among the five facial
nodes, and the changes between specific locations cannot be
responded. Some researchers have proposed setting up
standard lines on the face for facial node calibration, and the
literature [13] also mentions that using this approach can
decrease the data variance and improve the stability of the
model. 'e literature [14] also proposed model-aware flags
for the automatic perception of facial position, and

experiments demonstrated that this method not only re-
duces the workload but also preserves the robustness of the
model. In the literature [15], it was unexpectedly found in
the experiments that additional flagging of facial positions by
predetermined trajectories could increase the recognition
speed of the model without affecting the accuracy. All the
above methods take an end-to-end form, and such methods
also have certain limitations. Its recognition effect is limited
by the quality of facial markers, and when facial expression
features are captured, they can easily be incorporated into
shallow features in a nonmaximal suppression operation.

To counteract the drawbacks of deep learning ap-
proaches, the literature [16] used a multitask learning
strategy in neural network construction to enhance the
primary task by shifting the learning number of different
tasks. In addition, the literature [17, 18] added facial de-
tection flags in the feature design of the facial action
structure unit, which can aid in improving facial emotion
recognition accuracy. In terms of multitask parameters,
most of the previous studies launched optimization based on
hard parameter sharing, but this approach limited the
recognition efficiency of facial expressions to some extent.
Nowadays, more soft parameters have started to be devel-
oped for sharing, such as the multitask convolutional partial
sharing strategy in the literature [19] and the cross-stitch
network proposed in the literature [20], which successfully
break the efficiency limitation.

In our study, we consider various models comprehen-
sively. We finally choose a generative adversarial network as
the base method. To obtain the intensity features of different
expressions hierarchically, we added a new auxiliary clas-
sifier and optimized the network structure. Finally, the ef-
fectiveness of our approach is demonstrated on both public
and self-made datasets.

'e rest of the study is arranged as follows. Section 2
presents the work related to different facial expression
recognition methods. Section 3 introduces our adaptive
improvement strategy and implementation process for
generative adversarial networks. Section 4 presents the
comparison of experimental databases and experimental
methods. Finally, Section 5 presents research prospects and
improvement directions.

2. Related Work

Traditional facial expression recognition research mainly
relies on extracting geometric features, texture features, and
hybrid features of the face as the basis [21]. 'e active shape
model is the mostly used in facial expression recognition
work and is the geometric feature method, which mainly
uses facial feature points as a reference to construct geo-
metric features and then localizes them. In practical ap-
plication, the method is affected by lighting and occlusion
and does not achieve better recognition results. 'e facial
action unit is also a typical example of the geometric feature
method. 'is method first divides the face into units and
then compares them with the facial reference points by
calculating the relative distance between units. However, this
method requires intensive training in advance and has a very
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high computational complexity at the time level [22]. Tex-
ture feature-based facial expression recognition methods are
more common and usually have faster computational speed,
but they are not effective for motion scenes such as Gabor
filter and local orientation pattern methods. In the face of
occlusion, the most effective method is the scale-invariant
feature variation, which can automatically find the spatial
extrema and extract their position, scale, and rotation in-
variants and can circumvent the effect of occlusion by local
mapping, but this method is not effective for the target
smoothed by edges.

In facial expression recognition work, the input video
frames or image information are subjected to preprocessing
operations and then input to convolutional layers of dif-
ferent scales for feature extraction, and then the facial
features are transformed into independent vectors, and fi-
nally, the classification is completed by fully connected
layers [23]. Different application scenarios have different
structural requirements for convolutional neural networks
[24], and to address the influence of nonstructural envi-
ronmental factors, facial expression recognition work often
requires specific preprocessing operations, such as the HOG
feature method [25], the LBP method [26, 27], and the ROI
method [28–30]. Different features have different extraction
stages, resulting in multiple features in different dimensions,
which cannot be unified at the time level and affect the
convergence efficiency of neural networks. Besides, con-
volutional neural networks are often used by researchers as a
basic network. According to different requirements for
different tasks, convolutional neural networks are optimized
and upgraded accordingly to the increase in the adaptability
and performance of deep networks. Some researchers have
designed cascade networks to enhance the efficiency of the
localization of facial nodes [31]. Some researchers tried to
add auxiliary modules to improve the robustness of the
model [32]. Some researchers divided the network into
parallel or tandem networks of small modules to achieve the
inclusion of features at the decision level [33, 34]. All of the
above research methods aim to improve the depth and
parameter tuning of the network, which invariably increases
the number of parameters. Considering the computational
cost, some researchers have proposed recurrent neural
networks [15], capsule networks [35], deep belief networks
[36, 37], and so on.

For deep learning methods, the recognition accuracy is
proportional to the volume of training data, and the richer
the dataset, the higher the recognition accuracy. For facial
emotion detection, building a database of facial expressions
is undoubtedly a difficult and long-lasting task. 'e features
of facial expressions are deeply related to different back-
ground cultures, and the process of data annotation usually
requires the annotators to have a certain understanding of
national culture and background. In addition, the optimi-
zation process of neural networks is often not transparent
enough, and most researchers rely on constant repetition of
experiments and experience to verify the optimal parameter
sizes [38]. 'erefore, the period and computational cost
factors of the project need to be considered before adopting a
deep learning approach. To circumvent complex parameter

tuning strategies, the literature [39] proposed the multi-
granularity cascade forest method, an integrated neural
network structure inspired by the cascade forest classifica-
tion rule and the random forest rule. Compared with pure
deep learning methods, this method has a smaller number of
parameters and sets hidden layer hyperparameters to reduce
the computational cost.

3. Method

3.1. Pipeline Overview. Researchers usually take an unsu-
pervised approach to train the adversarial model, which
belongs to the same deep neural network model and is
divided into two parts in the phased design of the network.
'e generator part belongs to the front-end of the network
and the discriminator belongs to the back-end. 'e gen-
erative adversarial network principle is simulated training at
the neural network level, where different samples are iterated
and generated in a random mode. 'e original samples are
input at the input side, and the generator generates pseu-
dosamples based on the original samples, and the usability of
the generated samples is judged by comparing the difference
between the original samples and the generated samples
within a specified threshold of the pseudosamples. If the
generated sample does not meet the standard value, by it-
erating this method, the pseudosamples can be approxi-
mated to the eigenvalues of the true samples in terms of
eigenvalues. 'e structure of the generative adversarial
network is shown in Figure 1.

In our study, face recognition systems can be made more
robust by combining facial expression recognition with
adversarial generating networks. Generative adversarial
networks essentially play the facial expression details against
each other by repeatedly updating iterations until the best
facial expression features are obtained and then output to the
terminal. Considering the facial expression details feature
refinement, we define the classification of facial expressions
to prevent the problem of increasing errors with different
expression strengths.

3.2. Generator. 'e generator is in the front part of the
adversarial network and its input is the real sample. After the
real samples are input, the generator parses the real samples,
divides the real samples into different feature nodes, and
finally simulates the feature nodes to generate pseudo-
samples. 'e working process of the generator is shown in
Figure 2.

We refer to the literature [40, 41] for an enhanced
method to generative adversarial networks, where the
generator is meant to work as an encoder and decoder in the
tandem, which is a creative design. After several experi-
mental verifications, we also apply the nested combination of
encoding and decoding to the generator network. 'e en-
coder of the generator acquires different intensity facial
expression features Ilow by downsampling. Researchers in
the literature [42] added a residual structure to the generator
optimization to improve the efficiency of the generator
encoding. We also verified the effectiveness of the method
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experimentally. In the decoder network layer, we use
upsampling to transform the intensity features of facial
expressions and then implement nonlinear activation by
RELU. According to the decoder network optimization
method in the literature [43], we implemented facial ex-
pression intensity �guration using the X-conv operator.
Assuming the expression K input point (p1, p2, ..., pk),
whereK denotes the result of a multilayer perceptron of real
samples, in a transformation matrix Χ �MLP(p1,
p2, ..., pK) of dimension K ×K is computed, and the sum-
mation between feature elements can be simpli�ed to the
commonly used convolution operator. When X is per-
forming the computation of the transformation matrix,
di�erent facial expression nodes have di�erent e�ects, and
we de�ne the mathematical equation of the X-conv operator
as follows:

Fp � Χ conv(K, p, P, F),

Χ Conv(K, p, P, F) � Conv K,MLP(P − p) × MLPδ(P − p), F[ ]( ),

(1)

where p represents the facial expression feature node, K
represents the facial expression traversal function,
P � (p1, p2, ..., pk)

T represents the nodes within the
neighborhood expression feature node with K nodes, and
F � (f1, f2, ..., fK) represents the expression feature nodes
in di�erent domains. In the nonlinear connection of the
X-conv operator, facial expressions of di�erent intensities
will have di�erent feature expressions in the generator, and
the details of the X-conv operator at each level are shown in
Figure 3.

3.3. Discriminator. �e discriminator network consists of a
combination of fully connected and deconvolutional layers.
�e discriminator is at the output port of the generator. In
the discriminator, di�erent threshold ranges are set and the
pseudosamples are marked as invalid if they are below the
threshold range. �e feature information of the invalid
sample will be fed back to the generator with the simulation
side of the real sample. All the feedback methods will pass
the correct feature values in this back propagation way, and

Real
Samples

Discriminator

Input
Generator

Is
Discriminator

Correct?

Fine Tune Training

Generated
Fake Samples

Figure 1: Generative adversarial network architecture.

Generator

Random Facial
Expression Input

Fake Sample

Figure 2: Facial expression generator process.
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the generator will automatically correct the newly generated
expression features based on the feedback feature values.�e
discriminator principle is shown in Figure 4.

�e intensity of facial expression features was not
consistent according to the di�erences in facial expression
types. Low-intensity expression features are less demanding
on the generator and only need to �lter the facial contour
data density. For high-intensity expression features, it is
necessary to �rst decompose the high-intensity expression
features and then convert them into low-intensity feature
combinations. Researchers in the literature [44] will have
used an alternating training model to optimize the dis-
criminator with threshold discretization detection of
pseudosamples. We de�ne min-max as follows:

min
Gen

max
Dis

� ΕhighI log Dis Ihigh( )( ) + ΕlowI log 1 −Dis Gen Ilow( )( )( ), (2)

where Gen denotes the twin sample of the generator and real
sample and Di s denotes the threshold discrete detection of
the discriminator and pseudosample. Ilow, Ihigh{ } represents
the feature intensity grading corresponding to facial ex-
pressions, and the generator Gen and discriminator Di s are
distributed in a certain linear function, and the mathe-
matical expression is as follows:

LG adv � −
1
N
∑
N

n�1
log Dis Gen Ilown( )( )( ),

LD adv � −
1
N
∑
N

n�1
log Dis Ihighn( )( ) + log 1 −Dis Gen Ilown( )( )( ){ },

(3)

where N represents the expression feature intensity. During
the intensity feature convergence process, the pseudosample
features can be ranked with respect to the degree of
threshold discretization under the detection of the dis-
criminator. �e generator �ne-tunes the new features at a
later stage based on the feature discretization values fed by
the discriminator. �e di�erent levels of discriminator
network layers we constructed are shown in Figure 5.

3.4. Auxiliary Classi�er and Loss Function. �e intensity of
facial expression features can cause feature loss in the middle
transition layer of the network layer. For this reason, we add
auxiliary classi�ers in the middle layer, which can retain the
facial expression feature information under di�erent in-
tensities. In the actual course scenario, facial expressions will
have di�erent levels of facial muscle expressions. In order to
maintain a stable mapping relationship between expression
changes and feature intensities, the adversarial loss function
is utilized to guide the feature decomposition of real ex-
pressions. Adaptive linear �tting function is added to the
auxiliary classi�er network layer, and all samples are con-
�gured with low intensity features combined with low in-
tensity features by default during the production of classi�er
pseudosamples. It prevents the problem of feature intensity
confusion in the process of expression feature perception.
�e mathematical equations of feature perception added in
the auxiliary classi�er are shown below:

Lperceptual �
1
N
∑
N

n�1
ϕ G Ilown( )( ) − ϕ Ihighn( )
�����

�����, (4)

where ϕ represents the expression feature intensity per-
ceptron. In re�ning the pixel feature representation of 2-
dimensional images of facial expressions, the high-intensity
facial expression feature Ihigh and the linked expression
feature Gen(Ilow) generated by the generator take advantage
of the point-by-point loss optimization to overcome the
feature re�nement and loss problems arising from the high-
intensity feature decomposition. Researchers in the litera-
ture [45] performed experimental validation on the algo-
rithm of point-by-point loss optimization, and the authors
found that the L2 loss function is more stable. �e math-
ematic functions are calculated as follows:

Lpixel �
1

Npixel
∑
Npixel

i�1
Gen Ilow( )

i
− Ihighi

�����
�����, (5)

where Npixel denotes the intensity expression of the facial
expression at the two-dimensional level. According to the
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Figure 3: Detailed hierarchy of generators.
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constraint e�ect of the loss function, we designed the new
loss function has the following mathematical expression:

L � ω1LG adv + ω2Lpixel + ω3Lperceptual, (6)

where ω1, ω2, and ω3 denote the expression intensity feature
weighting coecients.

3.5. Improved Generative Adversarial Networks. In our
study, to assess students’ learning eciency at the level of
their facial expressions in the classroom, we present an
enhanced generative adversarial network strategy for im-
proving the accuracy of facial expression recognition models
while also separating comparable expressions using feature
intensity classi�cation. �e auxiliary classi�er can provide
feature generation guidelines and pseudosample feature

discrimination to the generator and discriminator. At the
pixel level, the auxiliary classi�er middle layer neural net-
work uses the X-conv operator to assist in synthesizing
independent facial expression pseudofeatures, which are fed
back in parallel with the generator in the joint output. �e
back propagation information from the discriminator will
act as a �lter in the auxiliary classi�er to extract the feedback
that aids in enhancing the e�ectiveness of the pseudofeatures
into the real sample perception network. �e facial ex-
pression detection network is shown in Figure 6.

4. Experiment

4.1. Datasets. We chose the well-known contemporary
public facial expression datasets Oulu-CASIA (OC),
Cohn–Kanade (CK+), and Facial multiview expression
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Figure 5: Detailed hierarchy of discriminator.
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Figure 4: Facial expression discriminator process.
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dataset with occlusion (FMEO) for the experimental test.
Before performing expression classi�cation operations on
the above datasets, we collaborated with medical schools to
manually standardize clear boundaries between expressions,
and then we preprocessed all data to segment the images to
speci�ed sizes, with di�erences in the testing approach we
took for di�erent sizes of data.

�e Oulu-CASIA dataset [46] contains a total of 2880
samples from the expression acquisition of 80 volunteers,
which were captured using video recording and divided into
visible light (VIS) series and near infrared (NIR) series
according to the imaging system. �ree di�erent illumina-
tion methods were selected for the acquisition process to
analyze the e�ect of detection methods on the structural
environment. �ere are 480 videos of normal illumination
samples, 60 videos of low illumination samples, and 15
videos of dark scenes. For the selection of the training set, we
chose all the normal illumination video frame samples. �e
details of expression classi�cation are shown in Table 1.

�e Cohn–Kanade(CK+) dataset [47] contains a total of
593 video samples of facial expressions captured from 118
volunteers. Each piece of video is divided into 20–50 frames,
and all video frame sequences are captured using a facial
action coding system, which automatically classi�es the
expressions and labels them accordingly after the capture is
completed. Its detailed facial expression classi�cation in-
formation is shown in Table 2.

To evaluate the e�ectiveness of our strategy in complex
situations such as occlusion, we chose FMEO to do the
validation test. �e dataset contains a total of 690 samples of
data from 10 young volunteers, who were used in the ex-
periment to collect facial expression samples by masking
their faces with props, such as hats, glasses, and masks. �e
detailed classi�cation of facial expressions in this dataset is
shown in Table 3.

4.2. Experimental Settings. We trained the two-dimensional
samples separately from the three-dimensional samples. �e
detailed parameter settings are shown in Table 4. In the

validation process, we adopted the method mentioned in the
literature [11]. For multitask learning training, to fairly
compare random input expressions, we utilized a random
search strategy with hyperparameter tuning.

4.3. Experimental Results. In the facial emotion detection
work, we mainly analyze three metrics, such as accuracy
(Acc), F1 score, and recall (R). To ensure that our method is
e�ective, we conducted a test, and we choose traditional
facial emotion detection approaches and a neural network
series of facial emotion detection methods as control group
experiments. We compared three methods, LBP_SVM,
CNN, and LSTM. During the training and tuning phase,
each network was trained independently without the rec-
ognition module to con�rm the accuracy of each technique.
�e experimental results are shown in Table 5.

Table 5 proves the facial emotion detection e�ectiveness
of our strategy. Considering the results of the experiments,
CNN is the more commonly used method; however, it falls
short of the LSTM approach in terms of facial expression
recognition accuracy. �is is mostly owing to the bene�ts
provided by the LSTM’s unique network topology, which
can achieve local perception and maximize memory in-
formation fusion. Our method uses generative adversarial
networks with a new CNN-based auxiliary classi�er, which
can recognize similar expressions hierarchically starting
from the expression feature strength, further improving the
accuracy of facial expression recognition while obtaining
better robustness.

�e experimental results show that the datasets OC and
FEMO perform the best. Due to the computational cost, we
mainly use the experimental results of datasets OC and FEMO
as the main judging criteria. To test the eciency of our
approach for facial expression recognition in the classroom,
we conducted experimental validation by self-made datasets.
We collected classroom expression video data of 300 college
students and manually labeled the homemade dataset
according to the OC dataset labeling rules, and then tested it
with the trained model. �e results are shown in Table 6.

Encoder Decoders φ FeaturesFeatures
FeaturesFeatures

Features

Encoder Decoders φ FeaturesFeatures
FeaturesFeatures

Features

Concate FC
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ax
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Input
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Figure 6: �e structure of improved generative adversarial networks.
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In the students’ facial expression recognition experi-
ments, our improved generative adversarial network out-
performs the others, and it further proves the effectiveness of
our approach.

5. Conclusion

We offer a method for recognizing facial expressions based
on an upgraded generative adversarial network. 'e
method belongs to the deep training model, we divide the
network into three stages. 'e front end of the network is
the generator network layer, which relies on real sample
features to generate pseudosamples. 'e middle of the
network is the auxiliary classifier, which assists the gen-
erator in generating pseudosamples that are closer to the
real samples. 'e end of the network is the discriminator
network layer, which determines whether the pseudo-
samples satisfy the output conditions according to the
degree of threshold discretization, and the pseudosamples
that do not satisfy the conditions are fed back to the front
layer for reconstruction. During the experiment, we test the
efficiency of the strategy on the open-source datasets. In
addition, we also test on the homemade student datasets.
'e experimental results prove that the facial expression
detection accuracy of our method stays above 92%.
Comprehensive performance of the model outperforms
other methods.

Facial expressions are a very complex task to capture,
and there are thousands of facial expressions in different
scenes. In this paper, we tentatively select facial expressions
with more prominent features as the study points. However,
for many obscure expressions, our method still does not
perform well. In further research, we are going to use a dual
RNN framework to perceive the 3D features of facial ex-
pressions, and enhance the model’s tolerance of high-in-
tensity feature expressions.

Data Availability

'e dataset can be accessed upon request.

Table 5: Results of text detection by different methods.

OC CK+ FMEO
Acc R F1 Acc R F1 Acc R F1

LBP_SVM 0.56 0.55 0.59 0.65 0.64 0.60 0.58 0.54 0.59
CNN 0.67 0.73 0.71 0.72 0.61 0.62 0.71 0.65 0.61
LSTM 0.75 0.82 0.80 0.76 0.72 0.73 0.81 0.77 076
Ours 0.89 0.94 0.83 0.86 0.81 0.83 0.89 0.95 0.93

Table 6: Results of text detection by different methods.

Method Anger Disgust Happy Sadness Surprise
LBP_SVM 74.3 77.5 72.1 70.3 71.1
CNN 80.3 81.1 79.6 78.3 79.8
LSTM 85.3 86.4 82.1 84.3 81.8
Ours 95.3 96.3 93.1 92.7 93.6

Table 4: Experimental parameter settings.

Parameter Value
Initial learning rate 0.01
Decay rate 10
Weight decay 0.005
Epoch 80
Regularization 0.001
Margin loss discount 0.5
Dropout rate 0.1

Table 1: Oulu-CASIA (OC) dataset facial expression classification.

Anger Fear Disgust Sadness Surprise Happy Total

OC 799 790 765 794 768 784 4700Training set 3760 Test set 940

Table 2: Cohn–Kanade (CK+) dataset facial expression classification.

Anger Fear Disgust Sadness Surprise Happy Total

CK+ 135 75 177 768 768 261 981Training set 785 Test set 196

Table 3: FMEO dataset facial expression classification.

Anger Disgust Happy Sadness Surprise Total

FMEO 132 136 144 143 135 690Training set 552 Test set 138
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�e power head is the key part of the rock breaking work of the raise boring machine. Because the power head cannot adjust speed
in time with the change in complex rock stratum, it leads to high failure rate, low work e�ciency, and even accidents, so it is urgent
to improve the controllability of the power head. In this paper, the electrohydraulic coupling mathematical model of the power
head is established using the characteristic equations of dynamics and hydraulic components, and the control strategy of the
fractional electrohydraulic drive system of the power head is proposed; genetic algorithm (GA), particle swarm optimization
(PSO), and whale optimization algorithm (WOA) are used to adjust the parameters of FOPID, so as to improve the control e�ect
of electrohydraulic system. �e results show that the step response of WOA-FOPID control strategy is also better than that of
genetic algorithm (GA) and particle swarm optimization (PSO). It can reach a stable state in 0.02 seconds, and the overshoot is
only 0.12137%. �e test veri�es the correctness of the adaptive control and simulation results of the power head, which can
e�ectively improve the adaptability of the power head to complex coal seams.

1. Introduction

Due to the advantages of the high safety, relatively low cost,
and ensuring the safety of operators to the greatest extent,
the reverse well drilling rig is widely used in underground
roadway space, mine development, subway tunnel, and
other projects, and the drilling technology is also a funda-
mental change technology for well hole drilling. In recent
years, with the improvement of intelligent control tech-
nology of the drive system of the reverse well drilling rig, it
has not only accelerated the speed of excavation but also
greatly alleviated the labor intensity.

�e power head is the key component of the reverse well
drilling rig, and its control method and e�ect directly a�ect
the safety and stability of the reverse well drilling rig in
construction. At the same time, the intelligent control of the
power head also has a positive role in promoting the

intelligent construction of coal mines nationwide.�erefore,
the intelligent control strategy of the electrohydraulic drive
system of the power head has attracted the attention of the
majority of scienti�c researchers at home and abroad. For
example, Wang and Yang [1], and others studied the rela-
tionship between the four parameters of drill pipe tension,
torque, rotational speed, and drilling speed in the power
head control system. Shen and Liu [2] formulated the
mathematical modeling and robust integral adaptive con-
troller of the power head valve-controlled hydraulic motor
based on Padde’s theorem and the reverse step derivation
method, which improved the accuracy and tracking speed of
the system control. Yang [3] proposed a fuzzy PID control
algorithm based on the problem of synchronization of four
hydraulic motors in the power head device, which improved
the synchronization accuracy of the motor. Cheng [4] used
Amesim and MATLAB-Simulink to construct a joint
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simulation model of the test bench drilling simulation
system, and Cheng Lilin designed a fuzzy adaptive PID
controller to analyze the control performance of the power
head system. Zhang [5] used the method of co-simulation
between Amesim and MATLAB-Simulink, the adaptability
of different control algorithms of traditional PID fuzzy and
feedback linear synovial membrane structure to the position
tracking control of valve-controlled asymmetrical hydraulic
cylinders is analyzed, and the problems of nonlinearity and
low control accuracy of the electrohydraulic control system
of the power head are solved. Foreign hydraulically driven
reverse well drilling rig, power head drive using electro-
hydraulic proportional PID control technology, control unit
using PLC or engineering controller [6–9], due to the in-
troduction of computer control technology, and a variety of
more complex control logic and PID control algorithms can
be realized. (e above literature research has made certain
contributions to the intelligent control of the electrohy-
draulic drive system of the power head of the reverse well
drilling rig and laid a certain foundation for the intelligent
control algorithm of the power head. However, the research
in the above articles is based on the traditional PID control
algorithm. Especially in downhole operation, complex un-
certainties such as surrounding rock parameters and
downhole force of the drill will make the driving head of the
drill unable to adjust the control parameters in time,
resulting in low drilling efficiency, short service life of rock
breaking hob, and even damage to the drill bit, sticking, etc.
Under special working conditions, the traditional PID
control effect is not ideal, even if the PID is re-parameter
tuned, it still cannot achieve a good control effect, and it is
essentially impossible to overcome the shortcomings of tra-
ditional PID control technology. (erefore, the complex
system has a low control accuracy, reflecting the poor sen-
sitivity and other issues, and it is difficult to explore the in-
telligent control principle of the electrohydraulic drive system
of the power head from a deep level, and the parameter se-
lection of the PID controller has a great impact on the control
effect, the traditionalparameter tuningmethod is still basedon
experience, and it is difficult to find a set of parameters with
good control effect in a short period of time.

(e fractional order FOPID controller has 5-bit ad-
justable parameters. Compared with other control laws, it
has better dynamic performance, parameter adjustment
flexibility, and control accuracy [10–12], and there is a great
vacancy in the research and application of fractional order
FOPID in the research of electrohydraulic system control
method of raising boring. Based on the internal control
principle of the reaming operation of the power head of the
reverse well drilling rig, if the control effect is required to
have good timeliness and reliability, the parameter adjust-
ment research of the intelligent control algorithm is also
indispensable, such as the particle swarm algorithm [13–15],
the genetic algorithm [16], the gravity search algorithm [17],
the neural network algorithm [18], the ILMI algorithm [19],
and the whale optimization algorithm [20], which are all
applied in the PID controller, improving the control effect of
the traditional PID controller. (e method of parameter
tuning that relies on experience is got ridden.

Based on this, this paper establishes the electrohydraulic
coupling model of the power head of raise boring machine
from the dynamic principle, electrohydraulic coupling
properties, and the characteristic equation of hydraulic
components and puts forward the control method of the
power head electrohydraulic drive system based on frac-
tional FOPID. To further improve the control effect of the
system, the genetic algorithm (GA), particle swarm algo-
rithm (PSO), whale optimization algorithm (WOA), three
groups of intelligent optimization algorithms are used to
adjust the FOPID and PID controller parameters, and the
influence of the above different combination algorithms on
the control system is evaluated, to provide theoretical
guidance for the reliability of the reaming operation of the
reverse well drilling rig [21–24]. Finally, field experiments
were conducted in Liuqiao Town, Suixi County, Anhui
Province, to prove the effectiveness of WOA-FOPID control
strategy in electrohydraulic drive control system. It further
provides new theoretical guidance for the intelligent control
strategy of the electrohydraulic drive system of the power
head.

2. Mathematical Modeling

(is article takes a deep well lane full-section test drilling rig
(raising boring) as an example to study, which is the most
widely used [25] and belongs to the lower lead upward
expansion type. In order to apply intelligent drilling tech-
nology to raise boring machine, taking the power head as the
research object, PLC and HMI are used to design the rock
breaking control system. Four variable displacement piston
pumps a11vlo130lrd are connected in series into two groups,
which are driven by 132 kw motors to drive four
mcr15a1500w80z32a0m2l4 2S 506u two-speed radial piston
motors, and the hydraulic motor also controls the rotation of
the power head [26, 27]. (e overall idea of the structure
composition, construction process, and control scheme of
the reverse well drilling rig and the power head is shown in
Figure 1.

To facilitate the theoretical modeling and analysis, the
basic assumptions of hydraulic motor modeling are made.
On this basis, the proportional amplifier, electrohydraulic
proportional control valve, power head electrohydraulic
coupling model, and the transfer function of power head
hydraulic motor speed are established, respectively. (e
signal output by the controller is a voltage signal or a current
signal, which is a component that amplifies its input signal
and simplifies this model to a proportional link because of its
input and output characteristics. Its transfer function is as
follows:

Gi �
I(s)

Ui(s)
� Kb, (1)

where Kb is the gain of the proportional amplifier.
(e current signal output by the proportional link is

based on dynamics and electromagnetic induction to drive
the proportional solenoid movement, and then, the valve
spool generates motion, thereby controlling the size of the
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valve opening and the direction of the liquid in and out. (e
working principle of the electrohydraulic proportional
control valve is established, and the following expressions
are established for the relationship between the coil current
in the electromagnet, the driving force of the electromagnet,
and the displacement of the valve core:

u � L
di

dt
+ Rc + rρ i,

Fd(t) � KIU(t),

FM(t) � m
d
2
x

dt
2 + c

dx

dt
+ ksx.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

(e transfer function obtained by pulling the change of
(2) is as follows:

G2 �
X(s)

I(s)
�

Kxi

s
2

+ 2ωnξs + ω2
n

. (3)

In the formula, ωn is the natural frequency of the spool, ξ
is the damping ratio of the spool, and Kxi is the gain of the
electrohydraulic proportional valve.

(e electrohydraulic coupling model of the power head
is composed of the hydraulic motor connected to the power
head through the deceleration device, so the following re-
lationship is established according to the flow continuity of
the hydraulic motor valve, the static characteristic equation,
the dynamic balance equation of the shaft, and Cd:

qL � CdAx

����������
1
ρ

ps − pL( ,



qL � Dm

dθm

dt
+ CtmpL +

Vt

4βe

dpL

dt
,

T � DmPL � J
d
2θm

dt
+ Bm

dθm

dt
+ Gθm + Tf,

Tf �
Jesωd(s) + Beωd(s) + Td(s)

i
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

As can be seen from Figure 1, the hydraulic motor and
the power head are connected through the deceleration
device, and the angular velocity exists: r

→. A pull transform
on equation (4) is performed to get the following equation:

T � DmPL(s),

� iJ1 + Je( sωd(s) + iBm + Be( ωd +
Td(s)

i
.

(5)

From (5), it can be known that the equivalent inertia of
the power head Jd � iJ1 + Je is equivalent to viscous
damping coefficient Bd � iBm + Be. (e transfer function of
the electrohydraulic coupling power head model under no-
load state is sorted out:

Gd1(s) �
ωd(s)

Ui(s)
�

Kd

s
2

+2ωnξs +ω2
n  s

2/ω2
d +2ξd/ωds +1 

,

(6)

where Kd � KαKxiKqDm/iD2
m + Bd(Ctm + Kc), ωd �

�������������������������
βe[iD2

m + Bd(Ctm + Kc)]/VtJd


, and ξd � Jdβe(Ctm + Kc) +

BdV/2
������������������������
βeVtJd[iD2

m + Bd(Ctm + Kc)]


.

Proportional amplifier, electrohydraulic proportional
valve, and hydraulic motor-related parts of the parameters
are as follows: the inertia of the motor shaft J is 67 kg·m2, r

→

is 0.4755 kg·m2, the total volume Vt of the connecting pipe is
3×10−4m3, the elastic modulus of the system is 6.9×108N/
m2, the flow gain Kq is 2.42m

2/s, the motor displacement is
2.39×10−4m3/rad, the gear ratio of the reducer is i of 6.817,
and the open-loop transmission function of the power
displacement signal by calculating the angular velocity of the
power head is as follows:

Gd1(s) �
ωd(s)

Ui(s)
�

Kd

s
2

+2ωnξs +ω2
n  s

2/ω2
d +2ξd/ωds +1 

,

�
8.476×104

5.487×10−5
s
4

+0.0252s
3

+2.85s
2

+432.59s +10000
.

(7)

By (7), we obtain the system without interference and
control Bode diagram as shown in Figure 2.

From Figure 2, it can be seen that when the amplitude-
frequency characteristics reach zero decibels, the phase-
frequency characteristics are below −180° line, and the phase
lag point has a negative stability margin at the 180° point, so
there is a stability problem in the system, but due to the
stability of the system itself and the dynamic characteristics,
to make the system have a stable margin, it is necessary to
add a controller to adjust to meet the stability requirements.

Reverse well drilling rig Power head

Figure 1: Overall train of thought block diagram.
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3. Fractional Order FOPID Controller Design

As a branch of the control field, fractional order (FOPID)
control has many advantages such as flexible and precise
parameter adjustment, large system stability margin, and
strong system robustness and has been widely used in dif-
ferent types of controller design [28–30]. Fractional order
PIλDμ control was first proposed by Igor Podlubny, and its
superiority over traditional PID control was demonstrated
through response analysis [28–30], [31-36]. Fractional order
PIλDμ controller of the order of parameters λ and μ can take
any real number, in the P − I − D plane, according to the
different controller parameters to take the value; FOPID
control system structure is shown in Figure 3. Compared
with traditional PID control, fractional PIλDμ control can
more subtly reflect the transition process from proportional
control to integral control and differential control, to achieve
a control effect with higher accuracy, better stability, and
stronger anti-interference ability.

(emathematical expression for the FOPID controller is
as follows:

C(s) �
U(s)

R(s)
� Kp +

Ki

s
λ + Kds

μ
, (8)

where Kp is the proportional gain, Ki is the integral gain, Kd

is the differential gain, and λ and μ are the fractional and
integral orders, respectively.

4. Whale Optimization Algorithm

Based on the advantages of fractional order PID control
algorithm, this paper proposes a control strategy based on
WOA-FOPID algorithm.(ere are many kinds of parameter
tuning methods for FOPID. According to the regulation

characteristics of the algorithm itself, it is mainly divided
into traditional method tuning and intelligent optimization
algorithm tuning, and the intelligent optimization algorithm
is widely used because of its self-adaptability. In this paper,
genetic algorithm (GA), particle swarm optimization (PSO),
and whale optimization algorithm (WOA) are combined
with FOPID control theory, respectively, and the above three
intelligent optimization algorithms are used to set FOPID
control parameters. (e structure of intelligent control al-
gorithm FOPID control system is shown in Figure 4.

To fully explore the advantages of genetic algorithm
(GA), particle swarm optimization (PSO), and whale opti-
mization algorithm (WOA), three intelligent optimization
algorithms are combined with PID and FOPID, respectively,
and the speed control effect of power motor is further an-
alyzed through different control strategies. (e flow chart of
setting FOPID parameters by the developed intelligent
optimization algorithm is shown in Figure 5.

5. Parameter Setting and Optimization
Process of Real Analysis and Optimization
Flow Simulation Analysis

(ere are many kinds of parameter tuning methods for
FOPID. With the development of intelligent and control
technology, according to the regulation characteristics of the
algorithm itself, it is mainly divided into traditional method
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Figure 2: Open-loop Bode diagram of the system without interference and control.

r (t) e (t) u (t)

FOPID Controlled
object

y (t)

Figure 3: Structure of the FOPID control system.
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and intelligent optimization algorithm. (e intelligent op-
timization algorithm is widely used because of its self-
adaptability. (e whale optimization algorithm (WOA) has
been widely used because of its simple optimization
mechanism and fast solution speed. (e algorithm searches
for the optimal solution by simulating the predation be-
havior of humpback whales [37–39] and solves the D-di-
mensional optimization problem in which f(x) is the
optimization objective function:

Min f(x), s.t.1≤ x≤ u. (9)

In servo control, the ITAE performance index weights
the error so that the error signal converges to zero as soon as
possible. (e optimization objective function generates the
objective function of control parameter optimization under
the ITAE index, which is defined as follows:

fy � 
N

t�0
L(t)|e(t)|. (10)

Here, N is the number of search targets; L (t) is the time
series; and e (t) is the error signal between the response
frequency and the reference frequency. (e smaller the Fy,
the better the effect of dynamic response. As shown in
Figure 6, the contents and steps of WOA are summarized.

In this paper, genetic algorithm (GA), particle swarm
optimization (PSO), and whale optimization algorithm
(WOA) are combined with PID and FOPID, respectively.
(rough different combined control strategies, the control
effect of raising boring power head is further analyzed and
compared. (e specific parameter settings of each algorithm
are shown in Table 1.

It can be seen in Table 2 for comparison of different
combination strategies and control indicators, the dynamic
response curve comparison diagram of each combination
strategy of the regulation system is shown in Figure 7.
Figure 7(a) is the step response diagram of each intelligent
optimization algorithm and PID combination strategy, and
Figure 7(b) is the step response diagram of each intelligent
optimization algorithm and FOPID combination strategy;
the comparison of PID and FOPID combined control
strategies based on WOA is shown in Figure 8.

As can be seen in Figure 7, after adding PID and FOPID
controllers, the system can quickly tend to a stable state.
Comparing Figure 7(a) with Figure 7(b), in the control based
on the same algorithm, the FOPID control is significantly
better than the PID control in terms of response time and
dynamic response; in Figure 7(a), the step response of
WOA-FOPID control strategy is obviously better than the
control strategy based on GA and PSO algorithm, and the
overshoot is 8 35%, only 0.5%. Stable state is reached in 1 s; in
Figure 7(b), the step response of WOA-FOPID control
strategy is also better than the control strategy based on GA
and PSO algorithm, at 0.5%. It reaches a stable state within
02 s, and the overshoot is only 0.5% 12137%. (e simulation
results in Figures 7(a) and 7(b) show that in the PID/FOPID
combination strategy, the whale optimization algorithm
(WOA) has more advantages than the genetic algorithm
(GA) and particle swarm optimization algorithm (PSO) in
the process of intelligent parameter adjustment.

Figure 8 compares the two controllers based on WOA.
(e results show that WOA-FOPID is more dominant,
which further verifies the superiority of FOPID controller. In

r (t) e (t) u (t)
Controlled

objectFOPID controller

GA/WOA/PSO

Kp Ki Kd λ μ

y (t)

Figure 4: Structure diagram of the intelligent control algorithm FOPID control system.

Initialization

Intelligent algorithm to
optimize FOPID parameters

Import FOPID controller

Computer arm control
system output

Calculate fitness

Updated the optimal value and
optimal FOPID parameters

t = t+1

t>Tmax

End

Y

N

Figure 5: Flow chart of intelligent optimization algorithm for
tuning FOPID parameters.
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these combination strategies, it is concluded that the optimal
controller is the FOPID controller based on WOA, and the
parameters of the controller are as follows:

Gc � 15.2654 + 20s
−1.0039

+ 9.5963s
1.1118

. (11)

6. Experiment

To verify the correctness and effectiveness of WOA-FOPID
control strategy in the electrohydraulic drive control system

of the power head of raise boring machine, the performance
test of the power head of raise boring machine was carried
out in Liuqiao Town, Suixi County, Anhui Province.(e on-
site commissioning layout is shown in Figure 9.

To meet the normal operation of the rock breaking test
rig, the rock breaking control system mainly adopts Siemens
S7-1200 series PLC and its expansion module, combined
with the control system designed by HMI to realize the start/
stop action of the pump station motor, the forward/reverse
action of the power headmotor, the stepless speed regulation

1) Initialization phase

4) �e parameter optimization process is as follows 3) Global exploration stage

Using WOA to optimize the control parameters, the optimization variables
are expressed as x = [x (1), X (2), X (3), X (4), X (5),] and the optimization
variables are mapped to the spatial dimension of whales, dim = 5. �e
optimization process of fopid control parameters based on WOA is as
follows:

In this stage, the prey (exploration) is searched globally
based on the change of direction A. Compared with the local
search stage, this stage no longer aims at the current best
search individual, but updates the position of the search
individual in the exploration stage according to the randomly
selected search individual. Its mathematical expression is as
follows:

Step 1: algorithm initialization. Set the population size n of the control
parameter objective function, determine the spatial dimension dim of the
optimization variable, and the maximum number of iterations of the
search max_ ITER and the number of search targets and other related
parameters;

Step 2: analyze and compare the value of the objective function
corresponding to the optimization variable obtained in each search, and
then determine the location of the optimal individual, which is defined
as X *;
Step 3: when p < 0.5 and | a | ≥ 1, update the position according to
formula (1); When p < 0.5 and | a | < 1, update the position according to
equation (12); When p > 0.5 and | a | < 1, update the position according
to equation (16);

Step4: judge whether the error accuracy and termination conditions of
the algorithm are met. If so, the algorithm ends and outputs the optimal
variable and the corresponding objective function value; Otherwise, go to
and continue the iteration of the optimal solution.

2) Local search phase

N solutions are generated in the random d-dimensional search space, and
the position of the ith solution is defined as:

By shrinking the encirclement and spiraling upward, the
position update expression is as follows:

Where, B is the constant of logarithmic helix shape, l
belongs to random number, and the range is [- 1,1].
: When the coefficient vector|A|<1, it means that the
current latest position moves in the contraction
enclosure. Whether to attack or surround the target is
determined according to the random variable P. its
mathematical model is as follows:

Since the position of the optimal design in the search speed is not known a
priori, it is assumed that the current optimal solution is the target prey or
close to the optimal solution. A�er the best search agent is defined, the
remaining search individuals will update their locations based on the best
search agent. �e position update expression is as follows:

Where, D represents the distance between the search individual and the
optimal solution, X * (T) is the position of the current optimal solution,
and the calculation method of coefficient vectors a and C isas follows:

In the whole iterative process, a changes linearly from 2 to 0; r1 and r2 are
random numbers of [0,1], and Tmax is the set value of the maximum
number of iterations.

x i (0) = [xi1 (0), xi2 (0),...., xiD (0)], i = 1,....N

x (t + 1) = x *(t)– A · D
D = C · x * (t)– x(t)

A = 2a· r1 – a C = 2·r2 a – 2 – 2 - t
trand

→ → → → → →

x (t + 1) = D’ ·ew ·cos (2πl)+x*(t)
D =| x * (t)– x(t)|

→ → →

x (t + 1) = 
x* (t)– A·D→
→

→ →

→ →

D’ · ew ·cos (2πl)+x*(t)

if p < 0.5

if p ≥ 0.5

x (t + 1) = xrand – A · D
→ →→ →

→ → → →
D = |C·xrand–x|

Figure 6: WOA steps and contents.
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of the power head output shaft, the lifting/lowering action of
the thrust cylinder, the pressure, displacement, stroke,
constant pressure/constant torque drilling mode switching
precise control of temperature control, and automatic op-
eration of pump station. At the same time, the rock breaking
control system is equipped with a remote control function to
facilitate remote operation. S7-1200 series PLC and large
screen display form the control core in the control cabinet,
and each working condition monitoring and input/output
drive unit cooperates with each other to ensure the stable
operation of various control functions of the system. (e

general scheme of electric control system of raise boring
machine is shown in Figure 10.

6.1. Power Head Speed Control Scheme. Power head speed
regulation control model in the process of power head speed
adjustment potentiometer from minimum to maximum
adjusts the displacement of variable pump from 0 to 145ml/
R and variable motor from 215 to 65ml/R in turn. (at is, in
the first half of the speed regulation process, the displace-
ment of the motor remains unchanged, and only the

Table 1: Specific parameter setting table of each algorithm.

PSO GA WOA-FOPID WOA-PID
Max_er 200 200 50 50
N 20 50 — —
C1 1.49 — — —
C2 1.49 — — —
Variation parameters — 0.8 — —
Variation probability — 0.75 — —
Dim — — 5 3
Search agent no. — — 100 100

Table 2: Comparison of different combination strategies and control indicators.

Combination
Dynamic index

Standard variance Overshoot (%) Stabilization time (S)
PSO-PID 0.06309 30.1721 0.84
GA-PID 0.06309 30.1217 0.84
WOA-PID 0.03624 8.35 0.1
PSO-FOPID 0.06349 2.8197 0.51
GA-FOPID 0.03778 6.9309 0.16
WOA-FOPID 0.03535 0.12137 0.02
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Figure 7: Comparison of dynamic response curves of each combination strategy of regulation system. (a) PID combination strategy.
(b) FOPID combination strategy.
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Figure 9: Site layout.
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Figure 10: General scheme of the electric control system for raise boring rig.
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displacement of the variable pump is adjusted to meet the
requirements of speed adjustment. In the second half, the
maximum displacement output of the variable pump is
maintained, and only the displacement of the variable motor
is adjusted to meet the requirements of speed adjustment. In
this way, no matter at any speed, the output torque is the
maximum torque corresponding to the speed:

(1) Remote Control and Valve Group Control of Hy-
draulic Pump Station. Before the remote control of
hydraulic pump station operates the control system,
the pump station motor must be started first to make
the pump station in working state. To avoid starting
the pump station in another place, the system adds

the start and stop button of the pump station motor
on the control cabinet, and the start signal sent by the
button acts on the soft starter remotely to realize the
start and stop function of remote control motor.
Control Scheme. (e main pump motor is started by
soft starter, and the start/stop signal of soft starter is
controlled through the console button to realize the
start/stop control function of corresponding motor.
Control process is in Figures 11 and 12.
(e valve group control system sends the control
command to PLC through the knob on the operation
panel or the virtual button on HMI, and the output

Console control button

Main control system

Contactor

Judge whether there is alarm
information? 

Pump station motor (auxiliary
pump motor) 

Fault alarm

Yes

No

Judge whether the circuit breaker is
open?

Yes

Figure 12: Control flow diagram of the auxiliary pump motor.

Console control

Main control
system 

Judge whether there is alarm
information? 

Electromagnetic
commutator Fault alarm

Yes

No

Remote control
knob 

receiver

Figure 13: Flow chart of forward/reverse control of the power
head.

Console control

Main control
system 

Judge whether there is alarm
information? 

Proportional
electromagnet Fault alarm

Yes

No

Remote control
knob 

receiver

The variable pump

Figure 14: Flow chart of stepless speed regulation control of power
head output shaft.

Console control button

Main control
system 

Starting cabinet (so� starter)

Judge whether there is alarm
information? 

Pump station motor (main pump
motor) 

Fault alarm

Yes

No

State
feedback 

Figure 11: Control flow diagram of the main pump motor.
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signal drives the corresponding solenoid valve action
through the relay to realize the corresponding
functions.

(2) (e power head is driven by 160ml/R variable pump
and variable motor. To realize the adjustable steering
and speed, the system designs a three-position knob
to control the action of the electromagnetic direc-
tional valve, so as to realize the steering control of the
power head. At the same time, the potentiometer is
designed to input 0∼5V analog signal, and then,
through the calculation of PLC speed regulation
model, the first conductive signal of 0∼10V driving
proportional amplifier is output, the proportional
amplifier to output 200∼600mA current is con-
trolled, and then the speed of power head is
controlled.
Forward/Reverse Control Scheme of Power Head.
Forward/reverse switching control is realized
through three-position four-way solenoid direc-
tional valve. (at is, the control of the electromag-
netic directional valve is realized through the console
knob or the remote controller knob, to realize the
control of the forward/reverse switching function.
Control flow is shown in Figure 13.
Stepless Speed Regulation Control Scheme of Power
Head Output Shaft. (e flow is adjusted by con-
trolling the swing angle of variable pump, to realize
the function of stepless speed regulation of power
head output shaft. (at is, the proportional elec-
tromagnet is controlled by the knob potentiometer,
and then, the swing angle of the variable pump is

controlled to realize the function of stepless speed
regulation of the output shaft of the power head.
Control flow is shown in Figure 14.

6.2. Implementation Plan. Field commissioning stage: (is
stage involves speed regulation of power head under shunt
state. (e experimental parameters are shown in Tables 3–5:

(1) Stage I: the displacement of the power head motor is
kept unchanged, and the displacement of the hy-
draulic pump is adjusted from 0 ∼ 145(ml/r). At this
time, the driving current of the power head motor is
about 43mA (the corresponding digital quantity is
2000). According to the driving characteristic curve,
the maximumdisplacement of the power headmotor
is 216.5ml/r.

(2) Stage II: the displacement of the power head motor is
kept unchanged, the discharge of the hydraulic pump
is adjusted to the maximum value of 145ml/r
(theoretical value), the actual control driving current
is about 586mA (corresponding to the digital
quantity of 27000), and the flow of the corresponding
pump is 140ml/r. At this time, the displacement of
the power head motor remains at the maximum
value of 216.5ml/r.

(3) Stage III: the maximum displacement of the hy-
draulic pump is kept unchanged at 145ml/r, and the
displacement of the power head motor is adjusted
from 216.5ml/r to Vgmin. When the software
controls the minimum displacement of the power
head motor, the corresponding driving current is

Table 3: Experimental parameters (relationship between displacement and current of the power head motor).

Serial number 1 2
Electric current 200 600
Company mA mA
Displacement 216.5 0
Company ml/r ml/r
Maximum speed 2900 5500
Company r/min r/min

Table 4: Experimental parameters (relationship between pump displacement and current).

Serial number 1 2
Electric current 200 600
Company mA mA
Displacement 145 0
Company ml/r ml/r
Maximum speed 1450 1450
Company r/min r/min

Table 5: Experimental parameters (electromagnet at technical data EP1 and EP2).

Technical data electromagnets at EP1 and EP2
Voltage EP112V (±20%) EP212V (±20%)

Control current (mA) Initial control value at displacement Vgmin 400 200
Control termination value at displacement Vg max 1200 600
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about 526mA, Vgmin is 0.185 times, and
Vg max � 216.5ml/r × 0.185 � 40.0525ml/r.

(4) Stage IV: the rotating speed of the power head is the
maximum, and the Baote remains unchanged.

6.3. Empirical Conclusion
① Compared with “the power head parameter table of

enhanced TD2000 drilling rig under shunting state
and turning into working condition,” there is an
error in the maximum displacement control of hy-
draulic pump station, with an error of about 5ml/r.
(ere is still a little room for optimization, which can
be optimized on-site.

② Compared with “the power head parameter table of
enhanced TD2000 drilling rig under shunting con-
dition and turning into working condition,” the
minimum displacement control of power head motor
has error, and the error is about 2ml/r, so the op-
timization needs to be careful (during plant com-
missioning, when the speed regulation exceeds a
certain position, the speed of power head decreases
instead).

③ In the whole speed regulation process, the trend is
basically consistent with the table of power head
parameters under shunting condition of enhanced
TD2000 drilling rig, but there is a little error at the
two end points. (e error is as described in points①
and② above. (e position number described in the
table is included in the whole speed regulation
process and does not need to be corrected separately.
Only the corresponding speed identification needs to

be carried out on-site. (e corresponding position is
marked.

7. Conclusion

Aiming at the problem of whether the power head of raise
boring machine can be driven in complex environment
during reaming operation, using the fine-tuning charac-
teristics of FOPID control to apply to the nonlinear control
object, a method of adjusting FOPID control parameters
based on whale optimization algorithm (WOA) is proposed.
(rough the establishment of the electrohydraulic coupling
model of the power head of the raise boring machine and the
simulation analysis in MATLAB software, the following
conclusions are obtained (Table 6):

(1) From the simulation results of six different com-
bined control strategies, it can be seen that the overall
control effect of FOPID is much better than PID
control in the overshoot and response time in the
frequency response curve. In PID control, the
overshoot is at least 8.35%, while the overshoot of
FOPID control is at most 6.9309%. (e results show
that FOPID is more suitable for the electrohydraulic
control of raising boring than PID, and the overall
response time is shorter. It can adjust the angular
speed of the power head in time and then control the
fast and slow switching of the power head, which
shows that FOPID control has a better application
prospect in the electrohydraulic drive control of
raising boring.

(2) Among the six combined control strategies, the
combined strategy based on WOA has obvious

Table 6: Meaning of each character in the text.

Symbol Parameter meaning Parameter value or unit
Cd Flow coefficient of solenoid proportional directional valve —
ρ Hydraulic oil density kg/m3

A Area of solenoid proportional directional valve port m2

ps Outlet oil supply pressure MPa
x Spool displacement of solenoid proportional directional valve m
pL Outlet flow or load flow of solenoid proportional directional valve m3/s
Ctm Total leakage coefficient of hydraulic motor Ctm � Cim + Cem/2
Vt Total volume of oil inlet chamber, oil return chamber, and connecting pipe of hydraulic motor —
βe Effective bulk modulus of elasticity —
Dm Volume displacement per radian of hydraulic motor —
θm Angular displacement of output shaft of hydraulic motor —
Je Equivalent inertia of reducer —
Be Equivalent damping coefficient of reducer —
U Input voltage —
Fd Wire coil —
i Current in coil —
Rc Coil internal resistance —
c Damping coefficient of valve core armature assembly —
rp Internal resistance of amplifier —
KI Voltage force gain of proportional electromagnet —
m Quality of valve core armature assembly —
L Displacement of valve core —
ks Spring stiffness of armature assembly —
FM Current magnet driving force —
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advantages in each control method.(e overshoot of
WOA-PID control strategy in PID control is at least
8.35% and takes 0.1 s; the overshoot of WOA-FOPID
control strategy in FOPID control is at least
0.12137%, with a time of 0.02 s. From the numerical
iteration process of WOA objective function, it can
be found that WOA has good optimization ability
and convergence performance, which verifies the
excellent performance of WOA in control parameter
tuning. (e experimental data show that the WOA-
FOPID combined control strategy studied in this
paper can respond to the input in time, and the
FOPID parameters are adjusted through WOA,
which has a good effect on the optimization of
control parameters and can effectively improve the
control accuracy of FOPID.

(3) After the design of the control system is completed, it
is debugged and applied on the raise boring rig. (e
control system realizes various functions including
remote pump station start and stop control and
single/double drive motor switching control and
meets the requirements of process operation. Ex-
periments show that the WOA-FOPID control
strategy is effective in the electrohydraulic drive
control system. (e control strategy can make the
electrohydraulic drive control have good real time,
accuracy, and rapidity and can realize fast power
head. Slow switching and high-precision control can
be used as the exclusive control system of raise
boring rig.
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�is study speci�cally designed an eye-tracking supported scienti�c problem-solving assessment: hands-on manipulation task
system to explore the di�erences in visual attention and cognitive processes between high and low science achievement groups.
�irteen students with high science achievement and fourteen students with low science achievement participated. Students
needed to complete the hands-on manipulation assessment, consisting of three modules, including selecting experimental
equipment, experimental design, and building the experimental model. Behavioral and eye movement data were collected during
the process. �e results showed that the high science achievement group allocated more visual attention to the hands-on
manipulation task, acquired more information through visual �xation, and assigned more attention to the key area. In module
three of the hands-on manipulation task, the high science achievement group transformed from a visual channel to a tactile
channel, and they generated more hands-on behaviors depending on the experimental area. Furthermore, the results showed a
high correlation between students’ eye movement behavior and the performance of scienti�c problem-solving assessments. Eye
movement behavior could predict students’ performance in scienti�c problem-solving. �e average �xation duration and the
average �xation duration of the interest area were two signi�cant determining parameters. �e implications of the experimental
results for front-line science education, curriculum designers, and science assessment were also discussed.

1. Introduction

China’s educational reform in recent years emphasized
the importance of cultivating students’ ability to solve
scienti�c problems. According to the Primary School
Science Curriculum Standards issued by the Ministry of
Education in 2017, primary school students should master
the necessary scienti�c knowledge and scienti�c research
methods, develop the ability to handle practical scienti�c
problems, and participate in public a�airs. In the face of
increasingly complex scienti�c problems, the ability to
quickly retrieve and integrate essential information to
form practical scienti�c problems solving paths and take
actions along a practical path is crucial [1]. In PCAP
scienti�c academic assessment content framework, three

competencies in students’ continuous knowledge learning
were mentioned: scienti�c inquiry, scienti�c reasoning,
and problem-solving. �inking skills that students need
include creativity, critical thinking, problem-solving, and
metacognition [2]. Problem-solving is the cognitive
processing of transforming a known state into a goal state
when the problem solver has no obvious solution [3].
Newell and Simon [4] believed that problem-solving
began with information retrieval to construct the mental
representation of external problems in well-structured
problems. By comparing the di�erence between the target
state and the known state, e�ective operations are per-
formed to successfully transform the given state of the
system into the target state. �e OECD [1] proposed the
framework for problem-solving that involves four main
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processes: “exploration and understanding,” “represent-
ing and formulating,” “planning and executing,” and
“monitoring and reflecting.” Traditional assessment
measures like standardized tests are unsuitable for
assessing multiple core competencies such as problem-
solving competence. )e following four methods are
suggested for assessment: project assessment, perfor-
mance assessment, group assessment, and portfolio as-
sessment [5]. )e reasoning could be strengthened when
the relevant behavior is observed multiple times in
multiple environments, and its performance takes into
account cognitive, motivational, ethical, and emotional
aspects [6]. )erefore, it is necessary to integrate evidence
from various assessment sources. Redecke [7] stressed
that, according to the core literacy to determine different
evaluation ways, computer-based testing, online testing,
simplified game, and electronic portfolio played a crucial
role in the core literacy assessment. Meanwhile, the school
curriculum evaluation should strengthen the technical
development and application of authentic situation as-
sessment. )e Program for International Student As-
sessment (PISA) emphasized three characteristics of the
problem-solving definition: “authentic situation” rather
than the abstract problem. )e “nonobvious” of scientific
problem-solving reflected the nonroutine of problem
solutions. )e “interdisciplinary assessment” draws on a
wide range of problem-solving knowledge [1].

)e level description of problem-solving is not based on
the specific thought process. It focuses on situational
complexity, authenticity, and strategies. Authentic situation
tasks require presenting situations that reflect real challenges
in an individual’s life and work, where students use scientific
knowledge and skills, independent judgment, and creative
collaboration to solve problems. )e design of problem-
solving tasks in [8] had carried out the computer man-
agement and human-computer interactive evaluation based
on. An interactive task was added in which participants were
designed to manipulate variables to determine the impact on
the results [1]. NAEP has added interactive computer tasks
and hands-on task sections since 2009. In hands-on tasks,
students have to design scientific inquiry by themselves,
select materials, and conduct an inquiry to solve problems
and explain scientific phenomena [9]. Adopted the human-
computer interaction mode, and the computer dynamically
collected students’ data to complete authentic situation
tasks. However, as PISA tried to avoid repetition with other
literacy evaluations when designing the assessment of
problem-solving ability, thus such questions rarely involve
the subject background knowledge, which restricted the
practical application of problem-solving competency as-
sessment. )e “authenticity assessment” is always associated
with performance assessment. )e competency to use
knowledge can only be assessed when completing a job in
response to a specific task by using our knowledge and skills.
)is evaluation method can fully reflect students’ compe-
tency, learning achievements, and extensive knowledge
understanding [10]. According to the “authenticity evalu-
ation” model, Chang [10] designed three different question
forms to investigate students’ scientific cognition level when

studying ninth-grade students’ scientific literacy. )ese
studies found that the “authenticity evaluation” model with
different question forms was an effective method to evaluate
students’ scientific literacy, among which “hands-on ma-
nipulation” significantly influences students’ evaluation
results. However, cultivating students’ hands-on manipu-
lation competency is often neglected due to time problems.
)erefore, educators can improve their understanding of
complex concepts by designing authentic situation models
to reduce the gap between students’ knowledge learning and
real life.

)e development of big data and information technology
[11–14] provides a reliable supporting tool for this research.
Many studies have found that some eye movement pa-
rameters [15–17], such as fixation duration, fixation duration
percentage, fixation frequency, regression frequency, and
average pupil diameter, provided critical evidence to explore
the psychological process of students. Tai [18] compared the
eye movement differences in problem-solving behaviors of
participants with different professional backgrounds in
scientific evaluation and found that the eye movement
differences were related to the participant’s professional level
on a specific topic. Tsai et al. [19] investigated the eye
movement differences of students with different professional
backgrounds in PISA online assessment, and the study
found that students majoring in science allocated more
attention to critical areas and conducted deeper processing.
Hu et al. [20] studied the information processing strategies
of students in solving PISA interactive and analytical
questions, which required self-discovery of information or
provided a large amount of information in the questions.
Students with good performance had a longer fixation
duration in both questions. )ey tended to apply their
previously constructed problem patterns to solve current
problems, meanwhile adopting plan-driven forward rea-
soning to obtain more effective actions. Underperforming
students switched their gaze points frequently between areas
of interest and adopted “goal-result” backward reasoning,
which required constant searching to reduce the difference
between the current state and the target state. Krstić et al.
[21] explored the students’ eye movement patterns in PISA
reading evaluation and found that students with high scores
paid more attention to relevant information in texts and
pictures, while students with low scores lingered in texts and
pictures instead of extracting essential information. Kaller
et al. [22] found evidence to distinguish the processes using
eye-tracking technology. )e study showed that the initial
fixation change and fixation duration did not change with
the problem structure, suggested that the early eye move-
ments generate mental representations of the starting state
and the target state, and compared the two states to de-
termine structural differences. )e problem structure did
not affect the initial fixation change. )e final gaze shifted
before the problem structure affected the execution phase,
suggesting that fine processing was related to the final fix-
ation change. In recent studies, Mobile Eye Tracker (MET)
has been conducted to compare the visual attention char-
acteristics widely, people’s cognitive process in authentic
situation tasks allows participants to move their heads freely,
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and their behaviors are not strictly restricted. For instance,
participants can walk in the park [23] and complete the
experimental task [24]. )e applications of MET meet the
needs of different topic formats in the evaluation, especially
the hands-on evaluation format. In educational evaluation,
using MET to study problem-solving helps reveal partici-
pants’ strategies for acquiring information, making it pos-
sible for procedural evaluation. Bryan et al. [25] applied
MET to the International Adult Competency Assessment
(PIAAC). )e study selected a computer-based technology
assessment containing literacy, numeracy, and problem-
solving modules, where participants may use a pen or cal-
culator and interact verbally with the researcher. Off-screen
eye movements were captured with MET to see how par-
ticipants read and recognized information during problem-
solving. In the experiment of physical concept learning,
Chien et al. [24] proposed that hands-on manipulation was
essential for laboratory learning. )e previous studies
showed the following: (1) More professional people showed
more refined visual behaviors when performing tasks, paid
more attention to areas related to actual tasks, and paid less
attention to redundant areas [26]. (2) Studies on grouping
participants according to their performance found that
participants with higher achievement could not only ef-
fectively use previous knowledge [27] and identify task-
related areas but also adopt more effective analysis strategies
to gain relevant information [20]. (3) Eye movement indi-
cators could predict students’ evaluation performance.
Studies have shown that successful problem solvers had
smaller pupils on easy problems while larger pupils on
complex problems [28]. Other studies have found that av-
erage fixation duration was the best predictor; students with
longer average fixation duration showed deeper cognitive
processing [27].

2. Purpose

)is study designed a set of scientific problem-solving
evaluation tasks in the authentic situation, including the
paper evaluation and hands-on manipulation assessment.
After completing the scientific knowledge task module
presented on the computer, participants were required to
complete three scientific problem-solving hands-on ma-
nipulation tasks. According to their scientific knowledge
concept evaluation and previous comprehensive scores, the
participants were divided into high and low groups. )e
differences in eye movement and cognitive process among
different groups were explored. Eye movement tracking
technology was used to record and collect the eye movement
behavior of each participant, such as their average fixation
time, fixation time percentage, average pupil diameter,
fixation times in each task module, and the average fixation
time and fixation time percentage in different areas of in-
terest in each task module. )e following research questions
can be used as guidelines in pursuing this goal:

(1) Would the high science achievement group perform
better than the low science achievement group in the
hands-on manipulation assessment?

(2) When performing the hands-on manipulation as-
sessment, would the high science achievement group
allocate more visual attention than the low science
achievement group?

(3) What is the relationship between students’ scientific
problem-solving performance and eye movement
behavior?

(4) Could the eye movement behavior be used to predict
students’ performance in scientific problem-solving?

3. Methods

3.1. Participants. In this study, thirty-nine students from
grade seven in Taicang No. 1 Middle School, Jiangsu
Province, China, were randomly selected. )e number of
participants in the preliminary experiment was 7. )e
number of valid participants in the formal experiment was
27, and 5 were invalid participants, who were rejected be-
cause the rate of eye movement data did not reach 90%.
)ere was no significant difference in age between the high
and low science achievement groups (n� 27; between ages
12 and 13; M� 12.66; SD� 1.09; 15 males and 12 females).
)e students who participated in the assessment have
studied the core science concepts covered. )e scores of
students’ entrance science examination and core concept
evaluation were weighted as the basis for grouping. )e
average score of 27 students was 56.78, and there was an
extremely significant difference in the weighted average
score between the two groups of students, t(1, 25) � 5.97,
p< 0.001. Twenty-seven students were divided into high and
low science achievement groups based on their weighted
average scores. )ere were 13 students in the high science
achievement group but 14 students in the low science
achievement group.

3.2. Design of Scientific Problem-Solving: Hands-On Manip-
ulation Assessment. )is study developed a science prob-
lem-solving assessment, “Energy Efficient House,” to
evaluate students’ core science concept of “heat absorption
and heat dissipation.” Participants were required to make
experimental hypotheses, build experimental platforms,
obtain measured data, and form preliminary conclusions
according to the experimental result. )e hands-on ma-
nipulation assessment consisted of three task modules,
which correspond to the problem-solving framework “ex-
ploration and understanding,” “representing and formu-
lating,” and “planning and execution” proposed by OECD
[1]. Students were required to read computer materials, learn
assistance manuals, and operate experimental instruments.

Module one was the selection of experimental equip-
ment, in which participants chose experimental equipment
suitable according to the various equipment provided by the
laboratory. Module two was the experimental design. Par-
ticipants made the experimental hypothesis of the “rela-
tionship between color and heat absorption ability” and
designed the experimental scheme based on the problem-
solving orientation. Module three was to build the experi-
mental model; after completing the preliminary
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experimental design and equipment selection, participants
needed to use experimental materials, sensors, and computer
software to build an experimental model and then verify the
hypothesis of “the relationship between object’s color and
heat absorption ability” by using the measured data.

)e assessment was designed based on the ECD (Evi-
denced-Centered Design) model and explored the students’
grasp of “heat energy” as the specific form of energy and
conversion principle. Authoritative international science
problem-solving assessments such as PISA, TIMSS, and
NAP are based on paper or online text formats, while our
research attempted to study hands-on science problem-
solving processes.

)e evaluation information presented on the computer
was in well-constructed mixed text and composed of written
web pages with paragraphs, tables, charts, and graphs or-
ganized in a mutually supportive and coherent manner. )e
computer was also equipped with experimental software
adapted to the heat sensor, which was convenient for reading
data from the sensor.

)e experimental materials included a heating lamp,
three metal heat absorption rods of the same material in
different colors, an iron rack, a clamp, three-hole support, a
pen, and a heat sensor.)e usage of experimental equipment
and sensors was described in the auxiliary manual, which
was convenient for students to read. A team of four science
education designers, consisting of two science teachers with
master’s degrees in science education, a science education
researcher with a doctoral degree, and a science education
professor, was responsible for designing the overall science
problem-solving assessment.

)e online scientific problem-solving evaluation as-
sessment platform runs on the Linux server. )e core of the
scientific problem-solving evaluation system was pro-
grammed in PHP and MySQL to process large data sets and
analytical programs efficiently.

3.3.-eEncoding Process. )e response of all participants in
the scientific problem-solving assessment was recorded in
the database for analysis. Meanwhile, the experimenter
recorded participants’ performance in the hands-on as-
sessment for analysis. )ree experimenters were all graduate
students majoring in “educational technology” and “applied
psychology.” )e experts’ team developed a standard coding
system and experimenter manual.

)e coding system carried out detailed coding guidelines
for the evaluation criteria of each question, such as how the
principal tester scores the answers of each item and examples
of answers that middle school students may have. Coding
guidelines were developed according to the content of each
module to ensure reliability and coding quality between
encoders.

3.4. Eye Movement Analysis. Eye-tracking glasses 2W were
the instrument for participants to operate flexibly in com-
puter-based scientific problem-solving assessment. )e
mobile tracking device designed and manufactured by the
German company SMI recorded each student’s eye

movements at a 60Hz sampling rate. It was a noninvasive
system, as a standard pair of glasses weight 68 grams, with
less impact on the psychological and physical burden of the
students. )e device was specially designed for the study of
dynamic eye movement, and it provided maximum pe-
ripheral perception and binocular visual positioning to
capture the natural gaze behavior of the students during the
hands-on manipulation assessment. A standard three-point
calibration and validation procedures were completed before
the formal assessment. )e following eye movement pa-
rameters were further analyzed from the original data to
record participants’ completion duration, total fixation
duration (TFD), average fixation duration (AFD), fixation
duration percentage (FDP), and Z score of pupil diameter
(PDZ). BeGazeTM software was used to analyze further each
student’s eye movement parameters in scientific problem-
solving assessment. Division of AOI in hands-on manipu-
lation assessment is shown in Figure 1.

4. Results

4.1. Different Hands-On Assessment Performance between
HighandLowScienceAchievementGroups. )e independent
sample t-test result for the high and low groups of students
showed that the high science achievement group students
significantly outperformed the low science achievement
group in the total score of the hands-on task, t(1, 25) � 5.97,
p< 0.001, the first module, t(1, 25) � 3.34, p< 0.01, and the
second module, t(1, 25) � 4.36, p< 0.001. However, there was
no significant difference in the score of the third module, t(1,
25) � 1.25, p> 0.05.

4.2. Differences in Eye Movement Behavior between High and
Low Science Achievement Groups in Hands-OnManipulation
Assessment. Two-factor repeated measure ANOVA results
among three modules in the assessment and the eye
movement indexes furthermore conducted the simple effect
analysis of the three modules and different scientific
achievements, as shown in Tables 1–3. Tests of within-
subjects effects on the module are shown in Table 1, and tests
of between-subjects effects on group are shown in Table 2.
)e results of the simple effect analysis of different group
students on FDP, AFD, and PDZ are shown in Table 3.

)e main effect of the three modules on the FDP was
highly significant, F(2, 50) � 11.11, p< 0.001, η2 � 0.31. )e
main effect of scientific literacy on FDP was significant, F(1,
25) � 7.95, p< 0.01, η2 � 0.24.)e edge of interaction between
scientific literacy level and hands-on assessment was sig-
nificant, F(2, 50) � 2.53, p � 0.090, η2 � 0.09. During three
modules of hands-on manipulation assessment, the result
revealed that the high science achievement group allocated
more visual attention to the task and more access to in-
formation through visual gaze than the low scientific
achievement group, including FDPmodule1, F(1, 25) � 1.87,
p> 0.05, AFDmodule1, F(1, 25) � 1.32, p> 0.05, PDZmodule1, F(1,
25) � 8.21, p< 0.01. FDPmodule2, F(1, 25) � 6.42, p< 0.05,
AFDmodule2, F(1, 25) � 5.10, p< 0.05, PDZmodule2, F(1,
25) � 6.99, p< 0.05. FDPmodule3, F(1, 25) � 6.92, p< 0.05,
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AFDmodule3, F(1, 25) � 4.96, p< 0.05, and PDZmodule3, F(1,
25) � 1.89, p> 0.05.

4.3. Differences of AOI in Eye Movement Behavior between
High and Low Science Achievement Groups in Hands-On
Manipulation Assessment. )e two-factor repeated

measurement ANOVA and multiple comparison test con-
ducted on the FDP of AOI between the high and low groups
and the key areas of each module were shown in Table 4. In
module one, the FDP of the high group was significantly
higher than the low group on the key auxiliary manual area,
F(1, 25) � 10.02, p< 0.01. In module two, the FDP of the high
group was significantly higher than the low group on the key

Figure 1: Division of AOI in hands-on manipulation assessment.

Table 1: Tests of within-subjects effects on the module.

Source Sum of squares df Mean square F η2

FDP
Module 603.60 2 301.80 11.11∗∗∗ 0.31

Module∗ group 137.64 2 77.58 2.53 0.09
Error 1358.32 50 27.17

AFD
Module 304559.91 1.36 224371.70 41.55∗∗∗ 0.62

Module∗ group 20634.92 1.36 15201.91 2.82 0.10
Error 183264.20 33.94 5400.49

PDZ
Module 47.49 1.04 45.51 592.11∗∗∗ 0.96

Module∗ group 0.58 1.04 0.56 7.26∗ 0.24
Error 1.85 24 0.08

Table 2: Tests of between-subjects effects on group.

Source Sum of squares df Mean square F η2

FDP Group 683.26 1 683.26 7.95∗∗ 0.24Error 2149.97 25 86.00

AFD Group 61848.75 1 61848.75 6.30∗ 0.20Error 245413.36 25 9816.53

PDZ Group 1.03∗10−12 1 1 0.16 0.01Error 1.54∗10−13 23 0.03∗10−12

Table 3: Results of the simple effect analysis of different group students on FDP, AFD, and PDZ.

AOI Sum of squares df Mean square F

FDP
Selection of experimental equipment 49.28 1 49.28 1.87

Experimental design 214.91 1 214.91 6.42∗
Build the experimental model 556.70 1 556.70 6.92∗

AFD
Selection of experimental equipment 1503.70 1 1503.70 1.32

Experimental design 58363.37 1 58363.37 5.10∗
Build the experimental model 22616.60 1 22616.60 4.96∗

PDZ
Selection of experimental equipment 0.25 1 0.25 8.21∗∗

Experimental design 0.33 1 0.33 6.99∗
Build the experimental model 0.01 1 0.01 1.89
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worksheet area, F(1, 25) � 7.40, p< 0.05. In module three, the
FDP of the high group was significantly higher than the low
group on the key experimental area, F(1, 25) � 8.73, p< 0.01.

4.4. -e Correlation and Regression Analysis of Students’ Eye
Movement Behaviors and Scientific Problem-Solving
Performance. )e results of the Pearson correlation analysis,
which was conducted to explore the correlation between
students’ eye movement behavior and scientific problem-
solving performance, indicated that students’ scientific
problem-solving performance was highly correlated with
their eye movement behavior, including cFDP (r� 0.56,
p< 0.01), aAFD (r� 0.77, p< 0.001), cAFD (r� 0.86,
p< 0.001), and bPDZ (r� −0.97, p< 0.001). In addition, a
stepwise multiple regression analysis was used to assess
which eye movement indicators could best predict students’
scientific problem-solving performance. )e results showed
that aAFD and bAFD were the most significant predictors of
eye movement when participants completed the scientific
problem-solving task, as shown in Table 5, T� −2.43,
p< 0.05, β� −0.66; T� 2.31, p< 0.05, β� 0.48.

)e regression equation of Model one was

Y � 16.78 − 21.75aPDZ + 37.62cPDZ − 0.22aAFD

+ 0.05bAFD + 0.07cAFD.
(1)

)e study compared the prediction result with students’
hands-on manipulation performance; the prediction success
rate for high science achievement students was 84.6%, but
78.6% for low science achievement students, and the total
prediction success rate was 81.5%. In conclusion, the AFD
and PDZ in the three modules of hands-on manipulation
assessment could better predict the students’ scientific
performance. What is more, if the AFD of students was
lower in module one but higher in module two, the student’s
scientific performance may be better.

4.5.-eCorrelation and RegressionAnalysis of AOI Index and
Scientific Problem-Solving Performance of Students. )e re-
sults of Pearson correlation analysis showed that students’
AOI was highly correlated with their scientific problem-
solving performance, including a2AFD(r� 0.81, p< 0.001),
b1AFD(r� 0.62, p< 0.001), b3AFD(r� 0.63, p< 0.001), and
c3AFD(r� 0.7, p< 0.001), as shown in Table 6. In addition, a
stepwise multiple regression analysis was used to assess
which AOI indicators could best predict students’ science
problem-solving performance. )e results showed that
b1AFD and c2AFD were the most significant predictors of
AOI when participants completed the scientific problem-
solving task, T� 2.92, p< 0.01, β� 0.75; T� −2.60, p< 0.05,
β� −0.60.

)e regression equation of Model two was

Y � 82.36 − 0.08a1AFD − 0.09a2AFD + 0.04b1AFD

+ 0.01b2AFD + 0.03b3AFD − 0.01c1AFD

− 0.10c2AFD + 0.05c3AFD.

(2)

)e study compared the prediction results with students’
hands-on manipulation performance; the prediction success
rate of Model two for high science achievement students was
69.2%, but 92.9% for low science achievement students, and
the total prediction success rate was 81.5%. Model two could
explain 61% of the variability in student performance during
the same overall success rate as Model one.)erefore, Model
two could better predict the students’ scientific performance.
According to the significance index, if the AFD on the
worksheet was higher in module two experimental design,
while the AFD on the auxiliary manual was lower in module
two experimental model building, the students’ scientific
performance may be better.

Table 4: )e key area of each module in hands-on manipulation assessment.

Stage of module Auxiliary manual area Worksheet area Experimental area
Module one: Selection of experimental equipment +
Module two: Experimental design +
Module three: Build the experimental model +

Table 5: Standard multiple regression for eye movement indexes
on scientific achievements.

Parameter B SE β T Tolerance VIF
Constant 16.78 37.60 0.45
aPDZ −21.75 13.20 −0.43 −1.65 0.40 2.52
cPDZ 37.62 26.73 0.37 1.41 0.40 2.47
aAFD −0.22 0.09 −0.66 −2.43∗ 0.36 2.75
bAFD 0.05 0.02 0.48 2.31∗ 0.64 1.56
cAFD 0.07 0.04 0.43 1.70 0.43 2.32
∗a stands for module 1, b stands for module 2, and c stands for module 3.

Table 6: Standard multiple regression for AOI on scientific
achievements.

Parameter B SE β T Tolerance VIF
Constant 82.36 18.60 4.43∗ ∗ ∗
a1AFD −0.08 0.05 −0.49 −1.68 0.27 3.67
a2AFD −0.09 0.13 −0.23 −0.66 0.18 5.49
a3AFD 0 0.02 0 0.01 0.72 1.39
b1AFD 0.04 0.02 0.75 2.92∗∗ 0.35 2.88
b2AFD 0.01 0.02 0.09 0.42 0.49 2.06
b3AFD 0.03 0.03 0.19 0.88 0.48 2.09
c1AFD −0.01 0.02 −0.07 −0.37 0.59 1.70
c2AFD −0.10 0.04 −0.60 −2.60∗ 0.43 2.35
c3AFD 0.05 0.03 0.38 1.54 0.38 2.66
∗a1 stands for the auxiliary manual area in module 1, a2 stands for the
worksheet area in module 1, a3 stands for the experimental area in module
1, and so on.
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5. Discussion

)e comparison of eye movement behavior between the high
and low science achievement groups.

)e study showed that the high science achievement
group performed better than the low science achievement
group in the hands-on manipulation performance, while
eye movement behavior also showed that FDP and AFD
were higher in the high science achievement group. One
possible explanation was that high science achievement
students allocated more visual attention in the hands-on
manipulation assessment, more concentrated, and ac-
quired information through visual gaze to a greater extent,
while low science achievement students were more dis-
tracted by external factors when completing the task.
Goldhammer et al. [29] pointed out that, in problem-
solving tasks, the more time students spend on the task,
the better they perform. In addition, they found the effect
of time depended on the difficulty and intensity of the
task, especially in the more difficult tasks; investing time
in cognitive activities had a positive predictive effect on
the successful completion of the task. )e result of this
study was consistent with previous studies that high
science achievement students had higher fixation duration
and were more concentrated.

)e total fixation counts of high scientific achievement
students were lower in module two experimental design
and module three experimental model building. High
science achievement students allocated more fixation du-
ration and average fixation duration and fewer fixation
counts in the cognitive processing, which were consistent
with previous studies that students with longer average
fixation duration tend to show deeper cognitive processing
and better learning results. Students with high science
achievement were more likely to be aware of the tasks’
difficulties, especially representation, refinement, and ex-
ecution. )us, they took longer to think profoundly and
achieve higher accuracy. )ese findings provided great
support to several previous studies suggesting that high-
level problem-solving students had deeper cognitive pro-
cessing of task-related areas. )ey tended to apply their
previously constructed mental models to solve problems,
while low-level problem-solving students have not estab-
lished a correct mental model due to their shallow cognitive
processing of the critical areas in a problem-solving task.
)us, they reevaluated the consistency of the established
model with the problem task by using the visual infor-
mation of the auxiliary areas [30].

In the hands-on manipulation assessment, the high
science achievement group had a higher PDZ than the low
science achievement group, consistent with previous studies
that individuals showedmore significant pupil dilation when
handling complex tasks [31]. Pupil dilation reflected indi-
viduals’ continuous information processing, and challenging
tasks would elicit more cognitive effort. In this study, the
average pupil diameter of students was maximized in
module three, which was the most challenging module.
However, our results indicated no statistically significant
difference between the high and low science achievement

groups in module three, and one possible explanation was
that students in both groups made more cognitive efforts in
module three.

5.1. Comparison of AOI between High and Low Science
Achievement Groups. )e results showed that students with
high science achievement assigned more visual attention to
the auxiliary manual in module one, which was the key area
of this module. Meanwhile, they allocated more attention to
the key experimental area in module three, consistent with
previous research that high-level students paid more at-
tention to the task-related areas. In the hands-on manipu-
lation assessment, the worksheet area and auxiliary manual
area belong to the visual mode information of text or pic-
tures, while the experimental area belongs to the tactile
channel mode. )e comparison between the two groups
revealed that the high science achievement students had a
statistically significant change in the problem-solving pro-
cess from relying on visual channel mode to tactile channel
mode. Particularly in module three, high science achieve-
ment students relied more on experimental areas and
produced more hands-on behaviors.

)e fixation sequence of the AOI revealed that high
science achievement students showed more continuous
cognitive processing in the key areas. In module three, the
low scientific achievement students’ gaze of interaction
frequently switched between the key experimental area and
auxiliary areas. )e eye movement index reflected that the
low science achievement students allocated more fixation
duration in auxiliary manual area, which meant they could
have recognition difficulty in experimental model building.
)e findings of students’ cognitive processing were con-
sistent with previous studies, and high-level problem solvers
could deeper conduct cognitive processing of task-related
areas [32].

5.2. Eye Movement Behavior Predicted Students’ Scientific
Problem-Solving Performance. )e regression prediction
model showed that the AFD and the AFD of AOI were the
best indicators to predict students’ performance in scientific
problem-solving performance assessment. )e finding
added to previous evidence that eye movement was highly
correlated with mental effort, reading processes, computer-
based assessment of performance, and the construction of
mental models. Students may perform better if they engage
in deeper cognitive processing on relatively difficult tasks. In
solving systematic experimental problems, if students could
think profoundly and construct psychological models
gradually, their evaluation performance may be better.)ese
findings have implications for how eye-tracking-supported
hands-on manipulation science problem-solving assessment
could be used to improve science learning in junior high
school students. In order to cultivate and improve students’
scientific literacy, educators should pay more attention to
students’ cognitive process and deep thinking in science
teaching and design high-level cognitive activities to achieve
this goal. For instance, to establish a complete practice,
encourage students to explore learning. )e practice should
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be set up as realistic as possible, regarded as solving
problems in real life. When designing the practiced mask, we
could start from the eight links of “asking questions, making
assumptions, making plans, collecting evidence, processing
information, drawing conclusions, expressing and com-
municating, and reflecting and evaluating.”

In the practice of student inquiry, educators could use
prominent hints to guide students to think deeply about key
information and difficult problems rather than repeatedly
thinking superficially. )e guidance and intervention in
practice would shape students’ thinking and behavior pat-
terns, relieve their anxiety when meeting practical problems,
and improve students’ problem-solving ability. However,
solving practical problems depends not only on the ideas and
skills of the problem solver but also on the difficulty of the
problem itself. )erefore, the significance of setting up
practical exploration lies in improving students’ problem-
solving ability on the one hand and guiding students to see
the boundaries and limitations of problem-solving and
recognize the future development direction of a specific field
on the other hand, which has more excellent value in im-
proving students’ cognitive level and scientific literacy.

6. Conclusions

)is study specifically designed an eye-tracking supported
problem-solving assessment hands-on manipulation task
system to further explore the differences in visual attention
and cognitive progress between high and low science
achievement groups in the scientific problem-solving pro-
cess. )e research combined synchronous computer and
pupil 60Hz tracking system technology with a hands-on
manipulation assessment system to explore the students’
cognitive processes in hands-on operation. )e system in-
cluded static concept evaluation problems and dynamic
hands-on problems instead of being limited to reading and
solving cognitive model exploration in static problems.
)ese results are also very encouraging as they demonstrate
some important findings. (1) Students in the high science
achievement group performed better than those in the low
science achievement group in solving scientific problems
assessment, consistent with their eye movement behavior.
(2) )e results of ANOVA in eye movement indicator
showed that, in the three modules of hands-onmanipulation
assessment, students with high science achievement had
more fixation and concentration on the task and acquired
more information through visual fixation. In contrast,
students with low science achievement were more likely to
be distracted by external factors when finishing the as-
sessment. (3) ANOVA results in the AOI index showed that
students with high science achievement paid more attention
in key areas during different modules. In addition, students
with high science achievement had amore noticeable change
from relying on visual channel mode to relying on tactile
channel mode in the problem-solving process. Particularly
in module three, the execution phase of problem-solving,
students with high science achievement paid more attention
to the experimental area, which produced more operation
behavior. )ese results were consistent with their eye

movement behavior. (4) Eye movement behavior was highly
correlated with scientific problem-solving performance. (5)
Eye movement behavior could predict students’ perfor-
mance in scientific problem-solving. )e AFD and the AFD
of AOI were significant determining parameters.

)e highlights of this work are summarized as follows:

(1) )is study specifically designed an eye-tracking
supported scientific problem-solving assessment:
hands-on manipulation task system to explore the
differences in visual attention and cognitive pro-
cesses between high and low science achievement
groups.

(2) )e result showed that the high science achievement
group allocated more visual attention to the hands-
on manipulation task, acquired more information
through visual fixation, and assigned more attention
to the key area than the low science achievement
groups.

(3) )e study also found that the average fixation du-
ration and the average fixation duration of the AOI
were two significant determining parameters for
predicting students’ performance in scientific
problem-solving. [33–39]

Data Availability

)e dataset used to support the findings of the study can be
obtained from the corresponding author upon request.
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�e equipment information in the regional energy system is di�cult to retrieve and the amount of data is too large to realize
intelligent application. In order to solve the problem, this paper proposes a regional energy visualization research method based
on knowledge graph. Firstly, the collected regional energy information is classi�ed. Secondly, the framework is de�ned for the
unstructured data, which is di�cult to be recognized by computer, and the hidden Markov model is used for word segmentation
and labeling. Finally, the regional energy equipment information data are processed to construct the knowledge graph, the
regional energy map structure information is represented by the ternary group graph structure, and the regional energy retrieval
system is designed. �e system can e�ciently process and retrieve a large amount of natural language information in regional
energy and realize the intelligence of regional energy equipment. It provides a strong guarantee for the e�cient and stable
operation of regional energy-related equipment and has a wide range of practical application and research value.

1. Introduction

District energy systems are local energy networks through
which it is used to supply hot water, steam (district heating),
cold water (district cooling), electricity (often called
microgrids), or integrated supply to complex buildings. In
the daily construction and operation of regional energy
system, a large number of equipment parameters and op-
eration data are accumulated, but the corresponding in-
formation is often idle in the system, which a�ects the data
value discovery of regional energy system. With the increase
of equipment information, how to retrieve equipment in-
formation e�ciently is of great signi�cance to the sta� of
regional energy system. However, the complexity of regional
energy system equipment makes it di�cult to accurately
retrieve equipment information [1].

(1) �e primary equipment information of the regional
energy system is described in the form of natural
language, which increases the di�culty for the
computer to understand the equipment information,

and the complexity of the equipment information
causes great di�culties for the accurate retrieval of
the information;

(2) �e intelligence degree of the primary equipment
information management is not enough and it
cannot select useful information to utilization from a
large number of monitoring data and historical data.

�e continuous development of arti�cial intelligence
technology, the Internet of �ings, and other technologies
provides a new direction for the intelligent management of
regional energy system equipment information [2]. Natural
language processing (NLP) is an intelligent and e�cient text
processing technology that can systematically analyze, un-
derstand, and extract key information from text data. As for
the equipment information corpus of regional energy sys-
tem, literature [3, 4] expresses the text by establishing se-
mantic framework, but the semantic framework is di�cult to
adapt to the complex information situation of power
equipment [5], and the framework relies on the de�nition of
expert experience, so it is di�cult to comprehensively
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consider the complex expression mode of equipment of
regional energy system. Literature [6, 7] uses machine
learning algorithm to mine rules in corpus to represent
features of corpus. However, the features selected by ma-
chine learning methods are basically limited to the occur-
rence of keywords [8] or the occurrence frequency of words
[9]. )ese statistical features do not fully consider the in-
ternal logic of keywords in sentences, although they have
certain regularity, they are easily limited to the textual
features of defect records, which is not enough to explain.
With the continuous development of intelligent regional
energy system strategy, the equipment information of re-
gional energy system increases exponentially, and the re-
quirements for information storage and retrieval are higher
and higher. As a kind of efficient database, knowledge graph
can manage regional energy system equipment information
effectively and provides a new way for regional energy
equipment information management. Different from the
traditional literature review [10–13], the literature knowl-
edge graph can extract and screen structured knowledge
sequences from a large number of literature data, then show
the evolution process of research hotspots and map the
cross-interaction between knowledge groups, so as to realize
the mining of hot spots and emerging trends. At present,
common mapping tools include CiteSpace [14], etc., which
provides an efficient, repeatable, and rapidly applied analysis
method for scholars and has application prospects in various
fields.

)erefore, this paper tries to apply the knowledge graph
method to the primary equipment information management
of intelligent area energy system. Firstly, the data collected
by the intelligent regional energy system information col-
lection platform are classified. Secondly, considering that the
unstructured data are difficult to be accurately recognized by
the computer, the unstructured data extraction framework is
defined, and the hiddenMarkovmodel is used to classify and
annotate the collected data, providing data support for the
construction of the primary equipment information
knowledge map of the regional energy system. Finally, the
knowledge graph of regional energy system is constructed on
this basis, the regional energy system information is rep-
resented in the form of ternary group graph structure, and
the primary equipment information retrieval system of
regional energy system is designed. )e system can effec-
tively improve the retrieval efficiency of regional energy
system equipment information and improve the intelligence
level of regional energy system.

2. Regional Energy Data

2.1. Data Sources for Regional Energy Systems. Data sources
of regional energy system mainly include original data,
internal data of each automation system in the regional
energy system, fault error recording information, and data
obtained frommonitoring of the surrounding environment
[15]. )e primary equipment of the regional energy system
is directly connected to the high voltage grid of the power
system and participates in the transformation, transmis-
sion, and distribution of power energy. )ere are many

kinds of primary equipment in regional energy system,
including transformer, circuit breaker, disconnecting
switch, and other related equipment. Transformer is the
main equipment for the conversion of AC power energy in
the power system. It can realize the conversion of power
energy between different voltage levels, so as to facilitate the
connection of the power system and optimize the trans-
mission of power energy. Transformer data not only in-
clude voltage, current, active power, reactive power, phase,
and other data, but also include transformer online
monitoring data, chromatographic data information, and
also include the proportion of dissolved gas in power
transformer insulation oil and gas production data infor-
mation [16]. )ese data parameters constitute the main
components of power transformer data.

)e circuit breaker is an important piece of equipment to
connect or disconnect the equipment of the power system. It
is equipped with relatively perfect arc extinguishing device
and has the ability to disconnect the current of the power
system. )e circuit breaker can change the connection re-
lation of the power system and adjust the power flow
according to the demand when the system is running
normally. In the event of a system failure, a circuit breaker
can disconnect the fault current and cut off the electrical
connection between the faulty device and the system. )e
operation information of circuit breaker is important ref-
erence data for daily operation and management of regional
energy system.

Switching equipment in regional energy system has the
characteristics of high air tightness and good sensitivity, and
many parameters such as moisture content and contact
temperature of gas-insulated composite electrical equipment
are important parameters that need to be monitored online.
)e GIS online monitoring system mainly monitors two
types of data, one is the density of sulfur hexafluoride gas, the
other is the water content generated when a small amount of
water enters the monitoring system as SF6. )e partial
discharge monitoring system the of GIS online monitoring
system can monitor the defects such as conducting small
particles and some alien substances, conducting current,
internal air gap, and blocked grounding brought into the
equipment during manufacturing, installation, and main-
tenance. GIS real-time system can determine the location of
hidden danger by collecting different location information.
By using sensors to collect temperature information inside
the equipment, GIS high-speed optical fiber temperature
measuring instrument can quickly and accurately obtain the
temperature information inside the equipment. )e data
generated by the common primary equipment in the area
energy system, such as isolation switch, grounding switch,
capacitor, reactor, and transformer, plays an important role
in the maintenance and fault diagnosis of the area energy
system.

Environmental monitoring data are also of great sig-
nificance to intelligent regional energy system data. )e
micrometeorological monitoring system of the intelligent
regional energy system can regularly collect environmental
data around the intelligent regional energy system, including
air humidity, haze information, and other data.
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2.2. Regional Energy System Data Classification. In order to
facilitate the operation of data collection and processing, it is
necessary to classify and process the data of the smart district
energy system. Among them, the data volume of primary
equipment is huge and diverse, and the related similar data
can be roughly divided into five types for cluster analysis,
namely, basic data, online monitoring data, operation data,
test data, and accident data.

(1) Basic data: basic data refer to the ledger and design
parameters of the primary equipment. )e data are
usually complete and accurate. Including the basic
parameters of power equipment information, such as
rating, power, size, manufacturer, and date of pro-
duction. )ese data are permanently stored in the
power equipment database and the other data are the
flow data of the equipment.

(2) Online monitoring data: online monitoring data are
the continuous or periodic automatic monitoring
and detection of regional energy system equipment.
It has the characteristics of high monitoring fre-
quency and large data volume and can reflect the
electrical, mechanical, and chemical characteristics
of related equipment, such as the insulation oil
chromatographic analysis of transformers and di-
electric loss of capacitance bushing.

(3) Operating data: operating data refer to written or
electronic records obtained after a device is inspected
according to the specified check content and period
during a device running. Operation data reflect the
specific operation of electrical equipment, such as
current, voltage, active power, reactive power, and
circuit breaker operation times.

(4) Test data: test data can reflect the electrical, me-
chanical, chemical, and other properties of the
equipment data and their specific value through the
use of professional instrument test. Usually, equip-
ment test data are obtained by the experiment after
equipment power outage, such as DC resistance and
insulation resistance, but it also includes in the case
of equipment without power outage, far away from
the equipment body data test, such as oil pressure
value.

(5) Accident data: when a fault occurs in the regional
energy system, the accident data mainly refers to the
data of the related equipment when the short-circuit
accident occurs, such as the effective value and peak
value of the short-circuit current and the waveform
of the short-circuit current.

3. Regional Energy Information Processing
Based on HMM Model

Vector representation of regional energy information is
required before regional energy information processing. )e
common method is to use vector group form composed of 0
and 1 to represent regional energy information, but there are
problems of dimensional disaster and data sparsity, and

association information in the same statement cannot be
represented, which lead to word isolation [17].

In order to effectively vectorizing the associated rela-
tionship among fault information, word vector represen-
tation based on deep learning is adopted in this paper. )e
word vector is determined by calculating the distance be-
tween words, and the model is shown in Figure 1.

)is method introduces word vector to construct
probability model, and the formula is as follows:

p(s) � p(ω)

� p ω1,ω2, . . . ,ωT( 

� 
T

t�1
p ωt|context( .

(1)

)e words above are used to predict the words that may
appear in the following paragraphs, and the hidden layer is
used for nonlinear processing of the results. Finally, the
corresponding probability value is obtained, and the max-
imum likelihood estimation is trained to obtain the word
vector ωt.

Variable regional energy information contains a large
number of power system vocabularies but lacks the anno-
tated corpus. Hidden Markov model (HMM) is used to
process regional energy information. Each word in regional
energy information has its own lexeme label. )ere are four
kinds of morpheme labels in a sentence. B is the initial tag of
the noun,M is the middle tag of the name, E is the end tag of
the noun, and S is the single word tag. Each extracted in-
formation in the regional energy information record con-
stitutes a corpus to be processed, and each word is labeled
with lexeme. )e word segmentation of regional energy
information is summarized as A labeling problem.)e word
bit probability λ � (π, A, B) of each word is obtained by
HMMmodel, and the optimal labeling sequence is obtained
by the Viterbi algorithm.

(1) State transition probability matrix: state probability
of regional energy information word sequence.
Here, B,M, E, and S are the sequence of input words,
and P is the probability of conversion between each
state.
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. (2)

(2) Observation probability matrix: the probability of
obtaining each observation value according to the
current state.
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Here, P(on/Z) is the probability of the observed
value, and on is the observed value.
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. (3)

(3) State transition matrix: the probability of model
transitions between states.

St(i) � max
1≤j≤N

St−1(j)aij bi Ot( ,

ϕt(i) � arg max
1≤j≤N

St−1(j)aij .
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(4)

(4) Optimal state sequence of energy information in the
output region.

i
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(5)

i∗t represents the shortest path of regional energy
information sequence, and I∗ represents the optimal
state sequence of regional energy information
vocabulary.

4. Construction of Regional Energy
Knowledge Map

Regional energy information has the characteristics of mul-
tidomain cross fusion and complexity. Knowledge graph is a
structured semantic knowledge base, which extracts knowl-
edge from text data in a structured way and forms the net-
work knowledge structure of visual graph by connecting with
each other [18]. Graph databases provide a unique perspective
by focusing on the relational relationships between data.)ey

can examine proprietary data from different perspectives and
even connect it to external data resources to further reveal the
underlying relationships. Using the node parallel mechanism
of graph database can improve computing performance and,
at the same time, storing data and knowledge in graph da-
tabase to build knowledge map, which can help answer the
data knowledge and query questions raised by people in
natural language communication. In addition, semantic
network is used to organically connect all the original regional
energy data from different sources for deep mining, which
can find the neglected or difficult to detect connections be-
tween different data [19].

)e Neo4j graph database uses a high-performance
engine to realize the visualization function, which can map
entity-relationship-attribute to knowledge graph. )is paper
analyzes and stores the regional energy information through
Neo4j graph database, finds the internal correlation of the
information, and realizes the connection of equipment
information.

)e construction process of regional energy knowledge
map is as follows:

(1) To identify and define the professional field
according to the characteristics of the electric power
field to build the main power.

(2) )e regional energy corpus is processed by word
segmentation. )e security risk information is
extracted and processed by word segmentation
method. )en, the word segmentation results are
tagged with part-of-speech tagging, and then the
entities and attributes of each part are identified by
naming. Due to the specialty and particularity of the
words in the electric power field, the professional
dictionary of the electric power industry is imported
into the database as an auxiliary word segmentation
tool. If the extracted entities and attributes match the
words in the dictionary, the entities and attributes
will be determined. In the specific field of regional
energy, the knowledge graph of safety hazards be-
longs to the closed graph, so the entity disambigu-
ation step is not required.

(3) Knowledge processing: it mainly extracts the basic
elements of the knowledge graph contained in the
regional energy data, namely entities, relations and
attributes, and the inherent hazards of hidden
dangers of power equipment. Besides the entity-
entity and entity-attribute relationships, it also needs
to extract attribute-attribute relationships. )rough
the dependency syntax analysis of “subject-verb-
object,” “definite form complement” and other de-
pendency relations among entities and attributes,
and through the manual selection of labeling types of
safety risk relations, the terms related to electric
power safety regulations are divided in detail in order
to form a corpus of safety risk relations. After the
extraction of relationships, to avoid redundancy,
semantic similarity calculation is used to screen
redundant relationships [7] to improve processing
performance.
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Input layer

Input Input Input 
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Figure 1: Word vector model.
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(4) Knowledge fusion: use Neo4j graph database [20, 21]
to integrate the processed data, import entity-attri-
bute-relation triplet of regional energy and load
corpus, create relations and attribute matching
among entities, form knowledge map of regional
energy, and realize global index. Figure 2 shows the
example of generating knowledge atlas of substation
security risks. )en, the basic elements of the
knowledge map are integrated, and the regional
energy knowledge map is shown in Figure 3.

(5) Knowledge update: with the continuous advance-
ment of power system construction and the con-
tinuous operation of power system, the knowledge
map of regional energy should be updated and
amended to ensure the accuracy and effectiveness of
retrieval based on the accumulation of fault infor-
mation. )e construction process of the regional
energy knowledge map is shown in Figure 4.

)e architecture design of regional energy knowledge
atlas search engine is shown in Figure 5, which is mainly
composed of data warehouse, service module, and appli-
cation module. Data warehouse includes distributed
management of elastic-block hidden metadata, Chinese
word segmentation, index management, and logstash batch
file import. After processing, the hidden data are submitted
to the service module, where the elastic search service
provides all sorting and read access, the data-offer service
provides new data entries, and the security service provides
permission control and security management. )en, the
application modules are introduced, including hidden
danger information input, retrieval display, and regional
energy knowledge map display. )e process of regional
energy visualization system based on knowledge graph
search engine is shown in Figure 2. )e design steps of the
regional energy knowledge map engine are as follows:

(1) Build Django background processing framework,
which is mainly used for page request forwarding
and processing, as well as creating elastic search
engine service module and HMM-VA word seg-
mentation service module.

(2) A front-end display platform based on vue.js is built,
which is mainly used for the front-end display of
background processing content, including regional
energy retrieval information display, regional energy
knowledge map generation, and statistical analysis
functions.

(3) Environment module is deployed on Ali Cloud. On
CentOS system, Docker is used to deploy Django
background, HMM-VA word segmentation service
module, elastic search, Vue front end, and other
requests, configure relevant parameters, and use
them jointly.

According to the above steps, by inputting regional
energy information and adding specific key information
fields, such as “66 kV,” “substation,” “rainy day,” and other
keywords, the 66 kV regional energy knowledge map can be

personalized and dynamically generated. )e association
search of the atlas can be used to analyze the types and causes
of hidden dangers faced by all kinds of equipment, hazards
after untreated results, possible treatment methods, viola-
tion of rules and regulations, prevention and control
measures, etc.

5. Analysis of Experimental Examples

In this paper, regional energy data in recent three years are
used as a data set to verify the effectiveness and practicability
of the proposed method. )e dataset contains information
1655 criteria. )e hidden danger information is stored in the
knowledge graph search engine by manual input and batch
import. )e proposed HMM word segmentation model is
used for word segmentation processing of security hidden
danger text. )e validity of the proposed method is verified
by the following four examples: comparison of regional
energy data entity word segmentation methods; search
engine information retrieval performance comparison;
analysis of regional energy data cause knowledge atlas; and
statistical analysis and prediction of regional energy data.

5.1. Comparison of Entity SegmentationMethods for Regional
Energy Data. In this paper, the HMM model word seg-
mentation steps, include corpus training, test set prediction,
and word segmentation results. )e power dictionary and
regional energy data standard corpus of state grid corpo-
ration were used for pretraining, with a total of 150,000
words. )e initial parameter information λ�(π, A, B) was
obtained by training the corpus in a supervised way instead
of setting it as a fixed numerical parameter. )e frequency of
speech parts of energy data in each region was counted. )e
probability π can be calculated for the number of parts of
speech and hidden speech of each region energy data and the
corresponding words of the region energy data, and then the
state transition probability matrix A and observation
probability matrix B can be calculated.

Precision (P), recall (R), and F value, which are com-
monly used in entity word segmentation, were used as
evaluation indexes to evaluate the word segmentation effect
of regional energy data. Precision refers to the proportion of
positive samples predicted by the model to positive samples
in practice. )e accuracy allows the classifier not to label
negative sample errors as positive samples. Precision (P) is
calculated in the following formula:

precision �
TP

TP + FP
, (6)

where TP represents the number of entities in the test
sample whose predicted category is positive and whose real
category is positive. FP represents the number of entities
whose prediction category is positive and real category is
negative.

Recall rate refers to the proportion of positive samples
that are predicted to be positive to positive samples that are
actually positive. Recall rate can represent the ability of the
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classifier to find all positive samples. )e calculation of recall
(R) is shown in the following formula:

recall �
TP

TP + FN
, (7)

where FN is the number of entities whose prediction cat-
egory is negative and real category is positive.

)e harmonic mean of accuracy and recall is the F score.
)e specific calculation of F value is shown in the following
formula:

Unstructured data processing of regional energy equipment 
information

Configure search engines to store and manage data

Word segmentation for entity Labeling based on HMM-VA

The Django daemon platform is used to forward and process page 
requests

Vue.js front-end display platform

Knowledge map 
generation

Retrieval of hidden 
danger information

Statistical analysis of 
hidden danger

Figure 2: )e process of regional energy visualization system based on knowledge graph search engine.
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F �
2∗ precision∗ recall
precision + recall

. (8)

)e comparison of different named entity word seg-
mentation models is considered to verify the word seg-
mentation effect of the proposed model. Models involved in
the experiment include BM matching model [22], N-Gram
word segmentation model [23], Jieba model [24], and
HMM-VA model proposed in this paper. )e above models
were all carried out on the same training set and test set.
Table 1 shows the comparison results of the test set in
different named entity recognition models.

As can be seen from the experimental results in Table 1,
the average performance of the HMM-VA regional energy
data segmentation model proposed in this paper is 85.93%.
Higher than Jieba model 5.81%, N-gram model 10.8%, and
BM model 15.42%, respectively, and better than the other
three entity word segmentation models in terms of accuracy,
recall rate, and F value.

5.2. Information Retrieval Performance Comparison of Search
Engines. )e index performance of the system is measured by
testing the index speed of standalone index [25], which is a

standalone search engine using the default configuration of
elastic search, and distributed index, which is a 12-node dis-
tributed search engine designed and configured for the system.
)e test results for index performance are shown in Table 2.

As shown in Table 2, the elastic distributed search engine
designed and configured in this paper is obviously superior
to the standalone search engine in index efficiency indexes,
such as average data rate, central processing unit (CPU)
occupancy, memory occupancy (mem), and read/write rate
(Io) and load rate, indicating that the proposed method can
effectively improve the real-time performance of regional
energy data index. It also meets the requirements of quick
disposal efficiency in the investigation of hidden dangers in
actual substations.

As shown in Table 3, for the search of the four test
keywords, the average response time of the single machine
is 1295.05ms, and the average response time of the search
proposed in this paper is 110.75ms, indicating that the
response time of the engine is significantly lower than that
of the original single machine, which fully proves the
advantages of the search engine in this paper. In addition,
with the increasing of data volume, the processing ad-
vantage of the search engine for regional energy data is very
significant.

Third Party data
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Transformer Fault foundation Corpus

Data collection and preprocessing

Entity extraction

Relationship extraction

Attribute extraction

Structured 
data

Quality 
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Ontology 
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Semi-structured data 
Unstructured data

Data integration Entity aligned

knowledge abstract

Knowledge 
fusion

Figure 4: Knowledge graph construction process.
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Figure 5: )e architectural design of regional energy knowledge atlas search engine.

Table 1: Effect comparison of named entity recognition model.

Model Precision (P) (%) Recall (R) (%) F score (F) (%)
BM matching 70.01 69.84 71.68
N-Gram word segmentation 76.77 74.27 74.35
Jieba model 81.52 80.31 78.54
HMM-VA 86.73 85.69 85.44

Table 2: Index test results.

)e average rate (thousand /SEC) CPU (%) Mem (%) Io (%) Load (%)
Single engine 6 57 63.6 90 43.1
)e engine 39 14 16.5 41 18.7

Table 3: Search time test results.

Test key Standalone search engine time (ms) )e system search response time (ms)
Substation 876 97
Rainy day 1438 161
Transformer 1389 84
Protection regulations 1479 101
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6. Conclusion

)is paper introduced technical knowledge map and flexible
distributed search engine technology, this paper proposes a
dynamic analysis method of regional energy data, through
the research of regional energy data, distributed storage
security hidden danger, to build knowledge map and
analysis, has realized the knowledge map visualization
display of search engine, and the safe hidden trouble effi-
ciently retrieve and correlation analysis. It has good practical
application value and promotion value. In the following
research, more corpus features will be extracted in the re-
lational extraction step to improve the accuracy of knowl-
edge graph construction, so as to improve the analysis effect
of regional energy data.
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With the comprehensive coverage of the Internet in China, the online learning space can basically cover the whole country, but in
terms of the use of online learning space in education, it has not been fully used.�e basic application mode of the school, namely,
autonomous learning, �ipped classroom learning, collaborative learning, exchange, and discussion learning, and personalized
learning mode, based on �ipped classroom learning and relying on network learning space, design the corresponding English
teaching process based on network learning space, according to the teaching process, the speci�c design of the platform, content,
organization, implementation, and evaluation. From the research results, the students in the experimental class are more active
and active in class than in the control class, their work scores are generally higher than those in the control class, and their interest
in English has been signi�cantly improved. �e ability has also been signi�cantly improved. After long-term practical research, it
has been shown that the performance of the experimental class students in the online learning space has also been signi�cantly
improved. �erefore, it can be shown that the English course based on the network learning space has a certain positive in�uence
and promotion e�ect on the teaching e�ect.

1. Introduction

With the continuous addition of new educational concepts
and technologies, how to use modern information tech-
nology to provide services for learning and teaching has
become the current focus. �e continuous informatization
and networking of high-quality resources has gradually
increased the use of online teaching resources to assist
teaching in junior high school English teaching. Rooted in
the characteristics of junior high school English teaching, the
use of online learning space in junior high school English
teaching helps classroom teaching to show the superiority of
modern educational methods. During the “�irteenth Five-
Year Plan” period, e�orts will be made to promote the
informatization of education, use modern information
technology to complete the sharing of high-quality re-
sources, focus on the breadth and depth of the application of
online learning space, and gradually complete the concept of
having a space for life and unique space for life. By 2022, the

system will fully popularize the online learning space, in-
tegrate the use of information technology to solve practical
puzzles in education and teaching, and complete the
teaching application, management, and governance sup-
ported by the space, making it the norm. It will continuously
promote teachers’ use of online learning spaces, workshops,
training communities, and other tools, use online resources,
integrate o�ine discussions, complete the creation of
“technological innovation classrooms,” improve the use of
information technology to analyze learning conditions,
improve teaching, design, guidance on learning methods,
and evaluation of academic performance and other diverse
abilities and qualities, resolve di�culties in education and
teaching, meet children’s individual development needs, and
help the school to carry out teaching innovation. From the
perspective of teaching application, the deep integration of
online learning space and English subject teaching has
changed the traditional teaching mode. �e use of online
learning space in school education and home-school
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coeducation helps to train talents’ information literacy and
promote educational information. To move forward, it is
essential to strengthen and improve basic education infor-
matization in junior high school English teaching and op-
timize its process. *erefore, with the support of online
learning space, teachers and students have the opportunity
to have a personalized online environment. Applying the
online learning space to the real English subject teaching not
only shows the idea of combining information technology
with the subject but also becomes one of the important
guides for applied research in the future [1–8]. *is study
takes English as the subject background. *rough the
analysis of the online learning space and the exploration of
the online learning platform, it comprehensively considers
how to integrate the diversified functions of the online
learning space with the English teaching of junior high
school and selects the appropriate teaching content. *e
junior high school English teaching based on the main
functions of the online learning space is designed and
implemented in the classroom. After that, interviews are
conducted with students and teachers, and the results of the
application are compared and analyzed according to the
students’ pre- and posttest scores in the experimental class in
order to optimize the application of the online learning space
in junior high school English teaching and provide support
for its follow-up implementation in HMiddle School, so that
it can truly exert its advantages, effectively improve the
quality of English education and teaching, and further
promote the sharing of high-quality resources.

2. Related Works

*ere are foreign studies on the existence of online learning
space to analyze. Regarding the current research situation
abroad, in 2005, the design scheme of learning space and its
technical configuration mentioned by American scholar
Brown is very representative. Brown agrees that, compared
with traditional learners, new learners pay more attention to
interactivity and participation in experience. He encourages
the design of corresponding learning modes and learning
spaces based on the characteristics of learners themselves,
and the design of the learning space and the configuration of
technology should be considered according to the charac-
teristics of new learners. After summarizing the relevant
research on new learners, Brown proposed that they have
characteristics such as “group activity tendency, goal and
achievement orientation, multitask orientation, and high
dependence on the network.” Taking these characteristics as
a reference, they provide a variety of corresponding learning.
In 2010NETP (National Educational Technology Program),
the United States mentioned the learning model assisted by
technology support and the learners who use it. Having the
construction paradigm existing in the personalized online
learning space, which provides the information manage-
ment, communication, and knowledge construction tools
that learners need and integrates every learning participant
into the space to form an online learning community, the
University of Minnesota created an active classroom for the
first time; in 2008, the British Joint Information Systems

Committee issued the “21st Century Learning Space Design
Guidelines” and said: “In order to meet the needs of two
different teaching methods, teacher-centered and student-
centered, building a technology-rich learning environment
is an important research trend in learning space, and
learning space must also be the focus of future research.” In
2008, this framework focuses on how the virtual learning
space supported by information technology plays a special
role in teaching method reform and improving teaching
efficiency. *e first idea was proposed by the Norwegian
University of Science and Technology; based on the prob-
lem-based learning model, Cindy divides the learning space
into two types: problem space and related concept space.
However, the above literature on learning spaces focuses on
physical space design. *e research on online learning space
in foreign countries is gradually growing on the online
learning platform, and the foreign online learning platform
has become a universal and mature learning resource; es-
pecially in the United States, most schools have installed
official learning websites, these websites can cover the whole
school, and students and teachers within the school can learn
through the network platform anytime, anywhere. [9–17].

3. Related Theories and Technical Methods

3.1. Vue.js Framework. Vue.js technology framework is a
very convenient and powerful framework for front-end web
design and development, and its essence is the JavaScript
MVVM library. Vue.js is a lightweight front-end framework,
Vue. *e performance of js is very high, with fast data
rendering speed. In addition, Vue.js technical framework
provides many simple instructions and APIs for users to
learn the front-end framework and can also efficiently build
a relatively complete front-end page. Vue uses a simpler
template for data rendering, which is closer to the native
code mode. *e development mode is also relatively simple
and convenient, and it also provides tools for rapid devel-
opment of projects, which is conducive to the analysis and
analysis of later development personnel. Code maintenance
and updates: the ViewModel of Vue is responsible for the
two-way data binding and data monitoring of the database
and the real DOM. *e real DOM monitors the data at the
ViewModel layer and transmits it to the database, and the
data of the database monitors the monitored data in the
view. *e model layer performs two-way binding of data,
passes it to the virtual DOM, and then obtains the real DOM
to form a closed loop of DOM rendering [18]. *e rendering
process is shown in Figure 1.

In addition, the two-way data binding of Vue.js also
plays an important role in the development of our project
platform. Generally speaking, the data binding process of
Vue.js is that the user enters data in the view interface. *e
view layer can bind data to both the viewmodel layer and the
model layer. After binding, the data is paired at the model
layer. Data is bound to each other. *is feature of Vue.js
makes it easier for developers to run and maintain the
system later, making the management of data state changes
very simple and convenient [19]. *e two-way data binding
process is shown in Figure 2.
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�e most prominent feature of Vue.js is that it has easy-
to-manipulate components, and it is also the most used
feature of the Vue.js framework. It can not only extend
HTML but also encapsulate and reuse code to improve
software development e�ciency. Vue.js components come
in four �avors, including global components, local com-
ponents, nested components, and single components.
Generally speaking, we most often use the form of global
components. All global components in Vue can be used in all
js instances, and the life cycle of use is relatively long. You
can reuse the developed source code, develop new projects,
expand the use of code, save development time, improve
development e�ciency, and save development costs.

3.2. Markdown Language. Markdown is a lightweight
markup language that can easily and quickly write docu-
ments in various formats. Markdown is now a markup
language commonly used by many international editors and
writers. Compared with the HTML markup language, its
language syntax is very simple, easy to learn, and the easiest
to use. Editing various documents with markdown notation
allows for very elegant and immersive recording. It pays
more attention to the content, not the typography, because
the editor or the platform can render the �nal typography of
the article throughmarkdownmarkup.�e resulting e�ect is
very simple and clear. On the other hand, the cost of learning
markdown is not very high. As long as you understand this
grammar rule, you can achieve the e�ect once and for all. It
can also be used to write documents, which are saved in the
software directory, and the �le name is “README.md.” In
the English core literacy platform, we need to take notes or
mark the chapters we read during the reading process.
During the reading process, if you have any questions that
you do not understand, you can leave a message to the
teacher or ask questions on the forum. �is process is in-
separable from the language markdown. Markdown was
originally primarily used for web writing. Later, after a series
of development of the Internet, now markdown has been
applied to more �elds, and many extended grammars have
also been generated. �ese grammars are based on the basic
grammar. Functions such as tables, character lists, and fence

codes are added. Another notable feature of markdown is
that it has good compatibility. You can quickly open mul-
tiple editors, allowing you to write in one place and use it in
many places. It works in any scenario where you can write.
�is is the solution for writing.�is problem has been solved
perfectly [20]. Markdown work�ow is shown in Figure 3.

3.3. SQL Database. Structured Query Language, referred to as
SQL, is a language in the database world. It uses query state-
ments to query and modify data in the database. SQL is a re-
lational database system in database classi�cation and has all the
features of relational databases. Databases can store large
amounts of data, which are processed by computers to e�ciently
access collections of data. Structured Query Language can nest
query data. Relational databases are managed by a database
management system. Two-dimensional tables called database
tables are used tomanage data in relational databases. A database
table consists of a column of data items and a row of data and is
read and written in units of records. �e most common system
structure of relational databasemanagement system (RDBMS) is
client/server type (C/S type), as shown in Figure 4 [21].

In the structure diagram of the relational database, the
server is used to process requests from other programs. �e
client uses the SQL query statement of the program in the
database to send a request to the server. �e server receives the
query statement and reads the data program to the database.
�e database performs logical judgment processing on the data
request and responds to the requested program. �e server
responds to the received processed data to the client, and the
user can get the processed data.
It can also be sent to the relational database management
system through SQL statements to change and obtain
data.

4. Teaching Design of English Courses Based on
Network Learning Space

4.1. Teaching Application Mode in Online Learning Space.
For teaching based on the network learning space, this study
proposes �ve basic modes suitable for teaching, namely,
autonomous learning mode, collaborative learning mode,

virtual DOM

real DOM

View model (view-model layer)

data binding

time monitor

database

Figure 1: Rendering process.
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�ipped classroom, communication and discussion mode,
and personalized learning mode. One of the characteristics
of the online learning space is that the students’ autonomous
learning ability can be developed. �erefore, the autono-
mous learning mode under the online learning space is one
of the basic modes of the online learning space. �e speci�c
process is shown in Figure 5.

Students obtain tasks through the online learning space,
then determine the learning goals, then conduct indepen-
dent learning, and answer questions through self-learning
methods such as searching for materials, viewing resources,
and online communication learning and �nally through self-
examination to �nd insu�cient and continue to learn
mistakes. Collaborative learning mode under the network
learning space collaborative learning is also one of the
characteristics of the network learning space, so the col-
laborative learning mode under the network learning space
is of great signi�cance. �e speci�c process is shown in
Figure 6.

Collaborative learning is also one of the teaching
methods commonly used by teachers. Collaborative learning
in the online learning space has injected new vitality into
teachers’ classrooms, enabling collaborative groups to clarify
learning goals and conduct targeted learning. �e teaching
process mainly takes place in the classroom. �e teacher
explains in the classroom, and the students practice after the
class. �e �ipped classroom is the opposite. Students obtain
teaching resources for learning before class, ask and solve
problems in the classroom, and conduct summary evalua-
tion and re�ection after class. It can be seen that the �ipped
classroom mainly includes preclass learning and classroom
inquiry. �e �ipped classroom learning mode in the online
learning space is shown in Figure 7.

Communication and discussion mode in the online
learning space mostly refers to the communication and
discussion between students and students, and it is an
important mode of informal learning to answer questions
and solve doubts through discussions between classmates.
�e details are shown in Figure 8.

�e communication and discussion mode in the online
learning space breaks the traditional boundaries of time and
space. Students’ communication and discussion do not only
happen in the classroom. A good online learning space
creates an environment for students to communicate and
discuss.

4.2. Teaching Process Based on TeachingMode. According to
the learning mode in the network learning space proposed
above, this research constructs a teaching process based on
the teaching mode, as shown in Figure 10.

From Figure 9, the teaching process based on the net-
work learning space is mainly divided into three parts: before
class, during class, and after class. Based on the �ipped
classroom, self-learning is carried out before class, and
relevant knowledge is previewed; knowledge and skills are
consolidated and strengthened through exchanges and
discussions after class.

4.3. Teaching Design Based on Network Learning Space

4.3.1. Platform Selection Design. Teaching based on the
network learning space requires the support of a speci�c
teaching platform, and the teaching platform needs to in-
clude student space and teacher space. According to the
research on each platform, this research chooses the “cloud
class” education platform for teaching process practice.
Cloud class has all the characteristics of online learning
space, can share resources and communicate, can realize
independent learning and collaborative learning, can track
and give feedback on students’ learning situation in time,
and so on. It is a good online learning space.

4.3.2. Content Design. When choosing the teaching content
of the online learning space, it is also necessary to consider
the characteristics of its content:

Markdown source
code editor generate/

exportgenerate/exportedit generate/export

Figure 3: Markdown work�ow.

Template View Model

When the view data changes, the framework
synchronizes the view data

When the view data changes, the framework
synchronizes the model data 

Figure 2: Two-way data binding.
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(1) Challenging. Generally, it refers to the degree of
di�culty of learning content in the learning process.
For students, the content of learning can neither be
too easy nor too di�cult. Students have basically
mastered the simple content, and it is di�cult to have
the desire to communicate and discuss the content;
too di�cult learning content exceeds the students’
own learning cognition and ability, which will also
a�ect the e�ect of students’ communication and
cooperation.

(2) Openness. It generally means that there is no �xed
answer to the content of learning, and the answer can
be varied. In the process of students’ learning, stu-
dents get the best answer through mutual exchange
and discussion and �nally report according to the
discussion process. Such learning content can fur-
ther stimulate the enthusiasm of students to learn
and communicate, obtain more di�erent answers,
and improve the learning e�ect.

(3) Exploratory. It generally means that students can
learn knowledge independently in the process of
inquiry and can use it to deal with practical problems
at the same time. �is type of learning content fo-
cuses on mobilizing students’ autonomous learning,
encouraging students to express their ideas bravely,

and forming consensus answers among group
members in group communication and discussion.

4.3.3. Implementation Design. �e implementation design is
a very important stage. It is mainly for teachers and students to
cooperate with each other to carry out learning. In the
implementation design stage, the �rst step, the teacher can
introduce the problems of this class through some media, such
as stories, audio, or video materials, to set up relevant scenarios
so that students can understand the learning goals of this class
through the platform. At the same time, you can also ask some
questions so that students have some thinking before the class.

5. Application and Analysis of English Course
Teaching Based on Network Learning Space

5.1.Design of the Experimental Study. For the purpose of the
experiment, this research puts forward the following hy-
potheses. Hypothesis 1: using the English course teaching
based on the network learning space, compared with the
traditional teaching method, students can better grasp the
relevant course knowledge, which is conducive to im-
proving students’ learning e�ect and level of learning.
Veri�cation method: after the experiment is over, pro-
fessional information technology teachers are invited to

SQL statement

number of requests

client
Use a database program

server
read database program

database
Save data on hard disk and other

devices

Figure 4: System structure of relational database.
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Self-learning

Content testing

Identify learning
goalsreceive task

checking data

Find problems

Find resources

Continue studying

online learning and
communication

Figure 5: Self-directed learning mode in online learning space.
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make a score based on the classroom performance and the
comparison of the works of the experimental class and the
control class. Hypothesis 1 holds if the quality of the ex-
perimental class is better than that of the control class.
Hypothesis 2: applying the teaching of English courses
based on network learning space, students’ collaborative
learning ability and autonomous learning ability are im-
proved. Veri�cation method: after the experiment, veri�-
cation is carried out through interviews and measurement
methods. �e students in the two classes were measured
with the independent learning ability measurement table
and the collaborative learning ability measurement table,
and the independent sample t-test was carried out on the
experimental data. If the measured data of the experimental
class and the control class are signi�cantly di�erent and the
scores of the experimental class are higher than those of the
control class, then hypothesis 2 is established.

5.2. Experimental Procedure. During the experiment, stu-
dents in the experimental class and the control class were
observed in class. �e experimental class adopted the

English course teaching method based on the network
learning space, and the control class adopted the traditional
information technology classroom teaching mode. �rough
classroom observation, it is found that the students in the
experimental class are more active in the classroom, have a
higher degree of participation in the questions raised by
teachers, and have more active discussions among group
members and between groups. �ey can ask their own
questions and take the initiative. If you ask your classmates
and teachers for advice, the classroom has a good learning
atmosphere, which is conducive to the cultivation and de-
velopment of students’ interests. Compared with the ex-
perimental class, the students in the control class were not
active enough in class. Most of the students lacked interest in
classroom activities. Only a few students could raise their
hands to answer the teacher’s questions. Practice time for
things is not related to classroom learning. Moreover, the
students in the control class were rarely able to ask questions
to the teachers and classmates and solve the problems. �ere
was less discussion time between the students and the
teachers and students, and they basically practiced alone.
�erefore, in terms of classroom activity and students’

Create collaborative
groups

Design Collaboration
Questions

Collaborative
problem solving

groupingstyle measurement

Determine the target

get questions

choice question

group collaboration

adjustment team

share solutions

Inter-group
communication show

Self-Assessment and
Peer-Assessment Teacher Comments

Summary and
Reflection find the problem continue to improve

Figure 6: Collaborative learning mode in the online learning space.
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enthusiasm, the students in the experimental class per-
formed better than those in the control class.

5.2.1. Analysis of Teaching Effect. *is section mainly starts
from the analysis of the results of the comparative experi-
ment, compares the classroom performance, works, and
achievements of the control class and the experimental class,
and analyzes the teaching effect of English course teaching
and traditional teaching based on the network learning
space. Finally, the collaborative ability results are obtained.

After analyzing the experiment of this research, the
collaborative learning ability of the two classes was measured
again to find out whether there was a difference in the level of
collaborative learning ability between the two classes after
the experiment [1]. Analysis of the independent sample t-test
results of “collaborative attitude” is shown in Tables 1 and 2.

From Table 1, it can be seen that the average value of the
experimental class is 34.45, and the average value of the
control class is 33.12. It can be seen that the average value of
the experimental class is 1.325 higher than that of the control
class. It can be seen from Table 2 that p � 0.001 and p< 0.05,
indicating that the two classes cooperated after the exper-
iment. Attitudes differ markedly. From the data level, it can
be considered that the teaching process of this experimental
study can improve the collaborative attitude of students.

5.2.2. Analysis of Learning Situation in Network Learning
Space. *e students’ learning effect in the experimental class
is investigated to understand the students’ evaluation of the

learning effect and the degree of satisfaction with the online
learning space after the experiment. In order to understand
the learning situation of students in the online learning
space, this research made a scale based on excellent master’s
and doctoral dissertations. After filling in the data, the
students imported the data into SPSS software and obtained
an Alpha coefficient of 0.857> 0.8, with good reliability. *e
questionnaire divides the survey of the learning situation of
the online learning space into two parts, namely, the survey
and analysis of the application attitude and the application
effect. (1) Results and analysis of application attitude for
students’ attitude towards the application of online learning
space: this study set five questions, designed from the at-
titude and importance of online learning space, and the
questionnaire design adopted a five-point Likert scale form
from the data level to analyze the students’ application at-
titude. *e specific structure is shown in Table 3. According
to the data obtained in Table 3, most of the students (80%)
use the online learning space because of the teacher’s request
in the early stage of learning. *is is in line with the current
education situation in China. Students’ cognition of learning
comes from multiple sources. Due to the guidance of
teachers and the fact that students in junior high school do
not have the ability to find online learning spaces by
themselves, teachers need to guide in the early stage of
teaching; after the teaching practice based on online learning
spaces, 90% of students believe that online learning spaces
become more interesting, and interesting classes help attract
students’ attention; more than 90% of students believe that
this way of teaching is helpful for course learning and can

Table 1: Collaborative attitude group statistics.

Grouping N J-means Standard deviation

Total score Test group 4 0 34.45 1.920
Control group 4 0 33.12 1.343

Table 2: Independent sample t-test results for collaborative attitude.

Grouping N J-means Standard deviation Salience Sig. (bilateral)
Test group 4 0 34.45 1.325 0.014 0.001
Control group 4 0 33.12 0.001

Table 3: Applications of online learning spaces.

Question Very much
in line (%)

Meet
(%)

Basically
meet (%)

Incompatible
(%)

Very
inconsistent (%)

1. You are using the online learning space because of a
teacher’s request 40 17.5 22.5 12.5 7.5

2. You are using the online learning space for your learning
needs 10 15 25 35 1 5

3. Do you think the online learning space has made the course
more interesting 75 15 7.5 2.5 0

4. Do you think the course resources in the online learning
space are helpful for the learning of information technology
courses

75 17.5 7.5 0 0

5. Your willingness to continue using the online learning space
in the future 55 25 7.5 7.5 0
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improve classroom efficiency; 80% of classmates said that, in
the future days, they will continue to use the online learning
space. After teaching practice, students have a preliminary
understanding of the online learning space, most students
believe that the online learning space has a positive impact
on their own learning, and most of the students have also
recognized the importance of the online learning space and
expressed that the online learning space will continue to be
used in subsequent studies. (2) Application effect results and
analysis: for the application effect of students on the online
learning space, this study set five questions to analyze the
learning effect of students in the online learning space. *e
specific investigation results are shown in Table 3.

6. Conclusion

*rough the experimental data obtained from the experi-
mental research of English course teaching based on the
network learning space, the data is analyzed, processed, and
summarized, and the following conclusions are initially
obtained in this research. *e teaching of English courses
based on the network learning space can improve students’
interest in learning to a certain extent and stimulate their
passion for learning English courses, which can be reflected
from the students’ performance. *e teaching based on the
network learning space has the interest that the traditional
classroom does not have. After the teaching method is
changed, the autonomy of the students is improved, and the
open network learning space provides a stage for the per-
sonalized development of the students. *rough the class-
room performance of the experimental class and the control
class, the students in the experimental class are active in class
and raise their hands positively, and the final performance
evaluation is also better than that of the control class.

Data Availability

*e dataset can be accessed upon request.
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A software construction detection algorithm based on improved CNN model is proposed. Firstly, extract the vulnerability
characteristics of the software, extract the characteristics from the static code by using the program slicing technology, establish
the vulnerability library, standardize the vulnerability language, and vectorize it as the input data. Gru model is used to optimize
CNN neural network. �e organic combination of the two can quickly process the feature data and retain the calling relationship
between the codes. Compared with single CNN and RNN model, it has stronger vulnerability detection ability and higher
detection accuracy. In contrast, the software algorithm of the improved CNNmodel has strong vulnerability detection ability and
higher detection accuracy. In terms of training loss rate, the DNN+Gru model is 17.2% lower than the single RNN model, 10.5%
lower than the single CNN model, and 7% lower than the VulDeePecker model.

1. Introduction

Software systems are widely used in various production and
life �elds. �e primary issue to be considered in the de-
velopment process is security. Software vulnerabilities will
not only cause unnecessary consumption of resources, but
also seriously damage the economic property of the appli-
cation industry. Traditional vulnerability analysis is divided
into three methods: static analysis, dynamic analysis, and
combined dynamic and static analysis [1]. Xia [2] compared
the static analysis method with other program analysis
methods and found that the static analysis method has a
higher degree of automation and faster speed in detecting
software vulnerabilities, but the static analysis method
generally has the problem of high false positive rate. Lu [3]
proposes a vulnerability detection technology based on
dynamic taint analysis, which realizes the taint propagation
process based on control �ow and data �ow, but frequent
taint mark detection takes up a lot of memory and reduces
system performance. Pan and Zhou [4] propose a method of
combining static code analysis of pollution propagation

model and dynamic detection of puri�cation units to dis-
cover vulnerabilities in web applications, but this method is
only used for cross-site scripting attacks and is used to detect
other vulnerabilities, such as poor ability. Perl et al. [5]
proposed a tool VccFinder that uses SVM classi�er to mark
suspicious codes. Although this tool reduces the false pos-
itive rate, it needs to reextract features and perform model
training every time when detecting codes in di¡erent lan-
guages. Li et al. [6] developed the VulPecker tool, which has
a very low false positive rate when detecting vulnerabilities in
code clones, but is not suitable for dealing with other types of
vulnerabilities.

With the continuous development of the deep learning
discipline, the use of machine learning to achieve software
vulnerability detection has gradually emerged. A deep
learning-based Android malicious application detection is
proposed, and a recurrent neural network is used to detect
Smali static code, but this method is only aimed at malicious
application attack problems and cannot �nd vulnerabilities
in the code itself [7]. Li et al. [8] proposed an improved long
short-term memory network (LSTM) model, which is
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applied to the vulnerability detection problem of open
source code, but this model is only for C/C++ source code
problems and can only handle API and library function calls
question.

On the basis of the above method, this paper proposes a
software vulnerability detection method of deformable
convolutional neural network, relying on the activation
function and residual unit to improve the stability of the
training gradient, because the convolution kernel can be
shared in the convolutional neural network, and the network
depth determines the length of the back propagation path, so
it can greatly reduce the algorithm’s time when detecting
software vulnerabilities memory consumption.

2. Software Code Feature Extraction

Feature extraction of software code is the key to vulnerability
detection. Firstly, program slicing is performed with key
points in the vulnerability library as entry points, and code
fragments containing vulnerability features are extracted
from open source code, and these code fragments are called
“code unit sets” [7]. Secondly, the set of code units con-
taining vulnerabilities is vectorized, and the features are
represented in a vector form that can be processed by the
deep learning model. �e feature processing �ow of open
source code is shown in Figure 1.

2.1. Establish aVulnerability Library. In order to ensure that
the slicing tool can accurately locate the code part containing
the vulnerability features, a vulnerability library needs to be
designed, and the key points of program slicing are de�ned
in the vulnerability library. Taking API misuse as an ex-
ample, the calling function of the API in the program is the
key point of API misuse in the vulnerability library. Using
the calling function as the entry point, the parameters,
statements, and expressions related to the key points in the
code are extracted. �erefore, the design of open source
software vulnerability library is an indispensable link in
static code vulnerability detection.

�e open source software vulnerability library designed
in this paper is mainly based on the CVE vulnerability
database. CVE is compatible with 28 communities and
institutions and contains about 6,500 entries. It is currently
the authoritative standard vulnerability library for vulner-
ability scanning and evaluation. In addition, this paper also
combines other large vulnerability information bases, such
as CWE, NVD, and CNNVD.�rough comparative analysis,
the vulnerability library is roughly divided into seven cat-
egories: input validation, bu¡er over�ow, memory man-
agement, API misuse, error handling, information leakage,
and cross-site scripting [9]. Some key points are shown in
Table 1.

2.2. Program Slicing. Program slicing is used to implement
static code vulnerability feature extraction and process static
code into a code unit set containing features. In the slicing
process, the key points in the vulnerability library are used as
entry points, and the control �ow graph and data �ow graph

are constructed according to the order of mutual calls in the
program and the �ow of data parameters, so as to extract the
expressions related to the key points. Formulas and state-
ments and code statements and comments that are not
related to features are removed [10]. �ere are many al-
gorithms and tools related to program slicing. �is paper
uses LLVM to complete static code slicing.

2.3. Feature Vectorized Expression. After the program is
sliced, a code unit set containing vulnerability features is
obtained. �e code unit set cannot be directly used as the
input of the deep learning model and needs to be quantized
into a �xed-length vector. In this paper, the word vectori-
zation model word2vec is used to complete the vectorization
of features. �e word2vec model processes the code unit set
by constructing a multilayer neural network. During the
processing, the parameters of the neural network are con-
tinuously corrected and a series of linear and nonlinear
operations are performed. Finally, we get the required word
vectors. Before vectorizing the code unit set, the code unit set
should be regularized, and the user-de�ned variables and
function names in the code should be replaced with standard
symbolic names in one-to-one correspondence. In this
paper, the static analysis tool cppcheck is used to traverse
line by line code and completes the substitution of user-
de�ned variables and standardized names.

3. Improve the CNN Vulnerability
Detection Model

3.1. CNNModel. �e basic structure of CNN consists of an
input layer, a convolution layer, a pooling layer, a fully
connected layer, and an output layer. Generally, several
convolution layers and pooling layers are used, and the
convolution layers and pooling layers are alternately set; that
is, one convolutional layer is connected to a pooling layer
and so on. Since each neuron of the output feature surface in
the convolutional layer is locally connected to its input, and
the corresponding connection weights and local inputs are
weighted and summed together with the bias value to get the
input value of the neuron, this process is equivalent to the
convolution process.

�e convolution layer consists of multiple feature sur-
faces, each feature surface consists of multiple neurons, and
each neuron is connected to the local area of the feature
surface of the previous layer through a convolution kernel,
which is a weight matrix (such as for two-dimensional
avatars, it can be a 3× 3 or 5× 5 matrix) [11], the con-
volutional layer of CNN extracts input features through
convolution operations, the �rst convolutional layer extracts

Vulnerability
library

Open source
code Code unit set Feature vector

Program slice

Figure 1: Feature code feature processing �ow.
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low-level features, and the convolutional layer of higher
layers extract higher-level features. Figure 2 shows a sche-
matic diagram of the convolutional layer and pooling layer
structure of a one-dimensional CNN.

�e pooling layer follows the convolutional layer and is
also composed of multiple feature surfaces, each of which
uniquely corresponds to a feature surface of the previous
layer and does not change the number of feature surfaces. As
shown in Figure 2, the convolutional layer is the input layer
of the pooling layer. A feature surface of the convolutional
layer uniquely corresponds to a feature surface in the
pooling layer, the neurons of the pooling layer are also
connected to the local receptive �eld of the input layer, and
the local receptive �elds of di¡erent neurons do not overlap.
�e pooling layer aims to obtain spatially invariant features
by reducing the resolution of feature surfaces [12].

�e pooling layer plays the role of secondary feature
extraction, and each neuron performs a pooling operation
on the local receptive �eld. In the CNN structure, one or
more fully connected layers are connected after multiple
convolutional layers and pooling layers. Each neuron in the
fully connected layer is fully connected to all neurons in the
previous layer. �e fully connected layer can integrate the
class-discriminative local information in the convolutional
layer or the pooling layer [13].

It can be seen from Figure 3 that the neurons of the
convolution layer are tissue into each feature, and each
neuron is connected to the local region of the upper layer,
that is, the gland in the convolution layer. �e feature in the
input layer performs local connection [14]. �e local con-
nection weighted and passed to a nonlinear function such as
the RELU function to obtain an output value of each neuron
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Figure 2: DNN+GRU model structure diagram.

Table 1: Program vulnerabilities and key points.

Program vulnerabilities Key points

Input validation problem insect, create, select, alter, update, order, cookie, subject, system, command, open, close, getProperty,
getRuntime

Bu¡er over�ow problem Strcpy, strlen, stract, strchr, scanf, sprintf, sterror, strcoll, sbumpc, strcnpy, cin, gets, fgets, getchat, getc,getpass,
malloc, istream, printf

Misuse of API Cin, gets, fgets, getchat, getc, getpass, memcpy, malloc, getParameter, equals, getProperty, read, gethostbyaddr
Content management
issues

Malloc, calloc, realloc, alloca, free, new, delete, memcpy, memmove, memcmp, memchr, memset, mmap,
munmap, memccpy, getpagesize

Error handling issues -Alloca, catch, throw, EnterCriticalSection
Cross site scripting
problem URL, submit, cookie

Information leakage
problem Malloc, calloc, realloc, alloca, memcpy, memmove
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in the convolution layer. In the same input feature and the
same output feature, the weight sharing of the CNN can
reduce the model complexity by weight sharing, making the
network easier to train.

3.2. CNN+GRU Model. Although CNN has good classi�-
cation ability in vulnerability detection, it cannot well
preserve the contextual relationship between code state-
ments, and the overly complex neural network structure will
have the problem of gradient disappearance as the number
of layers increases [15]. RNN is often used to deal with time
series problems and can better express the contextual calling
relationship between codes, but RNN also has the problem
of gradient disappearance. GRU is an e¡ective variant of
LSTM network. It has simpler structure and better e¡ect
than LSTM network. �erefore, it is also a very manifold
network at present. Since Gru is a variant of LSTM, it can
also solve the long dependency problem in RNN networks
[16]. GRU introduces three gate functions into LSTM: input
gate, forgetting gate, and output gate to control input value,
memory value, and output value. In GRU model, there are
only two doors: update door and reset door.

�is paper proposes to combine CNN and GRU, or-
ganically integrate the advantages of the two models, and
build a new model that is more suitable for open source
software vulnerability detection. �e CNN is used as the
interface for interacting with the feature vector, and the
GRU is used as the gating mechanism to deal with the re-
lationship between the code statements, which constitutes
the CNN+GRUmodel. �e e±ciency of CNN in processing
data is higher and faster than GRU, and the automatic
learning ability of convolution kernel is also stronger than
GRU [17], and GRU model not only solves the problem of
gradient disappearance in CNN, but also captures CNN Call
information between code functions is ignored. �e struc-
ture of the CNN+GRU model is shown in Figure 4.

In Figure 2, the �rst is the convolution and pooling pro-
cessing of CNN. CNN can quickly process high-dimensional
data and ensure the invariance of feature data to the greatest
extent during dimensionality reduction [18]. Second, the GRU
is embedded between the pooling layer and the fully connected
layer, and the GRU is used to preserve the up-down calling

relationship between code data. Finally, the fully connected
layer is used to complete the normalization process, and the
processed output value is sent to the SoftMax classi�er for
classi�cation and detection, and the classi�cation result is ob-
tained [19].

�e input layer is a preprocessed 50× 50-dimensional
feature matrix. �e red square in the �gure represents the
convolution kernel with a size of 7× 7. �e convolution
kernel is the weight matrix in the perception �eld. �e scan
pitch for input data is set to 1. �ere may be out-of-bounds
phenomenon when scanning to the boundary, the boundary
needs to be expanded, and the value of the out-of-bounds
part is set to 0. �e input of the convolutional layer is the
50× 50 feature matrix in the input layer, and the output
matrix dimension is determined by

heightout �
heightin − heightkemel + 2 × padding

stride
+ 1,

widthout �
widthin − widthkemel + 2 × padding

stride
+ 1.




(1)

In formula (1), height and width represent the length and
width of the matrix, padding is the padding mode, and stride
is the step size. To be precise, each convolution kernel also
contains a bias parameter, but the formula omits bias. In the
CNN+GRU model, padding is 0, stride is 1, and the length
and width of the output matrix are (50 − 7 + 2)/1 + 1 � 44;
that is, the input matrix of pooling layer 1 is 44× 44

Input face features

Output face features
Convolutional layer

Output face features
Pooling layer

Figure 3: Schematic diagram of convolutional layer and pooling layer.

Static code preprocessing stage CNN+GRU model training and testing stage

Test program

Design vulnerability library,
identify key points of static code

Programmatically Slicing Static
Code Using Slicing Tools

Characterization and
Vectorization

Eigenvector matrix

Input 50×50 feature matrix

·

marker feature matrix

Train CNN+GRU model

CNN+GRU model
testing

Comparison of test results

Determine the model evaluation
index and get the evaluation data

Training samples

Test samples

Figure 4: �e process of CNN+GRU model detecting software
vulnerabilities.

4 Scienti�c Programming



dimensions. )e pooling layer is mainly to compress and
reduce features and prevent overfitting. In pooling layer 1, a
filter of size 2× 2 is used, and the stride is chosen to be 2. It
can be concluded that the output of pooling layer 1 is 22× 22.
)e processing of convolutional layer 2 and pooling layer 2 is
similar to convolutional layer 1 and pooling layer 1.

GRU is embedded between the pooling layer and the
fully connected layer. Since CNN uses filters and windows of
different sizes to process data, it often loses the up-down
calling and transfer relationship between these code data. In
addition, too many neural network layers will also have the
problem of gradient disappearance, so it is necessary that
GRU acts as a storage timing information and control gate in
the whole model. In the GRU structure diagram, x is the
input, h is the output, fi is the forgotten part of the input
information, and ri is the memorized part of the input
information. )e calculation in GRU is shown in

rt � σ Wr × ht− 1, xt ( ,

ft � σ Wf × ht− 1, xt  ,

ht � Relu W × ft × ht− 1, xt ( ,

ht � 1 − rt(  × ht− 1 + rt × ht.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

In formula (2), w represents the weight, and relu is the
activation function. In order to make CNN+GRU have
nonlinear modeling ability, an activation function is added
to GRU. )e relu function, which is faster to calculate and
can alleviate gradient disappearance, is selected as the ac-
tivation function, as shown in

f(x) � max(0, x), (3)

where x is the input, f(x) is the output, and relu can keep
the gradient from decaying when x > 0, alleviating the
problem of gradient disappearance.

)e problem of program vulnerability detection is ac-
tually a two-category problem, with or without loopholes. So
you need to add a fully connected layer and a SoftMax layer
at the end of the model. )e fully connected layer is re-
sponsible for further dimensionality reduction and purifi-
cation of the features, and the classifier is responsible for
whether the final sample contains vulnerabilities. )rough
filters (also called convolution kernels), the fully connected
layer connects the input and output together, and the fully
connected part is shown in

W∗ x + b � z. (4)

Among them, x � [x0, x1, x2, . . . , xn]T is the input
vector; y � [y0, y1, y2, . . . , yn]T is the output vector, then
the filter part is a matrix of size m × n, and b is a partial set of
the term, b � [b0, b1, b2, . . . , bn]T.

SoftMax classifiers are widely used to solve multi-
classification problems in various domains. )e input fea-
ture of the SoftMax function is set to x, and the probability
value is p(y � j|x), assuming the function is as follows:

hθ(x) �

p y
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)e parameter θ is obtained through training, the setting
of θ needs to minimize the regression cost function, k is the
dimension of the vector, and the regression cost function of
SoftMax is
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ij) is the weight failure; in order to mini-

mize the value of J(θ), use iterative optimal algorithm. By
seeking, gradient formulas can be obtained:
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m

i�1
1 xi yi � j(  − p yi � j|xi; θ(   + λθj.

(7)

∇θj
J (θ) represents a vector, and a SoftMax model can be

implemented by minimizing J(θ).

3.3. Model Assessment Indicator. Before training and testing
models, you need to give an evaluation indicator of the
vulnerability detection model, the accuracy (ACC), and the
loss rate (LOSS), which is often used.

Refer to the mainstream assessment index system,
according to the difference between the prediction results
and the real results, divided into the following four cases
[20]:

TP: the prediction result is positive and the real results
are positive.
FP: the prediction result is positive, and the real results
are negative.
FN: the forecast results are negative, and the real results
are positive.
TN: the forecast results are negative, and the real results
are negative. )e calculation of the accuracy ACC is as
shown in

ACC �
TP + TN

TP + FP + FN + TN
. (8)

)e loss rate of the CNN+GRU model is calculated by
the cross-entropy loss function and reflects the gap between
the prediction results and the real results by calculating the
cross entropy. )e collection of predicted results is used to
represent the collection of real results, and the cross-entropy
of the two sets can be defined as follows:
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H(p, r) � Ep[− |br] � H(p) + DKL(pr). (9)

H(p) represents the entropy of P, and DKL(pr) is KL

distance to measure the distance of two collections.

4. Simulation Experiment

When using the software vulnerability detection algorithm
of the CNN model, the corresponding indicators are mainly
the accuracy rate of training and the loss rate of training as
the main basis for judging the detection of software vul-
nerabilities of the CNN model.

4.1. Experimental Environment. )e training and testing
environment of the vulnerability detection model is 16GB
memory, and the processor is Intel® Core™ i5-3515M, 64-bit
Win10 physical machine. Open source data often have class
imbalance problems; that is, most of the data are positive
samples (samples without vulnerabilities), while the number
of negative samples is low (samples with vulnerabilities).
Such imbalance problems will affect the vulnerability de-
tection model performance, causing vulnerability cases in
the standard library. )is dataset is preprocessed, including
feature extraction, normalization, and vectorization of fea-
tures. Finally, more than 300 samples were formed as ex-
perimental data (171 positive samples and 144 negative
samples), and 215 samples were taken as training data (117
positive samples and 98 negative samples). )e remaining
100 samples are used as test samples, 54 positive samples,
and 46 negative samples, which are used to verify the vul-
nerability detection ability of the CNN+GRU model as
shown in Table 2.

4.2. Detection Process. )e vulnerability detection process
can be divided into two stages: the static code preprocessing
stage and the vulnerability detection model training and
testing stage [21].

In the static code preprocessing stage, first of all, refer to
the real vulnerability cases in CVE, extract the API functions
with specific errors in the cases, divide the API functions into
7 categories to construct the open source software vulner-
ability library of this article, and use the API functions in the
vulnerability library. It is the key point and the entry point of
the program slice. Second, collect the data set, use LLVM to
slice the data set program, extract key points from the data
set code, and construct the control flow chart of the key
point function. In the control flow graph, each node is a basic
block. )e variables and operations related to the key point
function are found through each branch of the basic block.

Finally, all the basic blocks related to the key point function
are intercepted to form more than 300 code unit sets. In
addition, it is necessary to standardize and vectorize the code
unit set and use word2vec to vectorize more than 300 code
unit sets in batches to obtain training samples. Use the same
method to obtain test samples. Finally, normalize all the
feature vectors, and process the feature vectors into a
50× 50-dimensional feature matrix according to the size of
the sample. )e size of the ordinate is the dimension of the
word vector, and the abscissa is the number of word vectors.
If the word vector is less than 50, it is filled with 0. In the
training and testing phases of the vulnerability detection
model, the training model and the testing model need to be
written, and the entire compilation process uses the python
language. Add a label to the test sample, set the label of the
sample containing the vulnerability to “0,” and set the label
of the sample without the vulnerability to “1.” 215 samples
were taken as training data. In the experiment, batch ex-
traction was used to extract a fixed number of samples from
the test samples each time, and the model was trained
through multiple iterations. In the testing phase, use the
trained CNN+GRUmodel for testing, compare whether the
model test results are the same as the actual results, and test
the detection ability of the CNN+GRU model. )e overall
process of the entire static code vulnerability detection is
shown in Figure 4.

4.3. Analysis of Experimental Results. In the training phase,
iterate 3000 training cycles, and use the minibatch gradient
descent algorithm (MBGD) for batch extraction. Every 10
iterations, the current training accuracy rate (training ACC)
and training loss rate (training loss) are output, and save the
model document. )e model document saves the weights
that are adjusted and set when training the neural network,
so that the model document can run directly. )e detection
results of part of the model during the training process are
shown in Table 3.

During the training process, the accuracy and loss rate
after 500 iterations are stable at 0.903 3 and 0.154 1. )e
weight values of the model at this time are saved in the ckft
model document, and the parameters in the document are in
the testing phase parameter to use. )e changes in the ac-
curacy and loss rates during training are shown in Figure 5.

As can be seen from Figure 5, when the number of it-
erations is less than 500, the accuracy of the whole curve is
significantly improved; when the number of iterations is
more than 500, the accuracy curve tends to be stable and
remains at about 0.9. When the number of iterations is less
than 500, the whole curve shows an obvious downward
trend.When the number of iterations is greater than 500, the
curve also tends to be stable and remains at about 0.15. After
the model training is completed, the test samples are tested.
By loading the model documents saved during the training,
the model can be directly restored to the state at the end of
the training. 100 samples are randomly selected from 315 test
samples each time for 5 times. See Table 4 for test accuracy
(test ACC) and test loss rate (test loss).

In order to further prove that the CNN+GRUmodel has
high vulnerability detection ability, the CNN+GRU model

Table 2: Simulation experiment environment.

Name Parameter
RAM 16GB
HD 512GB
CPU Intel® Core™ i5-3515M
OS 64-bit Win10 physical machine
Python 3.7.1
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is compared with a single CNN, RNN, and the existing
vulnerability detection model VulDeePecker [22].�e CNN,
RNN, and VulDeePecker models were trained and tested
using the same dataset, and the experimental results of the
four models were compared. �e speci�c results are shown
in Table 5. �e information in the table is the average of the
training data and test data of the four models. It can be seen
that the experimental results of CNN+GRU are the best.

�e experimental results show that it is feasible to nest
GRU into the pooling layer and fully connected layer of

CNN. �e CNN+GRU model proposed in this paper can
not only ensure the invariance of feature vectors to the
greatest extent during dimension reduction, but also pre-
serve the invariance between codes. Call relationship has
stronger vulnerability detection ability, and compared with
CNN, RNN, and VulDeePecker models, CNN+GRU has
higher accuracy and lower loss rate.

5. Conclusion

�is paper proposes a software building detection algorithm
based on an improved CNN model. Firstly, extract the
vulnerability features of the software, use program slicing
technology to extract features from static code, establish a
vulnerability library, and standardize and vectorize the
vulnerability library as input data. GRU model is used to
optimize CNN neural network. �e organic combination of
the two can quickly process the feature data and retain the
calling relationship between the codes. �e improved CNN
model is better than the single CNN and RNN model in
vulnerability detection ability and detection accuracy.
Compared with single CNN model and VulDeePecker
model, the training loss rate is 4.25% higher. On the con-
trary, compared with single RNN model and VulDeePecker
model, the training loss rate is 17.2% and 7% lower,
respectively.

Compared with other single algorithms, the improved
CNN algorithm has relatively high requirements for data
and needs to be further optimized in the future.

Data Availability

�e dataset can be accessed upon request.
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Aiming at the related problems existing in the  eld of leisure sports computing, in order to study the behavior recognition of
leisure sports by deep residual network, based on the deep residual neural network theory, the behavior recognition algorithm and
the corresponding robust model are used to analyze the leisure sports related samples, and the correlation model is used to predict
and analyze the leisure sports related content. �e results show that the change curves of Sig and Tanh functions can be divided
into slow increasing stage, linear increasing stage, and stable stage.�e y value corresponding to ReLU curve shows a linear change
trend with the increase of x value.�e Leaky function’s corresponding curve can be divided into two stages.�e function coincides
with the ReLU function in the  rst quadrant and remains linear in the third quadrant. �e activation function curves corre-
sponding to layers 56 and 20 have a relatively large variation range, and both of them show an overall trend of gradual decline. On
the whole, the curve value corresponding to layer 56 is higher than that corresponding to layer 20, indicating that the method of
layer 20 is relatively good and the corresponding training error is relatively low. It can be seen from the robustness recognition rate
of various methods under di�erent training samples that Fl has the highest overall data recognition rate while Sc has relatively poor
stability. However, the recognition rate of IDCC and DCC shows a relatively �at trend, indicating that these two methods have
certain advantages in describing the robust recognition rate. �e research results can provide theoretical support for the ap-
plication of deep residual neural networks in other  elds.

1. Introduction

Deep residual neural network has been widely applied in
di�erent  elds: Aiming at the problems in the  eld of
handwriting, a method based on deep residual network has
been established, which can achieve higher accuracy [1]. In
view of the problems existing in the accurate recognition of
cancer lesions, deep learning technology can play a certain
role in performing natural image segmentation, and this
model has reasonable scale invariance and the ability to
detect even small di�erences [2]. In view of the problems
existing in the operation process of short-term load, a deep
residual network short-term load prediction method based
on adaptive method is proposed [3]. �e accuracy and
timeliness of neural network are considered in this method.
A method using deep residual network to enhance image
resolution was proposed. �e method used behavior

recognition algorithm and robustness analysis to calculate
data and samples, and the results showed that the model
could better re�ect and describe images [4]. In order to
better analyze and describe the characteristics of radar, an
optimization model based on deep residual network is
proposed. �is model can not only analyze and verify the
relevant data of radar, but also carry out predictive analysis
of radar samples within a certain range, and the accuracy of
this model has been veri ed by experiments [5]. �e eval-
uation index of image quality is very important for image
processing. Aiming at a series of problems existing in image
research, an image evaluation model based on deep residual
network and behavior algorithm is established. �e model
extracts relevant data for analysis, thus obtaining the cor-
responding model results, and the accuracy of the model has
been veri ed through experiments [6]. Deep fuzzy neural
network cannot well explain the behavior of nonlinear
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dynamics. A new architecture based on deep residual neural
network theory is established. In order to verify the supe-
riority of the model, a large amount of data were used for
verification, and the structure showed the accuracy of the
model [7].

'e above studies mainly analyzed the application of
deep residual network in aspects other than leisure sports.
'erefore, in order to better study related behavior recog-
nition algorithms and other problems existing in leisure
sports, deep residual neural network theory is adopted.
Leisure sports are monitored and analyzed based on be-
havior recognition algorithm, and the correlation model is
used to predict and analyze the sample data of leisure sports.
'e research results can provide support for the application
of deep residual neural networks in other fields.

'e scale of leisure sports is shown in Figure 1. From the
scale of leisure sports, we can see that with the passage of
time, the scale of sports shows a trend of gradual increase
[8–10].'e scale of leisure sports increased by 5.7 times from
129 in 2011 to 731 in 2021, indicating that the scale of leisure
sports is gradually increasing. In order to quantitatively
analyze the change rule of leisure sports scale over time, the
increment percentage of leisure sports scale at different
times was plotted. It can be seen from the figure that the
corresponding increment also shows a trend of gradual
increase. In addition, it can be seen from the way of linear
fitting that this law conforms to the quadratic function
distribution. 'rough the above analysis, we can draw rel-
evant conclusions: 'e scale of leisure sports increases
gradually with the increase of time, and the increment
proportion also shows an increasing trend. However, from
2019 to 2021, it can be seen that the increment of the size of
leisure sports decreased, indicating that there are some
problems in the development process of leisure sports scale,
which has restricted the development of leisure sports scale
to some extent.

2. Basic Theory of Deep Residual Networks

2.1. Convolutional Neural Network. Convolutional neural
network (CNN) is the most representative deep learning
algorithm, which has achieved great success in the field of
computer vision [11, 12]. Compared with traditional fully
connected neural networks, CNN has fewer training pa-
rameters andmore flexible training methods and can deepen
model layers through network optimization methods. When
the network model trains image data, the original image to
be processed or the preprocessed fuzzy image is first put into
the input layer, and then the convolutional layer and pooling
layer process the image of the input layer. 'e feature in-
formation is extracted to form the feature map, and then the
activation layer performs nonlinear operation on the feature
map to enlarge the image and reconstruct the final result.
CNN uses convolution computation to propagate feedfor-
ward signals, and the corresponding fully connected neural
network is shown in Figure 2.

'rough the whole neural network diagram, we can see
that neural network can be divided into three parts
according to its different functions: input layer, hidden layer,

and output layer. 'e specific data processing process is as
follows: Firstly, the verification samples and data are im-
ported into the input layer; the data is analyzed through the
algorithm in the input layer; and then the analyzed data is
imported into hidden layer 1. Further analysis and validation
of the input data are carried out through the five units and
modules in hidden layer 1, and the corresponding data is
then exported. 'e data of the map is imported into hidden
layer 2 again. In hidden layer 2, there are three variable
elements that can verify the input data. After the above
hidden layer analysis, the obtained data is output, so as to
realize the description of the neural network.

In order to better analyze the computation process of
convolutional neural network, an introduction neural net-
work structure diagram is drawn, as shown in Figure 3. As
can be seen from the convolutional neural network flow
chart, convolutional neural network can be divided into five
parts: convolution unit, upsampling, convolution, down-
sampling, and full connection. Firstly, the sample data is
imported into the convolution part to extract the relevant
features of the data. 'en, the feature data is imported into
the upsampling for further analysis, through a series of
operations such as copying and pasting the data. 'en, the
pasted data is imported into the new convolution part again
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for calculation.'e newly obtained data is imported into the
lower sampling for a new round of more accurate copy-and-
paste operations. In this way, the obtained new data can be
imported into the full connection operation. 'rough the
full connection operation, the data sample can be analyzed
and modified, and finally the relevant data can be exported.

Convolutional neural network mainly includes con-
volutional layer and corresponding activation function.

2.1.1. Convolutional Layer. 'e convolutional layer is the
foundation of convolutional neural network and the most
core component of the network. 'rough the combination
analysis of the obtained local feature information, the global
feature information is formed. 'e corresponding operation
mode is as follows:

CONV(ij) � 

m−1

i



n−1

j

uij × w + b,

(i � 1, 2 . . . m − 1; j � 1, 2 . . . n − 1),

(1)

where uij is the input image,m and n are the size of the input
image, w is the size of the convolution kernel, and b is the
bias constant of the convolution kernel. CONV(ij) is the
characteristic graph output after convolution operation.

2.1.2. Activation Function. CNN adds an activation function
layer to the network and analyzes the model better by
adopting the feature mapping method of nonlinear function.
'e full name of ReLU function is modified linear unit. 'e
function is one of the commonly used activation functions,
which is characterized by low computational complexity and
no exponential operation. 'e ReLU function can be
expressed as follows:

f(x) � max(0, x),

�
x, (x≥ 0),

0, (x< 0).


(2)

However, it is worth explaining that ReLU function has
certain defects in the calculation process. When the data
passes through the negative range of ReLU function, the
output value is equal to 0. Under certain conditions, some
neurons in the data network will no longer update

parameters, thus reducing the expression ability of the
networkmodel. Based on the above problems, a Leaky-ReLU
function is proposed to correct and optimize the ReLU
function, which makes the output value not equal to 0 when
the data passes through the negative range of the function.
'e Leaky-ReLU function can be expressed as follows:

f(x) �
x, (x≥ 0),

ax, (x< 0).
 (3)

'e corresponding equations of Sig and Tanh are as
follows:

sig(x) �
1

1 + exp(−x)
,

tanh(x) �
exp(x) − exp(−x)

exp(x) + exp(−x)
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

'e graph of activation function corresponding to the
above functions is shown in Figure 4. 'e y value of Sig
function increases gradually with the increase of x, which
can be divided into three parts: 'e first part belongs to the
stable stage. In this stage, with the increase of x value, the
corresponding y value shows a constant trend of change, and
the value is near zero. In the next stage, with the increase of x
value, y value shows the trend of the curve increasing in the
last step, and the slope corresponding to the curve at this
stage is approximately constant, indicating that the linear
characteristics of the curve are obvious. After the second
part, as the x value increases, and the curve recovers again,
showing an approximately constant trend of change.
However, compared with the first part, the y value corre-
sponding to the constant phase in this part is relatively large.
From the change curve of Tanh, this curve is basically
consistent with the change trend of Sig curve, except that the
corresponding y value is in a negative state in the stable stage
of the first part. In the second stage, the curve still shows a
linear trend of change, but compared with the Sig function,
the slope of Tanh function in this stage is relatively larger. As
the value of x increases further, the curve reaches the third
stage and coincides with the corresponding curve of the Sig
function at this stage.

From the ReLU curve, the corresponding y value shows a
linear change trend with the increase of x value, and the

Convolution On the sampling Downsampling All connectionConvolution

Figure 3: Convolutional neural network diagram.
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slope of this linear curve is constant. In addition, the slope of
ReLU curve is basically consistent with that of Sig function
in the second stage. And, the curve corresponding to Leaky
function can be divided into two stages, indicating that
Leaky function belongs to a segmented function, which
coincides with the curve of ReLU function in the first
quadrant. In the third quadrant, it still shows a linear change
rule, but the slope is relatively smaller than that in the first
quadrant.

2.2.Basis ofResidualNeuralNetwork. Deep residual network
has a good application effect in image classification, location
task, and semantic segmentation and can effectively alleviate
the related problems caused by the disappearance of gradient
[13–15]. CNN convolution layer has the characteristics of
local perception and weight sharing. Local perception means
that the convolution layer only extracts local features during
operation and then combines all local features into global
features after operation. Weight sharing means that the
weight parameters between the convolution kernels are
shared and the features extracted by the convolution kernels
with shared weight parameters are the same in any region of
the neural network.'ese two characteristics enable CNN to
have faster training speed and better network performance
compared with traditional fully connected neural network.
In order to better analyze the relevant calculation content of
residual neural network, the structure diagram of different
types of residual neural network is summarized, as shown in
Figure 5.

In order to explore the structure differences of different
residual neural networks, they can be divided into three
structures according to the difference of their operation
processes: ResNet structure, VDSR structure, and DRRN
structure. It can be seen from the structure comparison
diagram that the three structures are consistent in the initial
data input and final data export, while there are great dif-
ferences in the concrete computing part in the middle. 'e

intermediate operation part of ResNet structure can include
two identical data loop chains, which can make the data
better for iteration and analysis and make the calculation
results more targeted. In the VDSR structure, the data
operation part is directly carried out without any cycle,
which can ensure the fluency and authenticity of the data
and make the data results more comparative. 'e running
part in the middle of the DRRN structure belongs to the
multi-iterative loop, and multiple iterative loops can make
the analysis of experimental data more accurate thus making
the derived structure more general.

'e structure characteristics of several common residual
neural networks are shown as follows [16–18]:

(1) VDSR: VDSR model is a new network structure that
will add residual module into the deep neural net-
work. Compared with SRCNN and other traditional
super-resolution network models, the VDSR model
has a faster training speed, and it can be found
through calculation that the model can train image
data of different sizes.

(2) DRRN: It adopts a deeper network structure, which
makes better use of the residual network module.
Each residual unit has two convolution layers, and
the parameters at the corresponding positions be-
tween the convolution layers are shared. DRRN has
faster computing speed and higher accuracy during
training and can reconstruct higher-quality high-
resolution images with less memory resources.

(3) ResNet: It refers to VGG19 network and is modified
on its basis. Residual unit is added through short-
circuit mechanism. 'e changes are mainly reflected
in ResNet directly using convolutional samples for
downsampling. In order to better analyze the in-
fluence of different layers on the training error of
ResNet, the calculation results of ResNet under
different layers are summarized, as shown in
Figure 6.
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Figure 5: Comparison of several residual network structures.
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'e two activation functions of different types are shown
in Figure 6. It can be seen from the figure that the curves
corresponding to the 56th and 20th floors change in a rel-
atively large range, and both of them show a trend of gradual
decline on the whole. However, their different trends can be
divided into two parts: In the first part, with the increase of the
number of iterations, the two curves first show a trend of
gradual decline, but in the process of change, there are still
certain fluctuations in the data.'is indicates that the training
error corresponding to the activation function has a certain
jump. When the number of iterations reaches 3.5×104, the
curve suddenly drops rapidly and enters the second stage.'e
main reason for the rapid decline of the curve in this stage is
that there is a certain jump in the relevant data, which leads to
the rapid decline of the training error. In the second stage, the
curve still shows an overall trend of gradual decline, but the
corresponding data still have certain fluctuations. Compared
with the first stage, the changes of the two curves are relatively
small. On the whole, the curve value corresponding to the
56th layer is higher than that corresponding to the 20th layer,
indicating that the training error corresponding to the 56th
layer is higher than that of the 20th layer. At the same time,
this also shows that the 20-layer method is relatively good and
the corresponding training error is relatively low, which can
better reflect the relevant properties of the activation function.

In order to better analyze the influence of structures
corresponding to different residual neural networks on the
calculation results, the calculation results of residual neural
network structures of different types are summarized, as
shown in Figure 7. As can be seen from the figure, different
data structures show a trend of gradual decline on the whole.
'eir different trends can be divided into three stages on the
whole: In the first stage, the residual neural network shows a
trend of rapid decline and then slow decline. In the process
of this change, the data of relevant structures fluctuated to
some extent, indicating that the value of this data changed
with the increase of the number of iterations. 'e overall

performance is a certain degree of decline. With the further
increase of the number of iterations, the data curve drops
sharply, thus entering the second stage. At this stage, the data
tended to be stable after experiencing a short rapid decline
and remained stable all the time, indicating that the curve
had good stability on the whole at this stage. As the number
of iterations further increases, the data enters the third stage,
and the curve shows a slow downward trend.'e slope of the
corresponding curve gradually approaches zero, indicating
that the data has good stability after the first and second
stages, and the data can be derived. 'e curves of different
structures are basically the same. It can be seen that the curve
values corresponding to ResNet structure are the largest.'e
values corresponding to the VDSR curve are the smallest in
the first part, but only second to the ResNet structure in the
second and third parts. 'e values of the corresponding
DRRN structure are second only to ResNet in the first part,
but lowest in the second and third parts, indicating that the
stability of VDSR and DRRN structure is poor, while the
stability of ResNet structure is relatively good.

2.3. Evaluation of Residual Networks. In order to better
analyze the calculation results of the residual neural net-
work, different analysis methods are adopted to analyze the
deep residual network [19, 20]. 'e different evaluation
indexes can be divided into subjective indexes and objective
indexes.

2.3.1. Subjective Evaluation. Mean Opinion Score (MOS) is
a subjective evaluation standard for residual network quality
evaluation, and its definition is as follows:

MOS � 
n

i�1
Xi, (5)
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where i represents the i-th sample to evaluate the residual
network, and Xi is the score of the i-th sample to evaluate the
residual network. MOS did not establish a rigorous math-
ematical model in the process of residual network quality
evaluation. Considering the particularity of structural cal-
culation, MOS was not used as the evaluation standard of
residual network quality after reconstruction in this paper.
'e evaluation method of MOS is relatively fair and rea-
sonable and is often used as an indicator of evaluation model
algorithm. However, the results of MOS are also subject to
subjective influence of participants. Different evaluators will
have different views and opinions when comparing the same
model, so there is a big gap in the evaluation results, leading
to many uncertain factors.

'e index of subjective evaluation is the range of scores,
which is generally between 1 and 5: 5 means “very good
evaluation,” 4 means “good evaluation,” 3 means “medium
evaluation,” 2 means “poor evaluation,” and 1 means “poor
evaluation.”

2.3.2. Objective Evaluation. 'e principle of Mean-Square
Error (MSE) is to evaluate the quality of the reconstructed
network by analyzing the difference between the recon-
structed residual network and the original neural network. It
can be expressed as follows:

MSE
1
mn



m−1

i�0


n−1

j�0
Xij − Yij 

2
, (6)

where Xij represents the reconstructed residual network with
length and width of m− 1 and n− 1, and Yij represents the
original neural network with length and width of m− 1 and
n− 1.

Since the neural network will cause data changes in the
process of computation and compression, it is more rig-
orous to use the Peak Signal-to-Noise Ratio (PSNR) to
evaluate the quality of the reconstructed residual neural
network.

'e function of PSNR is to use data to reflect the ad-
vantages and disadvantages of each neural network algo-
rithm, and its specific expression form is as follows:

PSNR � 10 × log10
mn ×(Max)

2


m−1
i�0 

n−1
j�0 Xij − Yij 

2
⎛⎜⎝ ⎞⎟⎠. (7)

Max is the peak value of the model, which is 255 in
general. If it is 1, it indicates that the model has been linearly
normalized. Structural similarity is used to evaluate the
similarity of residual neural network from the three aspects
of contrast, brightness, and structure and is an index to
measure the similarity of residual neural network. 'e
evaluation method is more accurate and has a wider range
than PSNR. 'e definition of structural similarity is as
follows:

SSIM �
2uxux1 + C1(  2δxx1 + C2( 

u
2
x + u

2
x1 + C1  δ2x + δ2x1 + C2 

, (8)

where ux represents the gray mean of the original neural
network, δx represents the variance of the original neural
network, ux1 represents the gray mean of the neural network
after reconstruction, δx1 represents the variance of the re-
sidual neural network after reconstruction, δxx1 represents
the covariance between x and x1, and C1 and C2 are con-
stants. Generally speaking, the closer SSIM is to 1, the higher
the similarity is, and the better the computational quality of
the model is. SSIM can evaluate the quality of models from
three different aspects, better meeting the requirements of
perceptual evaluation, so it is widely used in the field of
super-resolution.

3. Behavior Recognition Algorithm

In order to better analyze the behavior recognition algo-
rithm, a behavior recognition flow chart is drawn, as shown
in Figure 8. As can be seen from Figure 8, the behavior
recognition algorithm mainly includes acquisition end, in-
formation processing, feature extraction and behavior rec-
ognition. 'e specific calculation process is as follows:
Firstly, the target and sample to be identified are imported to
the collection end of the behavior recognition algorithm, and
the samples are analyzed by feature extraction and behavior
extraction in the collection end. 'en, the parameters after
feature extraction are input into the information processing
module, corresponding to the extraction of morphological
features and behavioral features. In order to better analyze
the extracted data, the external morphological and behav-
ioral features of the sample are fused through the feature
extraction data plate. In this way, the corresponding analysis
can be carried out by comprehensively considering the
behavior of samples. Finally, the data are compared and
verified with the data in the database of the corresponding
object’s morphological characteristics, so as to explain the
relevant problems.

3.1. Basic1eory of Model. 'e path of behavior recognition
algorithm is divided into two-stream recognition network
model and class activation model [21–23].

3.1.1. Two-Flow NetworkModel. Image sequence and optical
flow diagram can be regarded as two different modes of
information, and the sampling sequence of each mode can
be expressed as follows:

mi � mi1, mi2, . . . , miT( , (9)

where T is the total number of video frames.
In the model corresponding to the behavior recognition

algorithm, the modal features of the image sequence and the
modal features of the light flow are average-pooled, and then
the channel splicing and feature fusion are carried out, so
that the final classification and prediction result of the
network for the operation behavior in the video can be
expressed as follows:

y � h G f1 m1( ( , G f2 m2( ( ( , (10)
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where f1 and f2 are feature extractors of each mode, G is time
aggregation function, h is multimode fusion function, and y
is the predicted output of video.

3.1.2. Class Activation Model. Class activation model
(CAM) is a salient feature model that generates specific
categories using average-pooling layer in modern deep CNN
network [24, 25].'e principle formula of CAM is derived as
follows:

Fl � 
t

fl(i), (11)

where fl(i) is set as the activation value of unit l at the spatial
position i of the last convolutional layer of the network, and
CNN network operation is performed on unit l to obtain Fl.

Softmax input for category c is as follows:

Sc � 
t

w
c
l Fl, (12)

where wc
l is the weight.

Softmax output for category c is as follows:

Pc �
exp Sc( 

texp Sc( 
. (13)

For a given category c, its CAM can be expressed as
follows:

Mc(i) � 
t

w
c
l fl(i). (14)

Using the CAM generated by Mc, we can identify the
image region considered by CNNwhen it classifies the image
as class c. 'erefore, if we use the highest probability cat-
egories corresponding to the results output by the Softmax
function, the generated CAM will provide a saliency feature
map of the image. Since the operation behavior in the first
view focuses on the object being operated by the first person,

CAM can be used to make the network focus on the area of
the operation object in the image, so as to realize the spatial
positioning of the operation object under weak supervision.
In view of the differences among different algorithms in the
class activation model, the calculation results of relevant
parameters under different algorithms are summarized, as
shown in Figure 9:

In order to better analyze the differences and connec-
tions of various methods under different training samples,
their recognition rates are drawn, as shown in the figure. It
can be seen from the figure that, with the gradual increase in
the number of iterations, the training samples show different
trends. Among them, the recognition rate of Fl data is the
highest, and the overall variation range is between 80 and 90.
'e curve is relatively flat, indicating that the training
method is relatively stable. 'e data of Sc curve was second
only to that of Fl, which also showed relatively stable
changes, with the overall change ranging from 70 to 89. On
the other hand, the data of the corresponding identification
methods Pc and Mc are relatively close on the whole, except
that the number of iterations is relatively minimum when it
is 10, and the range of other changes remains around 80.
From the above analysis, we can see that the Fl and Sc
methods have relatively high recognition rate, while the Pc
and Mc methods have relatively low recognition rate.

3.2. Robust Analysis. Multiple samples are selected as ro-
bustness test data for the above algorithm [26–28]. Relevant
studies show that the robustness recognition rate of class
activation model is higher than that of other methods under
different number of training samples [29–31].

Specifically, for each frame of the input image, CAM is
firstly calculated using the category with the highest prob-
ability output by CNN network, and then Softmax operation
is applied along the spatial dimension. 'e obtained CAM is
transformed into a probability graph, which is a spatial
attention diagram. Finally, it is multiplied by the output of
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the last convolutional layer of CNN network to obtain a new
image feature with spatial attention. For each image input
frame, the class of CAMs with the highest probability needs
to be output using the network. Firstly, the data are applied
Softmax operations along the spatial dimension to transform
the resulting CAMs into probability maps, and then the last
layer of convolution is multiplied with the CNN network
output to obtain new image features with spatial attention.
'e corresponding formula is as follows:

fSA(i) � f(i)
exp Mc(i)( 

texp Mc(i)( 
, (15)

where fi is the feature graph output by the convolution layer
at the spatial position i,Mc(i) is the CAM obtained using the
category c with the highest probability output by CNN
network, fSA(i) is the image feature obtained using spatial
attention, and ⊙ is the product of the corresponding
elements.

'e abovemethods have certain errors in the recognition
of training samples. In order to better study the robustness
recognition rates of various methods under different
training samples, robustness analysis method is adopted to
calculate the data, as shown in Figure 10. As can be seen from
the figure, the overall recognition rate of Fl data is the
highest, showing a trend of slow decline at first and then a
gentle change. 'e identification trend corresponding to Sc
identification method increases rapidly at first, then de-
creases slowly, and finally increases rapidly, indicating that
the stability of this identification method is relatively poor.
However, the recognition rate of IDCC and DCC shows a

gentle trend of change on the whole, and the corresponding
recognition rate is basically the same, indicating that these
two methods have certain advantages in describing the
robust recognition rate. 'erefore, under different training
methods, the order of the robustness recognition rate is Fl,
Pc, Mc, and Sc.

4. Analysis of Leisure Sports Behavior
Recognition Algorithm

4.1. Introduction to Leisure Sports. Leisure sports require
people to choose their favorite sports to exercise after work,
in order to achieve the goal of physical exercise and re-
laxation. Compared with traditional sports, leisure sports
take fitness and entertainment as the main goals, assuming
that all participants can participate in sports in a relaxed
state of mind and body. In addition, recreational sports are
not necessarily winners like traditional sports, but empha-
size that all participants can get a sense of physical and
mental pleasure and improve their physical quality, and play
a certain role in enriching their spare time.

With the continuous development of the times, leisure
sports have become an indispensable part of people’s daily
life. Leisure sports, as a new form of sports, are characterized
by freedom, culture, nonutility, enthusiasm, and initiative.
In order to better analyze the influence of different factors on
leisure sports, the proportion chart of leisure sports under
different impression factors is summarized, as shown in
Figure 11. From the proportion of different factors, it can be
seen that enthusiasm, as the most important influencing
factor in leisure sports, accounts for 33.33% of the total. 'e
proportion of nonutilitarian factors in leisure sports is about
23.33%. Culture, as an important influencing factor, ac-
counts for about 20% of leisure sports. Free activities are one
of the leisure sports pursued by people in today’s envi-
ronment, accounting for about 13.33. 'e lowest proportion
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is that of the initiative factor, which is only 10%, indicating
that initiative has the least influence on leisure sports.

4.2. Analysis of Leisure Sports Behavior Algorithm. On the
basis of the above research, in order to better analyze and
study the relevant content of leisure sports, based on the
theory of deep residual neural network, behavior recognition
algorithm is used to analyze the relevant data of leisure
sports, so as to obtain the corresponding recognition al-
gorithm of leisure sports. In order to more accurately de-
scribe the variation rule of the samples of the behavioral
motion algorithm, the calculation results of different sam-
ples under the behavior recognition algorithm are sum-
marized, as shown in Figure 12.

By using the above method to identify leisure sports
under different samples, the corresponding sample analysis
graph was obtained. It can be seen from the graph that, with
the gradual increase of samples, the corresponding value
showed a relatively fluctuating trend of change, which
remained at about 40 on the whole. 'e variation trend is a
series of fluctuation changes, which first slowly decreases,
then gradually increases with the increase of samples, then
slowly decreases, and finally slowly increases again. 'e
values are relatively high when the sample size reaches about
52–56. Specifically, when the sample number was 54, the
highest sample value (278) was reached.

In order to better analyze the impact of different models
on leisure sports, different models are used to analyze rel-
evant data, and the prediction curves of leisure sports under
different models are obtained through iterative calculation,
as shown in Figure 13. It can be seen from the figure that the
calculated data of different models show different changing
curve trends, which can be divided into three stages. From
the perspective of the dual-flow model, the curve shows a
rapid downward trend in the first stage, with a large drop
range, indicating that the stability of the curve in this stage is
poor. As the number of iterations increases, the curve enters
the second stage. 'e overall performance of the curve is
relatively flat, and the variation range is small, indicating that

the stability of the curve in this stage is relatively high.
Finally, the curve enters the third stage, showing a slow
downward trend. In the quasi-activation model, the curve
shows a rapid downward trend in both the first and second
stages, but the downward trend in the second stage is higher
than that in the first stage. In the third stage, the curve shows
an upward trend, indicating that the model increases to a
certain extent when the number of iterations is high. In the
robustness model, the curve drops slowly in the first stage,
shows an approximately constant change trend when it
reaches the second stage, and drops rapidly in the third stage.
On the whole, the three models have basically the same
overall range of variation. 'e robustness model has good
stability in the first and second stages, while the dual-flow
model has good stability in the third stage.
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5. Conclusion

(1) As time goes by, the scale of sports shows a trend of
gradual increase. 'e scale of leisure sports increases
from 129 in 2011 to 731 in 2021, an increase of about
5.7 times. 'e scale of leisure sports increases
gradually with the increase of time, and the incre-
ment proportion also shows an increasing trend.

(2) Activation curves of residual neural networks with
different structures are basically the same, and the
curve values corresponding to ResNet structure are
the largest. 'e values corresponding to the VDSR
curve are the smallest in the first part. 'e DRRN
structure values are second only to ResNet in the first
part, but lowest in the second and third parts. 'is
indicates that the stability of VDSR and DRRN
structures is poor, while the stability of ResNet
structures is relatively good.

(3) 'e overall variation range of Fl data recognition rate
is between 80 and 90, and the curve is relatively flat,
indicating that the training method is relatively
stable. 'e data of Sc curve was second only to Fl
curve, which also showed relatively stable changes.
However, the data of the corresponding Pc and Mc
identification methods are relatively close, indicating
that the recognition rates of Pc and Mc methods are
relatively low.

(4) 'e calculated data of different models show dif-
ferent changing curve trends, which can be divided
into three stages. On the whole, the three models
have basically the same overall range of variation.
'e robustness model has good stability in the first
and second stages, while the dual-flow model has
good stability in the third stage.
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Digital multimedia resources have become an important part of people’s daily cultural life. Automatic scene classi�cation of a
large number of dance art videos is the basis for scene semantic based video content retrieval. In order to improve the accuracy of
scene classi�cation, the videos are identi�ed using a deep convolutional neural network based on di�erential evolution for dance
art videos. First, the Canny operator is used in YCbCr colour space to detect the human silhouette in the key frames of the video.
�en, the AdaBoost algorithm based on cascade structure is used to implement human target tracking and labelling, and the
construction and updating of weak classi�ers are analysed. Next, a di�erential evolution algorithm is used to optimise the
structural parameters of the convolutional neural network, and an adaptive strategy is adopted for the scaling factor of the
di�erential evolution algorithm to improve the optimisation solution accuracy. Finally, the improved deep convolutional neural
network is used to train the classi�cation of the labelled videos in order to obtain stable scene classi�cation results. �e ex-
perimental results show that by reasonably setting the crossover rate of di�erential evolution and the convolutional kernel size of
the convolutional neural network, high scene classi�cation performance can be obtained. �e high accuracy and low root-mean-
square error validate the applicability of the proposed method in dance art scene classi�cation.

1. Introduction

Due to the accelerated pace of life today, many people are
busy with work, resulting in not having enough time to rest.
People want to enrich their spare time activities more in
their leisure time, such as dancing. However, as dance
learning usually requires attending professional classes
o�ine, resulting in many people not having much time to
learn. �erefore, it has become a trend to learn dance by
searching and watching online videos [1–7]. �e main
means of expression in the art of dance is the �exible
footwork and graceful movement of the human body. Dance
expresses feelings and re�ects social life through this art
form. As society continues to develop, people’s demand for
quality of life continues to increase. �e traditional o�ine
dance learning method is no longer able to meet people’s
needs, and is still very limited. As more and more people
want to learn dance, which creates the problem of limited
resources in teaching dance teachers, the original face-to-

face teaching method can no longer meet the actual needs.
Online teaching has become more and more accepted and
has become a new mode of teaching.

�e online teaching and learning process requires stu-
dents to access the knowledge they learn through the
computer network. As online teaching not only maximises
the sharing of information resources, it can also generate
multiple forms of teaching and learning, helping to improve
teaching e�ciency and achieve sharing of teaching re-
sources. At present, there is an explosive growth in the use of
digital multimedia video. Along with the popularity of the
Internet, massive amounts of dance art video data have
appeared on various online media [8–10]. According to
relevant statistical reports, online media around the world
generate about tens of T of video data every day, which
contains video data of movies, music and dance.

With so much dance video data available, only a fraction
of it is of interest to each individual. So, how can one �nd the
data one needs from this dance video data? �is requires
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effective scene classification of this dance video data.
Classifying scenes from a large number of dance videos can
be a very difficult task. (e traditional method is to annotate
and classify these videos manually, thus, forming a database
of dance videos that can be indexed by keywords. However,
with the huge amount of dance video data, it would take a lot
of human resources, money, and time to use the manual
annotation method [11–13]. (is manual approach requires
staff to face a large amount of dance video data every day,
which is prone to visual errors, thus, leading to errors in
video annotation and classification. (erefore, this tradi-
tional method has major drawbacks [14]. An alternative
approach is to use computers to analyse these massive
amounts of video data and eventually achieve an automated
dance video scene classification system. In using computer
technology to annotate, classify, and retrieve dance videos,
an efficient algorithm needs to be designed to process them
[15]. In recent years, the issues of video annotation, video
scene classification, and video retrieval have become a hot
research topic in the multimedia field. Numerous scholars
and research institutions have conducted in-depth research
on this problem.

Traditional video scene classification methods generally
use manually designed features for modelling. Wei et al. [16]
proposed a motion human tracking algorithm based on
region segmentation contours with more accurate and stable
performance in complex occlusion situations. Suganya et al.
[17] proposed an AdaBoost-STC and random forest based
human eye tracking and localisation algorithm. Wang et al.
[18] proposed a target tracker based on likelihood graph and
real-time AdaBoost cascade. Both methods are effective in
improving tracking speed without degrading tracking ac-
curacy. Ibrahim et al. [19] conducted a video classification
study using video saliency features. (ey divided the RGB
colour channel of each frame into three images, and then
combined the grey-scale images to arrange these three
images in temporal order to obtain three spatio-temporal
container models. (ese spatio-temporal containers were
then subjected to pyramidal degradation and the regions of
significance in the containers were divided using mean
clustering. Finally, a support vector machine is used to
classify the video scenes. (is algorithm has a more complex
process and is not effective in video scene classification.
Calvin et al. [20] mapped motion vectors into the unit circle
and divided it into 8 regions. Each motion vector is mapped
to the coordinate axes of the corresponding region, and the
corresponding matrix is derived as features for the data on
the axes. Finally, the SVM is used to classify the video.
However, this method can only detect the corresponding
moments taken as features, and finally, the video is classified
using SVM. However, this method can only detect some
motion patterns in the video, such as jumping, running,
swimming, and some other specific events, and cannot
determine the scene classification of the video. Lu et al. [21]
classify the video by taking the comparative values of lu-
minance between regions in the video as featured, and by
using HiddenMarkovModel (HMM).(is method is able to
eliminate the influence of factors such as illumination on the
video, but can only perform the classification of different

categories of videos, such as news, movie, and animation
videos. In addition, the calculation of the parameters of the
HMM requires a large number of videos for training, and the
whole process is more complicated.

Semantic-based information processing has developed
rapidly in recent years with the development of artificial
intelligence and data mining techniques. Many researchers
are conducting research in mapping from the underlying
features of the video to the semantic information of the
video. By mining the semantic information of videos and
forming semantic rules according to certain algorithms,
scene classification of video data can be achieved. (erefore,
the use of semantic information to classify video is also a
future trend in video classification. Deep learning abandons
the complex operation process of the underlying features in
the traditional algorithm, so it can effectively achieve the task
of video semantic information mining based on computer
vision. Convolutional neural network (CNN) [22–24],
which emerged in the field of deep learning, first achieved
great success in image recognition and image segmentation.
(en, breakthroughs in typical network structures contin-
ued, such as recurrent neural network (RNN) [25, 26], deep
belief network (DBN) [27], generative adversarial networks
(GAN) [28], and other types of network structures. (ese
network structures are capable of enhancing the feature
extraction capability of models in a supervised learning
manner. Compared to traditional machine learning
methods, deep neural networks perform feature extraction at
different scales on images, combining gradients to explore
better strategies, and saving the tedious manual feature
extraction process. As a result, deep neural networks only
require a well-designed network structure. With the excel-
lent image feature representation capability, deep neural
networks have good robustness in dealing with scene
classification problems of sports, news, and other videos.
However, dance art videos are more diverse and involve
human target tracking and labelling problems, so, the var-
ious types of network structures available in deep learning
do not perform well enough for the scene classification task
of dance videos.

(e aim of this study is to automatically classify scenes
from dance videos using deep convolutional neural net-
works and to further improve the accuracy of the model
through structural parameter optimisation. (e proposed
method helps to implement a video content retrieval task
based on scene semantics.

Key innovations and contributions to the video include
the following:

(1) Both the contour model and the AdaBoost algorithm
show some advantages in terms of robustness and
accuracy of video target tracking. (erefore, a
combination of both is proposed to solve the person
tracking problem in dance art videos.

(2) A deep CNN based on differential evolution (DE)
[29] was proposed to address the problem of un-
satisfactory classification efficiency and stability of
the traditional CNN structure in processing the
classification of dance video scenes based on
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semantic information. (e DE algorithm was in-
troduced to optimally solve the network parameters,
and an adaptive strategy was adopted for the scaling
factor of the DE algorithm to improve the accuracy
of the optimal solution.

(e rest of the paper is organized as follows: in Section 2,
the target detection based on human silhouette model in
dance video isstudied in detail, while Section 3 provides the
human tracking based on the cascade structure AdaBoost
algorithm. Section 4 provides the DE-CNN based dance
video scene classification. Section 5 provides the experi-
mental results and analysis. Finally, the paper is concluded in
Section 6.

2. Target Detection Based onHuman Silhouette
Model in Dance Videos

In dance video data, the human body often rotates, trans-
lates, and stretches. However, the detection of human targets
becomes difficult, when the body’s pose is constantly
changing. (erefore, the video uses a statistical learning
model based on a human contour model to implement
human body detection.

2.1. YCbCr Colour Model. First, the RGB colour model is
converted into a YCbCr colour model in the 3D colour
space, which is mainly used for edge detection and image
segmentation in the digital video field, and its colour cube
diagram is shown in Figure 1.
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where Y is the intensity information, Cb and Cr are the
colour difference components of the colour image.

2.2. CannyOperator EdgeDetection. (e human body image
is preprocessed by edge detection, in order to extract the
human contour features. (e first order derivative of the
two-dimensional function f(x, y) of the human body image
is expressed as follows:
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(e second order derivative of a two-dimensional
function f(x, y) is expressed as follows:

∇2f(x, y) �
z
2
f(x, y)

zx
2 +

z
2
f(x, y)

zy
2 . (3)

(e luminance region can be divided by finding the pixel
points that satisfy ∇2f(x, y) � 0. (e video uses the Canny

operator [30] to implement human edge detection. (e edge
direction of each pixel point is calculated by equation (4).
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(e pixel point with the maximum pixel gradient is set as
the edge pixel point. (e pixel gradient is calculated as
shown follows:

g(x, y) �
1

(zf/zx)
2

+(zf/zy)
2. (5)

3. Human Tracking Based on the Cascade
Structure AdaBoost Algorithm

Recently, integrated methods like AdaBoost (adaptive
boosting) have been successfully applied to many target
tracking problems. AdaBoost classifier is a meta-algorithmic
classifier and utilises the same base classifier (weak classi-
fier). Based on the error rate of the classifier, the AdaBoost
classifier can be assigned different weighting parameters.
Finally, the integrated classifier outputs predictions occur by
means of a summation operation of the weights.

3.1. Construction and Updating ofWeak Classifiers. For each
pixel in each image frame, the weak classifier is defined as
follows:

h(x) � sign h
T
x , (6)

where x is the sample and h is the adjusted segmentation
hyperplane, calculated as follows:

h � ATWA 
−1
ATWy, (7)

where y is the sample label, A is a matrix, and W is a di-
agonal matrix of weights. (e sample weights are updated as
follows:
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Figure 1: YCbCr colour model.
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Di � Die
αt|ht xi− yi( ). (8)

3.2. Description of the Algorithm Flow. (e AdaBoost algo-
rithm is an iterative algorithm. AdaBoost can aggregate
multiple weak classifiers from the same training set to form a
strong classifier. (e main steps of the AdaBoost algorithm
are shown as follows:

Step 1. Set the input be (x1, y2), (x2, y2) . . . (xn, yn) 

where, xi ∈ X, yi ∈ −1, 1{ } and the data set be X. Initialize
the weights D1(i) is shown as follows:

D1(i) �
1
n

,

i � 1, 2 . . . n.t

(9)

Step 2. Find the weak classifier ht: X⟶ −1, 1{ }, when t �

1, 2 . . . T and train a weak classifier hj with each feature fj,
which gives a weighted error rate.

ϵj � 
n

t�1
Dt, ht xi( ≠yi. (10)

Step 3. (e classifier ht with the smallest weighted error rate
ϵj is selected and its smallest weighted error rate value is
noted as ϵt. (e weights of the weak classifier are then
calculated as follows:

αt �
1
2
ln

1 − ϵt
ϵt

 . (11)

Step 4. (e actual method used to update the sample weights
is shown as follows:

Dt+1(i) �
Dt(i)exp −αtyiht xi(  

Zt

. (12)

where Zt denotes the normalisation parameter.

Step 5. Construct the final strong classifier using the fol-
lowing approach.

H(x) � sign 
T

t�1
αtyiht(x)⎛⎝ ⎞⎠. (13)

4. DE-CNN Based Dance Video
Scene Classification

4.1. Adaptive DE Algorithm. Let the population size be N,
the attribute dimension be D, the differential scaling factor
be F, the crossover rate be CR, and the value of each in-
dividual be [Umin, Umax], then the j dimensional attribute
[31] of the i-th individual can be shown as follows:

xij � Umin + rand × Umax − Umin( , (14)

where i � 1, 2, · · · , N, j � 1, 2, · · · , D, rand are random
numbers in (0, 1).

Individuals xG
i , (i � 1, 2, . . . , N) of the G generation can

obtain the G + 1 generation using the mutation operation.

v
G+1
i � x

G
r1

+ F × x
G
r2

− x
G
r3

 , (15)

where r1, r2, and r3 are three random individuals from the G

generation. A common range of F values is [0, 2].
(e individual crossover method is shown as follows:

u
G+1
ij �

v
G+1
ij , rand(0, 1)≤CR,

x
G
ij, otherwise.

⎧⎪⎨

⎪⎩
(16)

Compare xG
i with uG+1

i and find the fitness value of each
individual. Select the individual with the higher fitness value
for the subsequent evolutionary process.

x
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u
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i , f u
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i >f x

G
i ,

x
G
i , f u

G+1
i ≤f x

G
i ,

⎧⎪⎨

⎪⎩
(17)

where f represents the fitness function. (e DE algorithm
stops, when the maximum number of generations Gmax is
reached.

A common range of F values is [0, 2]. (e optimisation
process for DE is closely related to the F value. A wrong
choice of F value will result in unsatisfactory optimisation
performance of the differential evolution algorithm.
(erefore, adaptive F values are introduced in the calcu-
lation. (e value range of Fmin and Fmax is [0, 2].

F � Fmin + Fmax − Fmin(  × e
1− Gmax/Gmax−G+1

. (18)

(e F value becomes progressively smaller as the evo-
lutionary generation G changes. Early evolution pursues
population diversification, while late evolution focuses on
search ability, so that the DE algorithm is more likely to
obtain optimal individuals.

4.2. CNNModelDesign. Machine learning has played a huge
role in computer vision processing techniques. Most of the
traditional machine learning methods use shallow structures
that deal with limited data operations. A large number of
experiments have proven that the feature expressions
learned from shallow structures, when dealing with complex
classification problems, are difficult to meet the practical
needs. In recent years, computer performance has continued
to improve, providing a powerful support for deep learning.
New deep learning models are constantly being proposed
and successfully incorporated into application areas such as
image recognition, speech recognition, and natural language
processing.

Common deep learning models in image recognition
include deep belief network (DBN), recurrent neural net-
work (RNN), generative adversarial network (GAN), capsule
network (CapsNet), restricted boltzmann machines (RBMs),
and convolutional neural network (CNN). Based on the deep
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convolution neural network, this paper selects the most
representative dance video as the recognition object.

Originally designed, specifically to handle image rec-
ognition tasks, CNNs are multilayer neural networks and are
currently the most classical and commonly used compu-
tational structure in the field of computer vision. (e basic
structure of a CNN consists of an input layer, an implicit
layer and an output layer. (e implicit layer is the core part
of the convolutional neural network, which contains the
convolutional layer, the pooling layer (also known as the
downsampling layer), and the fully connected layer, as
shown in Figure 2.

Pooling layers generally reduce the dimensionality of the
input feature map between successive convolutional layers.
(e pooling layer effectively reduces the output feature
vector of the convolution layer. (is process uses a partially
contiguous region of the image as the pooling region and
translates the sliding window matrix of the pooling function
within the region. (e pooling size and step size control the
sliding window size and translation rule respectively, as
shown in Figure 3.

Let the set of dance video samples beX � (x1, x2, . . . xN).
(e m video attribute features are convolved through the l
layer.

xlj � f 
j∈m

xl−1 ∗ klj + blj
⎛⎝ ⎞⎠, (19)

where klj and blj represent the weights and biases assigned to
the features j by the l layer, respectively, and ∗ is the
convolution.

f(z) �
1

1 + e
−z. (20)

Convolution of m features is from N samples. Convo-
lution kernel size h × w:

g(x) � max
1≤k≤h×w

xk( . (21)

Assuming M � N/(h × w), then the original sample
X � (x1, x2, . . . xN) is reconstructed after convolution
pooling as X′ � (x1, x2, . . . xM). (e conversion operation
is then performed on X′.

x
l
j � f 

M

i�1
aij x

l−1
i ∗ k

l
i  + b

l
j

⎛⎝ ⎞⎠. (22)

(e restrictions are  aij � 1, 0≤ aij ≤ 1.
After obtaining all the connected layers of the CNN, the

classifier is selected to predict the sample class. Let the
training output and the actual value of the k-th node be yk

and dk, respectively, and the error term be δk.

δk � dk − yk( yk 1 − yk( . (23)

Assuming that the l and l + 1 layers contain L and P

nodes, respectively, the error of node j in the l layer is δj.

δj � hj 1 − hj  

P

k�1
δkWjk, (24)

where hj is the output and Wjk is the weight of the neuron j

to the neuron k in the l + 1 layer. (e weights are updated as
shown follows:

Δwjk(n) �
η

1 + N
Δwjk(n − 1) + 1 δkhj, (25)

where η is the learning rate.
(e bias Δbk(n) is updated as follows:

Δbk(n) �
α

1 + N
Δbk(n − 1) + 1( δk, (26)

where α is the bias update step, typically α � 1. (e adjusted
weights are shown as follows:

wjk(n + 1) � wjk(n) + Δwjk(n). (27)

(e adjusted offsets are shown as follows:

bk(n + 1) � bk(n) + Δbk(n). (28)

(e error for all nodes E is shown as follows:

E �
1
2



M

k�1
dk − yk( 

2
. (29)

When E meets the set threshold, the iteration stops and a
stable CNN model is obtained.

4.3. Classification Process Based on DE-CNN Model.
Before the CNN can be applied to classify a video, the sample
data to be classified first needs to be transformed, which is
mainly to address the vectorisation process of the video
attributes.(e converted Skip-gram facilitates efficient input
to the CNN. After the CNN video classification model is
established, the random weights and biases are optimally
solved by the DE algorithm. An adaptation function is
established based on the video classification accuracy
function. (e optimal individuals of weights and biases are
obtained by multigeneration evolution of DE. Finally, the
video classification results are obtained using CNN for
classification training, as shown in Figure 4.

5. Experimental Results and Analysis

5.1. Experimental Setup. In order to validate the perfor-
mance of the DE-CNN model in dance video scene classi-
fication, simulation experiments were conducted on dance
video sequences (resolution 640× 480), with the length of
400 frames. Firstly, the performance of human target
tracking was verified. Secondly, the performance was veri-
fied for different DE algorithm parameters. (en, the per-
formance was verified for different convolutional kernel
sizes. Finally, the performance of the DE-CNN model is
compared with commonly used video scene classification
algorithms.

(e data sources for the video classification experiment
were 11 large video websites. All videos were in MP4 format,
and seven categories of dance videos were selected for the
classification test: classical dance, ballet, folk dance, modern
dance, tap dance, jazz dance, and Latin dance. (e number
of videos in each category is 500, so there are 3500 dance
video sequences in the experimental video dataset. (e
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length of each video sequence was 400 frames and the
duration was 5min. Some of the data of the dance video
samples are shown in Figure 5.

(e proposed method classifies the dance videos so that
automatic scene recognition can be achieved. Information
on the experimental video dataset is shown in Table 1.

(e video from Table 1 was transformed using the Skip-
gram structure, thus completing the video-to-attribute
vector mapping.(is allowed the video samples to be trained
for CNN classification. During the experiments, the entire
dance video sample set was trained and tested in a 7 : 3 ratio
respectively. (e experimental hardware environment is:
CPU i7 3770 (3.4Hz), 8 G RAM. (e experimental software
environment is: Windows 10 operating system, Matlab 7.0
simulation software. (e initial values of DE algorithm
settings are Fmin � 0.2, Fmax � 0.9, CR � 0.1, and
Gmax � 100. CNN convolutional kernels are 2∗ 2 by default.

5.2. Human Target Tracking Performance. (e effect of
human target detection was first quantified in order to assess

its robustness. (e panning errors for human detection are
shown in Figure 6. As can be seen from Figure 6, the human
detection is good in the panning case with an average error
of less than 10 pixels.

In addition, in order to quantitatively compare the
tracking performance, the comparison experiments of the
same video sequences are conducted by using hybrid al-
gorithm, AdaBoost-STC algorithm, and adaptive EKF
algorithm.

d �

�����������


N

i�1
xi − yi( 

2




, (30)

where xi is the centre of the trace result and yi is the centre of
the baseline result.

After repeating the experiment 100 times and taking
statistical averages, the human tracking results for the three
different algorithms on a 400-frame video sequence are
shown in Figure 7.
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As can be seen in Figure 7, the difference in centroid
pixel error between the three different algorithms is not very
significant until 250 frames. However, as the tracking time
increases, the hybrid tracking algorithm based on the
contour model and AdaBoost shows a stronger advantage
when it exceeds 250 frames. In other words, the hybrid
tracking algorithms based on the contour model and
AdaBoost are better in terms of stability and robustness
under the same conditions.

5.3. Video Classification Performance with Different Convo-
lution Sizes. CNN structures with different kernel sizes were
used to test the experimental samples separately, and the
results are shown in Table 2.

From Table 2, the best results were obtained when the
convolutional kernel size of 3∗ 3 was chosen, and the
classification accuracy of the dance video data samples came
to 92.16%. When the size increases, the classification ac-
curacy and standard deviation are decreasing.(is is because
the convolution size is too large, resulting in a larger con-
volutional granularity, which reduces the opportunity for
the important attributes of the samples to participate in the
convolution and transformation operations. (e temporal
performance of the DE-CNN algorithm on the dance video
dataset, when the convolutional kernel size is 3∗ 3 is shown
in Figure 8.

As can be seen from Figure 8, the classification time of
the DE-CNNmodel was about 55 s at a convolutional kernel
size of 3∗ 3. Ultimately, the classification accuracy of the
DE-CNN model at convergence was all over 0.9.

5.4. Optimisation Performance of the DEAlgorithm. In order
to verify the optimisation performance of the DE algorithm
for CNN, the performance of the test samples was simulated

using the CNN algorithm and the DE-CNN algorithm,
respectively.

As can be seen from Table 3, the DE-CNN algorithm
showed better performance in the classification of dance
video scenes. All three metrics of DE-CNN video classifi-
cation exceeded 0.9.(emaximum classification accuracy of
DE-CNN was 93.18%, while the maximum classification
accuracy of CNN was only 88.96%, so the accuracy of DE-
CNN was significantly improved. (is is mainly due to the
fact that after weight optimisation by DE, the CNN obtains
better weights and bias initial values, resulting in a more
accurate video classification performance. (e comparison
of the convergence performance of the two algorithms will
be continued below, as shown in Figure 9.

It can be seen that the convergence performance of DE-
CNN is significantly superior compared to CNN. In the
classification of dance video data samples, DE-CNN converges
with an RMSE of about 0.18, while CNN converges with an
RMSE value of about 2.5. (erefore, the DE-CNN algorithm
has better classification stability compared to the CNN algo-
rithm. In terms of convergence time, the CNN converges in
about 5 s less than the DE-CNN.(is may be due to the longer
time taken by theDE algorithm to solve for the optimal weights
and biases. However, in terms of the overall DE-CNN clas-
sification time, the DE algorithm consumes a small percentage
of the time and has less impact on the video classification time.

5.5. Video Classification Performance of Different Algorithms.
(e commonly used plain Bayesian (NB) [32], BP neural
network [33], LSTM neural network [34], and DE-CNN
were used to compare and analyse the test dataset respec-
tively, as shown in Figure 10.

In terms of classification accuracy of the videos, DE-
CNN and LSTM algorithms have the highest classification
accuracies. In terms of classification time, the LSTM

News video 
dataset

Testing data set Training data set

Video format 
conversion

Classification 
model

Trained 
classification model

Video classification 
results

Convolution layer

Pool layer

Full connection 
layer

Softmax 
classification layer

Hybrid tracking 
based on contour 
model and Ada 

Boost

DE-CNN model

ImageNet 
dataset

Model 
training

Transfer 
Learning

Enter test 
sample

Figure 4: Flow of dance video scene classification based on DE-CNN model.
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algorithm consumes the longest time, followed by the DE-
CNN algorithm, and the NB algorithm the least time.

(e following continues to test the stability of the 4
algorithms in video scene classification. (e RMSE per-
formance of the 4 algorithms was verified and is shown in
Figure 11.

It can be seen that the DE-CNN algorithm has the best
RMSE values and the NB performs the worst. (is also
indicates that the classification RMSE values are more
sensitive to the number of video categories. In summary,
for scene classification of 3500 dance video sequences, the
DE-CNN model still achieves good classification time and

(a) (b)

(c) (d)

(e) (f )

Figure 5: Partial data presentation of the dance video sample. (a) Classical dance. (b) Ballet dance. (c) Folk dance. (d) Tap dance. (e) Jazz
dance. (f ) Latin dance.

Table 1: Information on the experimental video dataset.

Dance video category Number Video sources
Classical dance 500 Google videos, Baidu videos
Ballet 500 CCTV, movies, Microblog, Facebook
Folk dance 500 Youku App, Twitter, MetaCafe
Contemporary dance 500 Netflix, LiveLeak
Tap dance 500 Microblog, Google videos
Jazz dance 500 Facebook, LiveLeak
Latin dance 500 CCTV, Baidu videos, Twitter
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Figure 7: Tracking result of three algorithms.

Table 2: Classification accuracy.

Convolution kernel
size

Number of
categories Accuracy RMSE

2∗ 2 7 0.9164 0.1862
3∗ 3 7 0.9216 0.1847
4∗ 4 7 85.1937 0.2334
5∗ 5 7 68.6171 0.5219
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Figure 8: Classification accuracy (convolution kernel 3∗ 3).

Table 3: Classification performance of CNN and DE-CNN
algorithms.

Algorithms Accuracy Recall rate F1 value
CNN 0.8646 0.8473 0.8064
DE-CNN 0.9275 0.9014 0.9012
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Figure 9: RMSE values of the two algorithms.
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Figure 10: Classification accuracy of four algorithms.
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RMSE performance under the condition of obtaining high
classification accuracy.

6. Conclusion

In this paper, a differential evolutionary convolutional
neural network model is applied to scene classification of
dance videos. A contour model-based detection approach is
used to achieve human target detection, which effectively
improves the robustness of human detection. (e AdaBoost
algorithm based on cascade structure is used to achieve
human target tracking. (e weight optimisation solution
advantage of the differential evolution algorithm is used to
improve the applicability of the convolutional neural net-
work model in video scene classification. (e following
conclusions are drawn.

(1) (e average error in human motion detection is less
than 10 pixels, which indicates higher robustness.

(2) (e proposed method has a smaller pixel error in the
centroid of human movement than other methods
and is suitable for a long tracking process.

(3) Compared with commonly used video classification
algorithms, the proposed DE-CNN model has sig-
nificant advantages in terms of classification accu-
racy and RMSE performance. Subsequent studies
will further tune the differential evolution parame-
ters to improve the video scene classification time
performance.
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�e progress of big data technology has promoted the development of intelligent marketing for education companies. �e online
course selection system on the o�cial website of the education company can provide users with online course selection and
purchase services. �e early marketing conversion rate remained below 0.09% throughout the year. After the analysis of the
marketing department, it is found that there are some problems on the o�cial website, such as a lowmarketing conversion rate. To
improve the marketing conversion rate of the o�cial website, the marketing department puts forward business needs. �e
experiential marketing strategy has been formulated, and it is planned to implement experiential course purchase and secondary
marketing on the o�cial website. �e IT R & D department has established a big data marketing intelligent recommendation
system project to meet the business needs put forward by the marketing department. Firstly, use the big data real-time computing
technology to collect the user behavior information of users screening courses on the o�cial website. Real time analysis of user
behavior information can predict the courses given to users, which is conducive to the purchase of courses. �en, use the big data
machine learning technology to integrate the marketing activity opportunity data in each marketing activity opportunity
management system and establish a user portrait. For users who have participated in online or o�ine marketing activities but have
not purchased courses, o�ine predict the courses and classes that can be recommended to users to carry out secondary marketing
for them. Finally, the information of recommendable courses and classes predicted in real time and o�ine is displayed in the
display area of the o�cial website, which makes the marketing conversion rate of the o�cial website reach 0.20%, which is 125%
higher than that of the original o�cial website.

1. Introduction

In the era of big data, information overload is serious, and a
large amount of information is generated on the internet all
the time [1–4]. A large amount of information is presented
in front of the users. It is more di�cult for users to �lter out
the information that meets their wishes. At the same time, a
large amount of information has great business value for
enterprises. How to transform this information to help the
operation and development of enterprises has also been a
problem perplexing enterprises. It is di�cult for users to �nd
information that meets their wishes, and enterprises are
trying to push the information bene�cial to the operation
of enterprises to users. �e intelligent recommendation
system has built an information bridge between users and

enterprises. Users search or browse information on the
enterprise website, which records the behavior of the users
searching or browsing information. �e intelligent recom-
mendation system constructs the user portrait based on the
above user behavior recorded on the website, analyzes the
user preference information based on the data of the user
portrait, and recommends the information that conforms to
the user’s search intention and the enterprise’s marketing
strategy to the user in combination with the enterprise’s
marketing strategy [5–8].

�e internet e-commerce industry has rich practical
experience in using the intelligent recommendation system
to help enterprises operate, such as Amazon, Taobao, etc.
�e internet e-commerce industry recommends users to
search or browse similar products according to the products
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selected by users and in combination with the industry
attributes of e-commerce enterprises, such as commodity
inventory location, merchant advertising investment, etc.
Each industry has its own industry-specific attributes. In the
process of studying the implementation of the intelligent
recommendation system in its own industry, it will be
combined with its own industry-specific marketing attri-
butes, and the education industry is no exception. In the field
of education, the research and practice of big data intelligent
recommendation are mostly in the fields of intelligent
evaluation, educational law discovery, educational man-
agement and decision-making, online learning, and adaptive
learning. As the basic theoretical and technical support of big
data landing research in the field of education, the rec-
ommendation system selects user learning behavior data,
such as courses, learning processes, and test evaluation.
Combined with the relevant research of education big data,
build the relevant big data intelligent recommendation
application with the business nature of the education in-
dustry. Learning from the practical experience of the in-
ternet e-commerce industry recommendation system and
combined with the unique business attributes of the edu-
cation industry, various educational institutions are ex-
ploring and studying to build a unique recommendation
system for the education industry [9, 10].

*is paper takes the big data marketing intelligent
recommendation system of Education Company H as the
research object, which provides a reference for educational
enterprises on how to use the big data intelligent recom-
mendation system to realize user experience class purchase.
Since its establishment, Education CompanyH has gradually
developed into an institution with foreign language training
and basic education as the core. Its teaching products span a
wide range, covering various educational stages, such as
preschool education, middle school education, university
education, and overseas consultation. *e campus covers
many provinces in China and has many users, however, the
company has many problems in its daily channel business
activities. *e online course selection system on the official
website of Education Company H provides users with online
course selection and purchase services. *e online course
selection system on the official website has more than
600,000 classes of thousands of courses for users to select and
purchase courses online. User screening courses consume a
lot of time and energy.*e online course selection system on
the official website does not integrate the business oppor-
tunity information of various marketing activities. It is still
unknown which marketing activities promote users to buy
courses, and it has lost the opportunity to carry out sec-
ondary marketing to users on the online course selection
system on the official website. In response to the above
problems, Education Company H investigated the successful
big data intelligent recommendation system cases at home
and abroad, referred to relevant technical and academic
literature, and learned from the intelligent recommendation
system models of well-known internet and e-commerce
companies at home and abroad, such as Amazon predictive
shopping and Taobao intelligent recommendation. Com-
bined with the relevant theories of market research and

prediction [11–13], consumer behavior [13–15], and user
information behavior [16–18], the marketing department
proposes to implement user experience course purchase in
the online course selection system on the official website.

*e IT R & D department has established a big data
marketing intelligent recommendation system project to
meet the business needs of the online course selection system
on the official website to implement the user experience
course purchase. Firstly, the big data marketing intelligent
recommendation system uses the big data real-time com-
puting technology to analyze the user behavior and predict
the courses and classes that can be recommended to users by
collecting the user’s behavior of viewing the detailed in-
formation of courses and classes on the online course se-
lection system on the official website. *en, the big data
marketing intelligent recommendation system uses the big
data machine learning technology [19–22] to integrate the
marketing activity business opportunity data in each mar-
keting activity business opportunity management system
andmine the causal law between user behavior and user class
purchase offline. Using the mining causal law, offline predict
the recommended courses and classes for users who have
participated in marketing activities but have not purchased
courses. Finally, the online real-time predicted recom-
mendable course class information and the offline big data
predicted recommendable course class information are
displayed in the “guess what you like” display area on the
website of the online course selection system of the official
website, which supports the online course selection system
of the official website to implement the user experience
course purchase and realize secondary marketing to users,
and it improves the marketing conversion rate of the online
course selection system of the official website.

Education Company H uses big data technology to
enhance the enterprise’s marketing ability, and it also
provides a reference for relevant enterprises in the domestic
education industry on how to apply big data technology to
help enterprise operation. Although the field of big data
recommendation in the field of internet e-commerce has
been relatively mature, the education industry has many
unique attributes in the field of education. It cannot fully
learn from the big data application mode in the field of
e-commerce. It can only develop a big data marketing
recommendation system suitable for its own industry at-
tributes in the field of education on the basis of reference. It
is the application of domestic educational institutions in the
field of big data, lack of relevant practice in the field of
channel marketing, and lack of reference for successful
practice cases.

2. Current Situation of Big Data Intelligent
Recommendation System at Home
and Abroad

*e big data intelligent recommendation system originated
from internet e-commerce. *e most well-known foreign
company that develops and applies the recommendation
system is Amazon. Amazon applied predictive shopping
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recommendations on its global e-commerce website in 2013.
Amazon applies the famous item-to-item collaborative fil-
tering recommendation algorithm [23–27] in predictive
shopping. *is algorithm records the user behavior data
generated by users on the Amazon e-commerce platform,
such as browsing goods, staying on the goods page, putting
products into the shopping cart, and purchasing goods.
Amazon uses the big data intelligent recommendation al-
gorithm to calculate the goods users likes. It also predicts the
goods that users may buy in the next stage.

*e commodity recommendation ideas and rules of the
internet e-commerce industry are not only applied to
Amazon but also to Facebook, Walmart, and other com-
panies. *e application of big data personalized recom-
mendation in the field of internet e-commerce greatly
reduces the work of users screening goods, enhances users’
shopping experience, and promotes the popularization of
intelligent recommendation mode in various industries,
including the education industry. *e foreign education
industry has widely used the big data intelligent recom-
mendation technology in adaptive learning and other fields.
*e well-known product is the Knewton platform. *e
behavior of each student and the response to each content
item can not only improve the system’s understanding of a
single learner and a single content item but also improve the
understanding of all the contents in the system and all
online students. At Arizona State University, more than
2000 students participated in the experiment of Knewton
products in a two-semester course. *e experimental results
show that after students use the Knewton platform, the
dropout rate of students decreased by 56%, and the passing
rate of students increased from 64% to 75%. At the same
time, 45% of students can complete the course four weeks in
advance.

*e Smartbook product is a personalized recommen-
dation platform that supports thousands of McGraw-Hill
courses, and it calculates the courses and fields that students
should pay attention to based on their previous user be-
havior. Scootpad products identify the weaknesses of each
student through diagnostic exercises to ensure that they
receive personalized learning courses. At the same time,
teachers can guide specific students by creating targeted
homework. *e successmaker product provides reading and
mathematics software and personalized learning paths for
students aged K-12. It was launched at Stanford in the 1960s
as a joint project with IBM and Dr. Patrick supplies, a
computer learning expert. *e product mainly provides
adaptive mathematics and reading guidance for primary
school students. *e perfect combination of the internet big
data technology and education has promoted the develop-
ment of educational science. *e application of big data
intelligent recommendation technology in the foreign ed-
ucation industry is worth learning from. *e application of
big data technology in the domestic education industry has
just sprung up in recent years. While learning from the
experience of internet e-commerce and big data in the
foreign education industry, educational institutions have
also made some breakthroughs in the field of big data
application.

3. Business Requirements of
Marketing Platform

3.1. Current Situation of Online Course Selection System on
Official Website. *e online course selection system on the
official website of Education Company H provides users
with online course selection and purchase services. *e
online course selection system on the official website has a
low marketing conversion rate, which is maintained below
0.09% throughout the year. *e marketing department
sorted out the current situation of the online course selection
system on the official website to find the reasons affecting the
low marketing conversion rate of the official website.

3.1.1. Show the Course Screening Results from the Perspective
of Community Characteristics. *e online course selection
system on the official website has more than 600,000 classes
of thousands of courses for users to select and purchase
courses online. *e online course selection system on the
official website provides the function of course screening,
which is realized by keyword full-text retrieval technology
(similar to Baidu search technology). In the process of course
selection and purchase, the user selects and combines the
screening course conditions to screen the course class in-
formation that meets the user’s own purchase needs. *e
keywords for screening courses include the course subject,
school, campus, class time, course class price range, etc. *e
course class information that meets the screening conditions
is presented to the user in the form of a list. *e information
in the list can be sorted according to the course class price
and class opening time. *e results of course screening are
displayed to users from the perspective of community
characteristics, i.e., when the screening conditions of se-
lection and combination are the same. We can see that the
course class information after course screening is the same,
the content and the sequence of content are unchanged, and
the results sorted by price or class opening time are the same.
*e information of the displayed courses and classes is not
differentiated, and there is a lack of content display of in-
dividual trait differentiation.

3.1.2. Business Opportunity Information of Various Mar-
keting Activities to be Integrated. *e online course selection
system on the official website has not integrated the business
opportunity information of various marketing activities, and
it is unknown which marketing activities promote users to
buy courses. In all kinds of marketing activities, Education
Company H will collect the marketing activity opportunity
information of users’ purchase intention. *e business
opportunity information of marketing activities is stored in
the business opportunity management system of various
marketing activities. *e marketing activity business op-
portunity management system refers to the marketing
auxiliary IT system that provides users with consulting,
evaluation, and participation in offline marketing activities
and other services before users buy courses, such as offline
customer service consulting business opportunity man-
agement system, CRM telephone customer service business
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opportunity management system, OTS online evaluation
business opportunity management system, offline marketing
activity business opportunity management system, etc.
Users who have the intention to purchase courses finally
need to enter the online course selection system on the
official website for online course selection and purchase. As
the online course selection system on the official website
does not integrate the marketing activity business oppor-
tunity data in the business opportunity management system
of various marketing activities, it is not known which
marketing activities promote users to buy courses.

3.2. Problems of Online Course Selection System on Official
Website. After sorting out the current situation of the online
course selection system on the official website, the marketing
department found two problems affecting the conversion
rate of the online course selection system on the official
website.

3.2.1. Lack of Display of Individual Trait Differentiation
Content. In the process of screening courses on the online
course selection system on the official website, users select
and combine the conditional keywords of the screening
courses to screen the courses and classes that meet the users’
needs for the course purchase. *e filtering function realized
by the keyword full-text retrieval technology cannot fully
reflect the user’s demand for course purchase in the user’s
behavior, push the course class information that does not
meet the user’s own demand for course purchase, and affect
the user’s experience of course selection and purchase. Learn
from the relevant theories of market research and prediction
and big data marketing theory, investigate and collect the
user behavior-related data and information in the process of
user screening courses, analyze the user behavior-related
data and information from the perspective of individual
characteristics, predict the courses that meet the user’s
purchase needs, recommend the courses that meet the user’s
purchase needs to users on the online course selection
system on the official website, enable users to quickly find
courses and classes that meet their own purchase intention,
and promote users to purchase courses and improve the
marketing conversion rate.

3.2.2. Lack of Secondary Marketing to Users. *e online
course selection system on the official website did not in-
tegrate, mine, and use the marketing activity business op-
portunity information of various marketing activities, and it
lost the opportunity of secondary marketing to users. For
example, the user calls the CRM call center and inquires
about IELTS-related courses. *en, when the user enters the
online course selection system on the official website, the
system shows users IELTS-related courses for the first time.
On the one hand, the user can no longer screen the courses.
On the other hand, the user can conduct secondary mar-
keting IELTS courses, which will certainly promote the
improvement of the conversion rate of the official website.
*e user’s intelligent behavior in the user information

behavior theory points out that the user’s behavior is related
to a specific goal. Integrate, mine, and use the marketing
activity business opportunity information of each marketing
activity to analyze the relationship between users’ partici-
pation in marketing activities and users’ purchase of courses,
and predict the courses that users may buy to carry out
secondary marketing to users.

3.3. Practical Experience of User Experience Shopping in In-
ternet E-Commerce Industry. *e marketing department,
after discovering the problems of Chu duo in the online
course selection system on the official website, actively
looked for ways to solve the problems. In the process of
finding solutions to the problems, the marketing department
found that the practical experience of the internet e-com-
merce industry in implementing user experience shopping
on e-commerce websites and e-commerce apps is worth
learning from. *e marketing department summarized the
practical experience of experiential shopping in the
e-commerce industry as follows: (1) in the internet
e-commerce industry, add commodity recommendation
information to the page of the e-commerce website or
e-commerce mobile app to recommend the same kind of
commodity to users who have just viewed the commodity.
For example, if users view commodity A on Taobao, Taobao
will display the same kind of commodity to users in the “you
may still like” commodity display area. (2) In the internet
e-commerce industry, various information systems of
e-commerce have realized the sharing of user behavior data.
*e user has viewed commodity A on the e-commerce
website. When the user enters the e-commerce mobile app,
he can see the recommendation information of commodities
similar to commodity A. Similarly, the user has viewed
product A on the e-commerce mobile app. When the user
enters the e-commerce website, he can also see the rec-
ommendation information of products similar to product
A. *e second user of user marketing is thus realized.

3.4. Online Implementation of Experiential Marketing Busi-
ness Needs on the Official Website. To solve the problems
existing in the online course selection system on the official
website and learn from the practical experience of user
experiential shopping in the e-commerce industry, the
marketing department plans to implement experiential
course purchase in the online course selection system on the
official website to promote the improvement of the con-
version rate of the official website.

3.4.1. Online Real-Time Experiential Course Purchase Busi-
ness Requirements. *e online course selection system on
the official website realizes the intelligent recommendation
of online real-time marketing, recommends courses similar
to the courses viewed by online users on the official website,
and realizes the business needs of experiential course pur-
chase. *e specific business needs are as follows: (1) the
display method of recommendation results: learn from the
user experiential shopping practice method of the internet
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e-commerce industry, and add the “guess you like” display
area on the web page of the online course selection system on
the official website. It is used to highlight the course class
information recommended to users. (2) *e formulation of
online real-time marketing intelligent recommendation
strategy: from the perspective of individual characteristics of
users, the marketing department formulates the online real-
time marketing intelligent recommendation strategy on the
official website, which is used to clarify the business rules of
online real-time recommending courses and classes to users
on the official website. (3) Build an online real-time user
portrait: investigate and collect the user behavior infor-
mation of the course filtered and viewed by the user on the
online course selection system on the official website, an-
alyze the user behavior, and predict the course classes
preferred by the user in real time. (4)*e construction of the
algorithm model and prediction: using an online real-time
intelligent recommendation-related technologies, combined
with user preferences and online real-time marketing in-
telligent recommendation strategy on the official website,
calculate and obtain the course classes recommended to
users and display the course class information recom-
mended to users in real time in the “guess what you like”
display area. Figure 1 presents the online real-time expe-
riential course purchase business requirements.

3.4.2. Demand for Secondary Marketing Business of Offline
Big Data. *e online course selection system on the official
website realizes the intelligent recommendation of offline big
data marketing. Analyze the relationship between users’
participation in marketing activities and users’ purchase of
courses using the business opportunity data of various
marketing activities (business opportunity data, i.e., the
information of users’ intention to purchase courses collected
in marketing activities). Predict the courses and classes that
users may buy offline, and recommend the courses and
classes predicted offline to users online on the official website
to realize the business demand of secondary marketing for
users. *e specific business requirements are as follows: (1)
build offline big data user portrait: investigate, collect, and
integrate the marketing activity opportunity data in each
marketing activity opportunity management system to build
an offline big data user portrait. *e marketing activity
business opportunity management system is as follows:
offline customer service consulting business opportunity
management system, CRM telephone customer service
business opportunity management system, OTS online
evaluation business opportunity management system, and
offline marketing activity business opportunity management
system. (2) Build the algorithm model and prediction: based
on the offline big data user portrait data, mine the causal law
between users’ participation in marketing activities and
users’ purchase of courses offline, and build an offline
recommendation algorithm model. *e offline recommen-
dation algorithm model is used to predict the courses that
may be purchased by users who have participated in online
and offline activities but have not purchased courses on the
official website. When users enter the official website, the

courses that may be purchased by users predicted offline will
be recommended to users on the official website. (3) *e
formulation of an intelligent recommendation strategy for
offline big data marketing: the marketing department, based
on the relevant theories of user behavior information, for-
mulates an intelligent recommendation strategy for offline
big data marketing, which is used to clarify the business rules
of courses and classes that recommend offline prediction to
users online on the official website. (4) Only provide offline
big data marketing intelligent recommendation service to
registered users: only provide offline big data marketing
intelligent recommendation service to registered users who
log in to the online course selection system on the official
website with their mobile phone number, and do not provide
offline big data marketing intelligent recommendation
service to unregistered browsing users. Figure 2 presents the
demand for secondarymarketing business of offline big data.

4. Marketing Business Needs to Realize the
Overall Design of IT System Architecture

4.1.Origin of BigDataMarketing Intelligent Recommendation
System Project of Education Company H. *e online course
selection system on the official website of Education Company
H has been in operation for many years. *e online course
selection system on the official website is now implemented
with the B/s technology architecture. *e R & D and reali-
zation of the user experiential course purchase business re-
quirements of the online course selection system on the
official website requires the use of the internet technology and
big data technology. It greatly changes the technical archi-
tecture of the original online course selection system on the
official website. After discussion between the IT R & D de-
partment and the marketing department, it was decided to
establish a big data marketing intelligent recommendation
system project in the form of a subsystem of the online course
selection system on the official website to meet the business
requirements related to the user experience course purchase
of the online course selection system on the official website.
*e big data marketing intelligent recommendation system
and the online course selection system on the official website
work together to realize the user experience course purchase.
*e specific collaborative work content is shown in the figure
below.

Figure 3 shows the collaborative work between the big
data marketing intelligent recommendation system and the
online course selection system on the official website. *e
description is as follows: (1) the online course selection system
on the official website collects user behavior information and
sends the user behavior information to the big data marketing
intelligent recommendation system. (2) *e big data mar-
keting intelligent recommendation system realizes the user
experience class purchase business requirements proposed by
the marketing department, calculates the online real-time
marketing intelligent recommendation and offline big data
marketing intelligent recommendation, and stores the cal-
culated recommendation results in the recommendation
result information index of the ES search engine. (3) *e big
data marketing intelligent recommendation system provides
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a recommendation information query service interface and
recommendation information query service for the online
course selection system on the official website. (4) *e “guess
what you like” display area is added to the web page of the
online course selection system on the official website. When
the “guess you like” display area of the online course selection
system on the official website is displayed in the browser, call
the recommendation information query service interface
provided by the big data marketing intelligent recommen-
dation system to obtain the recommendation information,
and display the course information recommended for online
users on the official website in the “guess you like” display
area.

In the big data marketing intelligent recommendation
system, to use IT technology to realize the marketing

business needs, we first need to divide the functional
modules to realize the business needs and specify the IT
technology required by the functional modules. At the same
time, we need to design and explain how each functional
module cooperates with each other to complete the business
needs, which is the problem to be solved in the overall design
stage of IT system architecture.

4.2. Overall Design of Big Data Marketing Intelligent Rec-
ommendation System Architecture of Education Company H.
*e marketing business requirements of the online course
selection system on the official website are mainly composed
of the following two core business requirements: online real-
time marketing intelligent recommendation and offline big

Demand for
secondary marketing

business of
offline big data

Build offline big
data user profile

Build algorithm
model and
prediction

Formulation of
intelligent

recommendation
strategy for offline

Offline intelligent
recommendation
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Figure 2: Demand for secondary marketing business of offline big data.
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Figure 3: Collaborative work between big data marketing intelligent recommendation system and online course selection system on official
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data marketing intelligent recommendation. *e IT R & D
department established the big data marketing intelligent
recommendation system project after analyzing the feasi-
bility of the demand realization of the marketing business
demand of the online course selection system on the official
website. Recommend courses on the official website and use
the intelligent data system to recommend courses and
provide users with big data service.*e IT R&Ddepartment
has carried out the overall design of the ITarchitecture of the
big data marketing intelligent recommendation system.

According to the requirements of the online marketing
recommendation system, the intelligent computing module
can realize the two core functions of the online marketing
recommendation system: (1) according to the requirements
of the online marketing recommendation strategy, the in-
telligent computing module can realize the two core func-
tions of the online marketing recommendation system and
realize the real-time prediction of the business needs of
online user preference courses. (2) Offline big data mar-
keting intelligent recommendation calculation unit:
according to the requirements of offline big data marketing
intelligent recommendation strategy specification, excavate
the causal law between user behavior and user course
purchase in marketing activity business opportunities, and
use this causal law to predict the courses that users who have
participated in marketing activities but have not purchased
courses may buy. At the same time, there are several
functional modules to assist in the realization of marketing
business needs, such as the following: each marketing ac-
tivity business opportunity management system database,
data extraction and synchronization program, ES data
search engine, big data buffer middle layer, internet web
service interface, etc. Online real-time marketing intelligent
recommendation calculation unit, offline big data marketing
intelligent recommendation calculation unit, and other
functional modules are combined to form the overall ar-
chitecture of big data marketing intelligent recommendation
system, and they work together to meet the needs of mar-
keting business. *e following is a brief description of the
functional design of each functional module cooperating
with each other to realize business requirements. Table 1
presents the overall design of the big data marketing in-
telligent recommendation system architecture of Education
Company H.

4.2.1. Design of Intelligent Recommendation Function for
Online Real-Time Marketing. Online real-time marketing
intelligent recommendation solves the business problem of
recommending user-preferred courses and classes for
online users on the official website in real time. In the
overall architecture design of the big data marketing in-
telligent recommendation system, several functional
modules are divided to realize the business requirements of
online real-time marketing intelligent recommendation.
*e divided functional modules and how to cooperate with
each other to complete the functional design of business
requirements are briefly described as follows: (1) the official
website online user behavior information receiving service

interface: is used to receive the user behavior information
sent by the official website online users to view the course
details and forward the user behavior information directly
to the “big data buffer layer.”*e user behavior information
receiving service interface is implemented by the spring-
cloud microservice technology. (2) Big data buffer layer: it
is used to receive the online user behavior information on
the official website forwarded by the “user behavior in-
formation receiving service interface,” cache the user be-
havior information and wait for the “online real-time
marketing intelligent recommendation computing unit” to
read. *e significance of the big data buffer layer is to
smoothly transfer the user behavior data to the “online real-
time marketing intelligent recommendation computing
unit” during the peak access of the official website to
prevent the computing unit from a system crash because of
an excessive amount of calculation.*e big data buffer layer
is implemented by the flume and Ka & a technology. (3)
Online marketing intelligent recommendation calculation
unit: read the user behavior information in the “big data
buffer layer,” analyze the online user behavior, calculate
and obtain the course classes and recommended scores
recommended to online users according to the recom-
mendation rules in the “online real-time marketing intel-
ligent recommendation strategy specification,” and store
the calculated recommendation results and recommended
scores in the “ES search engine.” *e online marketing
intelligent recommendation computing unit is imple-
mented by the storm real-time computing framework. (4)
ES search engine: mainly used to store online real-time
recommendation result information. *e ES search engine
is implemented by the Elasticsearch search framework. *e
use of Elasticsearch search engine technology to provide the
storage and query of recommendation results is mainly
because Elasticsearch has very fast and stable data writing
and data query characteristics, which can solve the per-
formance problems of a large number of recommendation
result information data writing and data query during the
peak of official website access.

4.2.2. Design of Intelligent Recommendation Function for
Offline Big Data Marketing. *e business problem of offline
big data marketing intelligent recommendation is to mine
the causal law between users’ participation in marketing
activities and users’ purchase of courses and use this causal
law to offline predict the courses that users who have
participated in online or offline marketing activities but have
not purchased courses may buy. In the overall architecture
design of the big data marketing intelligent recommendation
system, several functional modules are divided to realize the
business requirements of offline big data marketing intel-
ligent recommendation.*e divided functional modules and
how to cooperate with each other to complete the functional
design of business requirements are briefly described as
follows: mining the causal law of users’ participation in
marketing activities and users’ purchase of courses in the
business opportunity data of marketing activities. When the
user enters the official website, recommend the courses that
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may be purchased by the user predicted offline to the user on
the official website. (1) Collect and extract marketing activity
opportunity data from each marketing activity opportunity
management system database. *e marketing activity
business opportunity management system database includes
the following: CRM telephone customer service business
opportunity management system database, OTS online
evaluation business opportunity management system da-
tabase, offline customer service consulting business op-
portunity management system database, offline marketing
activity business opportunity management system database,
course product database, and order database of online
course selection system on the official website. *e purpose
of collecting and extracting marketing activity data is to
analyze the causal law between user behavior and the user
class purchase. Hence, data collection is divided into two
steps: collecting “cause” data and collecting “result” data,
which is as follows: the first step is to collect “cause” data.
Extract the marketing activity business opportunity data
from the CRM telephone customer service business op-
portunity management system database, OTS online eval-
uation business opportunity management system database,
offline customer service consulting business opportunity
management system database, and offline marketing activity
business opportunity management system database. *ere is
information about the user’s intention to purchase courses
in the business opportunity data of marketing activities, such
as the user’s call to the CRM call center, telephone con-
sultation regarding IELTS-related courses, leaving infor-
mation about the user’s intention to purchase IELTS
courses, etc. *e second step is to collect “fruit” data. Extract
the user’s historical order information from the course
purchase order database of the online course selection
system on the official website. In the first and second steps
above, the business opportunity data of marketing activities
collected and extracted will be stored in the “big data storage
system.” At the same time, the time of data collection and
extraction is 2 a.m. every day, because the business is rel-
atively idle at this time. (2) Big data storage system: used to
store the original marketing activity opportunity data in the
collected marketing activity opportunity management sys-
tem. (3) Big data user portrait: it consists of two types of user
portraits: user portraits of purchased courses and user
portraits of nonpurchased courses. Use Spark SQL and hive
technology to extract, clean, and convert the original
marketing activity business opportunity data stored in the
big data storage system, and build the user portraits of
purchased courses and nonpurchased courses. Analyze the
data of user portraits of purchased courses, and use the big
data machine learning algorithm to find the causal law
between the user behavior and user purchase courses. *is
causal law is used to predict the course classes that users in

the user portrait of nonpurchased courses may buy. (4) User
preference course recommendation: it uses big data machine
learning technology to predict the course products that users
may buy. Using big data machine learning technology, train
the algorithm model on the data of the user portraits of the
purchased courses and find out the causal law between the
user behavior and user purchase courses. *e trained al-
gorithm model is used to predict which courses and classes
the users in the user portrait of nonpurchased courses may
buy and the probability of possible purchase. If the course
classes in the recommendation results of offline prediction
have expired in the online course selection system on the
official website and are no longer sold, replace the expired
course classes with the similar course classes being sold in
the online course selection system on the official website.

4.2.3. Function Design of Replacing Offline Recommended
Courses with Online Similar Courses on the Official Website.
*e result of online real-time marketing intelligent rec-
ommendation is calculated based on the class data of the
courses being sold. *e results of offline big data marketing
intelligent recommendation are calculated based on the
historical business opportunity data of marketing activities
and the historical data of the user course purchase.
*erefore, the course classes in the offline big data rec-
ommendation results may have expired and will not be sold
in the online course selection system on the official website.
*erefore, before recommending offline predicted recom-
mendation results to online users on the official website, it is
necessary to replace the courses in the recommendation
results with similar courses on the official website. By
simulating the user behavior of the official website, convert
the course class information in the offline big data rec-
ommendation results into user behavior information, take
the converted user behavior information as the request
parameter of the service interface, and call the online user
behavior information receiving service interface of the of-
ficial website to hand over the replacement of similar courses
to the online real-time marketing intelligent recommen-
dation module. *e online real-time marketing intelligent
recommendation module will convert the offline recom-
mended course classes into similar course classes being sold
online on the official website, and store the recommendation
results after replacing the course class information in the ES
search engine.

5. Conclusion and Prospect

With the advent of the internet big data era, information
technology is developing by leaps and bounds, and the
traditional enterprise operation and marketing mode is also

Table 1: *e overall design of the big data marketing intelligent recommendation system architecture.

*e overall design of intelligent recommendation system architecture
Design of intelligent recommendation function for online real-time marketing
Design of intelligent recommendation function for offline big data marketing
Function design of replacing offline recommended courses with similar courses on the official website
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changing. *e traditional market survey and prediction
model has been replaced by information technology. By
collecting user behavior and other information on Web
pages or apps, we can understand users better than through
questionnaires and interviews. *e traditional commodity
sales model gradually changes from the mode of users
looking for commodities to themode of products looking for
users. It uses big datamachine learning technology to predict
users’ preferred commodities and timely recommends
commodities to users. *e internet and big data are rapidly
and quietly changing the world, the marketing mode of
modern enterprises, and people’s lifestyle. Education
Company H, moving with the times and keeping up with the
pace of the internet big data era, has developed a big data
marketing intelligent recommendation system using the
internet big data technology to support the online course
selection system on the official website and realized user
experience course purchase. After analysis and research, the
conclusions drawn are as follows: (1) use the big data real-
time computing technology to recommend user-preferred
courses to users in real time to reduce the workload of user
course screening. Firstly, collect the user behavior of users
viewing the detailed information of courses and classes on
the official website. *en, analyze the user behavior and
predict the course class of user preference. Finally, the online
real-time recommendation of the predicted user preference
courses and classes to users improves the online marketing
conversion rate of the official website. (2) Use the big data
machine learning technology to integrate the business op-
portunity data of various marketing activities and realize
secondary marketing on the official website. Firstly, collect
the business opportunity data of various marketing activities
from the business opportunity management database of
various marketing activities. *en, use the big data machine
learning technology to analyze the causal law between users’
participation in marketing activities and users’ purchase of
courses. Finally, using the causal law obtained from the
analysis, for users who have participated in marketing ac-
tivities but have not purchased courses, offline predict the
courses and classes that users may buy. When users log in to
the official website, the system will recommend courses and
courses that can be predicted offline to users at the first time.
*is way can realize the secondary marketing to users and
improve the online marketing conversion rate of the official
website.

In the future, more recommendation algorithm models
will be implemented to improve the recommendation
business and improve the accuracy of recommendation. *e
big data marketing intelligent recommendation system
delivered in phase I realizes the real-time marketing rec-
ommendation strategy, which is mixed with the decision-
making information from the perspective of enterprise
marketing, such as recommended accommodation classes
and VIP classes. It has not been able to completely solve the
real purchase needs of users from the perspective of users’
individual characteristics. In essence, the big data marketing
intelligent recommendation system should look at and solve
problems from the perspective of users’ individual charac-
teristics and provide users with courses that they really want

to buy, and the marketing mode has shifted from traditional
marketing products to marketing users. At present, only the
decision tree algorithm is used for offline recommendation
business. *ere are many similar algorithms in the field of
machine learning, which can be used together to select the
best algorithm model most suitable for business and im-
prove the accuracy of recommendation. In the future, col-
laborative filtering or classification-related machine learning
algorithms will be used to classify similar populations and
recommend similar courses to similar populations; In the
future, association rules and related algorithms will be used
to analyze the historical data of course purchase, find the
associated courses that are often purchased together, rec-
ommend the associated courses to users, and so on.
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�is researchmainly analyzes the in�uence of foreign investment in the era of big data on China’s economic growth, in the process
of analyzing the impact of foreign investment on the national economy, based on the analysis of the current situation of foreign
investment and error-correction model, etc., through the correlation coe�cient matrix to determine the variables data needed to
�t the model; after �tting the model, the residual model is extracted, and the stationarity of the residual sequence is tested . On the
basis of the above, this paper analyzes the di�erence of foreign direct investment in di�erent regions, combined with the coastal
areas and central regionmodel and actual situation analysis, analyzes the two foreign direct investment (FDI) development speeds,
base development speed, and average development speed, at the same time for the two regions in 2017; the speci�c direction of FDI
do a detailed analysis. Finally, a series of conclusions are obtained.

1. Introduction

For China, since the reform and opening up in 1978, the
economy of the eastern coastal areas has shown a trend of
rapid development, while the economic development of the
central and western regions is relatively slow compared
with the coastal areas [1–5]. �e impact of foreign direct
investment on China is very far-reaching, but due to
China’s large and vast territory, the impact of foreign direct
investment on di�erent regions is di�erent [6, 7]. For
example, Jiangsu is located in the eastern coastal areas of
China, and it has the advantage of the eastern coastal areas.
From 1978 to 2017, Jiangsu’s foreign direct investment
quota was from $639915 million to $2513541 million; lo-
cated in the central of Henan; foreign direct investment
increased from $495.27 million to $1722428 million. Only
from the surface data observation, we can �nd the foreign
direct investment quota in t’e two regions [8–11]. �is
research is devoted to t7-he analysis model design of the
impact of foreign investment on China’s economic growth,
so as to provide decision support for the formulation of

macroeconomic policies and the management and control
of microeconomic operation.

2. Analysis of the Impact of Foreign
Investment on the National Economy

2.1. Current Utilization of Foreign Investment in China.
Since the reform and opening up, the level of China’s export-
oriented economy has been continuously improved, the
scale of introducing and utilizing foreign capital has been
continuously expanding, the level has been continuously
improved, and the number of domestic foreign-invested
enterprises has also been continuously increasing [9–12].
Next, the statistical analysis of foreign direct investment will
be conducted from the change of foreign investment quota,
capital source, and industrial investment.

2.1.1. Current Situation of Foreign Direct Investment in
Recent Years. Data on the actual utilization of foreign direct
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investment and foreign investment from 2009 to 2018 and
1999 to 2018 are processed in Figures 1 and 2.

From Figure 1, we can see that in the decade from
2009 to 2018, both actual utilized foreign direct invest-
ment and actual utilized foreign capital showed an up-
ward trend, but the growth trend of actual utilized foreign
investment and actual utilized foreign investment be-
tween 2012 and 2018 is slower than before. �e actual use
of foreign investment includes two parts, one is large
foreign direct investment and the other is another foreign
investment. From Figure 2, we can see the actual use of
foreign direct investment and the actual use of foreign
investment during the 20 years from 1999–2018 [13]. �is
shows that in the actual use of foreign investment, the
actual use of foreign investment proportion gradually
decreased, reduced to 0 in recent years. For example, in
2015, the actual utilization of foreign investment and the
actual utilized foreign direct investment were the US
$1,26,267 million, in 2016, both were US $12,6001 mil-
lion, in 2017, both were US $13,1035 million, and in 2018,
both were US $13,49,666 million, indicating that the
actual utilization of other foreign investment in recent
years was 0.

2.1.2. Analysis of the Source Structure of Foreign Direct
Investment. Under the background of the era of economic
globalization, WTO was established on January 1, 1995, a
total of 162 members, including a large part of the countries
and regions in the world, can say the world economy roughly
forms a whole, and the arrival of the electronic information
age and transportation more and more convenient, our
country and superior geographical location, rich resources
attract all over the world to invest in our country [14–16].
China’s foreign direct investment sources more areas, spread
across �ve continents. Table 1 is the general situation of the
sources of foreign direct investment in China from 2016 to
2018.

As can be seen from Table 1, China’s foreign direct
investment mainly comes from Asia, accounting for about
80%, while Hong Kong is the main source of foreign direct
investment in China [17]. From the data, it can be con-
cluded that more than half of China’s foreign direct in-
vestment in China comes from Hong Kong, accounting
for more than 60%. Among the �ve continents in the
world, China’s foreign direct investment from Africa is
the least, which is less than 1%, which is directly related to
the economic situation of Africa. Compared with Asia, the
proportion of foreign direct investment from Europe,
Oceania, and Latin America is also relatively small. From
the above results, we can �nd that the source of a foreign
direct investment structure is not reasonable, mainly
foreign direct investment from Hong Kong. �is phe-
nomenon is related to the relationship between the
mainland and Hong Kong; the transportation between
China and Hong Kong region is very convenient, and for
Hong Kong, the mainland also has various preferential
policies. In addition, foreign direct investment is also
directly related to the distance.

2.1.3. �e General Situation of Foreign Direct Investment by
Industry in China. �is summary adopts the data of foreign
direct investment in China in 2018 collected by the National
Bureau of Statistics. Table 2 shows China’s foreign direct
investment in 2018 is roughly divided by industry (ten
thousand dollars).

Taking out the largest amount of several industries from
Table 2 into the pie chart, it is more convenient to see the
speci�c direction of FDI in China (Figure 3).

It can be seen that China’s foreign direct investment is
mainly concentrated in the manufacturing, real estate,
leasing, and business service industries, which account for
about 62%. However, the FDI used for education, public
management, and social organizations is particularly small,
which shows that the introduction of FDI in China is ex-
tremely unbalanced in China, and the proportion of FDI
varies greatly among various industries, which is also related
to the main development of manufacturing and real estate
industry in China.

2.2. Model Construction

2.2.1. Determination and Cointegration Test of the Sample
Data. First of all, after inquiring about the database of the
National Bureau of Statistics, the variables related to foreign
direct investment (X1) include the number of contractual
utilization of foreign investment projects (X2), the total
import and export of foreign-invested enterprises (million
US dollars) (X3) net foreign direct investment (X4), and the
actual use of foreign direct investment (X5) [18–20]. Collect
and collate data from 2009 to 2018 (incomplete data, so only
11 years). �e correlation coe�cient matrices were calcu-
lated between all the variables, such as in Table 3.

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018
8,868,501

9,803,107.4

10,737,713.8

11,672,320.2

12,606,926.6

13,541,533
Dollar Use foreign capital

Figure 1: Actual use of foreign direct investment.

1999 2001 2003 2005 2007 2009 2011 2013 20172015
3,747,959

5,716,616,6

7,685,274,2

9,653,931,8

11,622,589,4

13,591,247
Dollar Use foreign capital

Figure 2: Data on the actual utilization of foreign capital.
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Table 2: China’s foreign direct investment in 2018 is roughly divided by industry (ten thousand dollars).

Index Sum
Actual utilized amount of foreign direct investment 13496589
�e amount of foreign direct investment actually utilized in agriculture, forestry, animal husbandry, and �shery 80131
�e actual amount of foreign direct investment utilized in the mining industry 122841
�e actual amount of foreign direct investment in the manufacturing industry 4117421
Actual utilization amount of foreign direct investment in the production and supply of electricity, gas, and water 442390
�e amount of foreign direct investment actually utilized in the construction industry 148809
�e actual amount of foreign direct investment in transportation, storage, and postal services 472737
Actual utilization amount of foreign direct investment in information transmission, computer services, and software industry 1166127
Actual utilization amount of foreign direct investment in the wholesale and retail industry 976689
�e amount of foreign direct investment is actually utilized in the accommodation and catering industry 90107
�e actual amount of foreign direct investment is utilized in the �nancial industry 870366
�e actual amount of foreign direct investment is utilized in the real estate industry 2246740
�e actual amount of foreign direct investment in leasing and business services 1887459
�e amount of foreign direct investment actually utilized in scienti�c research, technical services, and the geological exploration
industry 681298

�e amount of foreign direct investment actually utilized by the water conservancy, environment, and public facilities
management industry 47408

�e amount of foreign direct investment actually utilized in residential services and other service industries 56166
�e actual amount of foreign direct investment utilized in education 7420
�e amount of foreign direct investment actually used in the health, social security, and social welfare industry 30178
�e actual amount of foreign direct investment is utilized in the cultural, sports, and entertainment industries 52290
�e amount of foreign direct investment actually utilized by public administration and social organizations 12

Table 1: Source structure of FDI in China (ten thousand dollars).

National
2016 2017 2018

Actual investment Proportion Actual investment Proportion Actual investment Proportion
Summation 12600100 100% 13103500 100% 13496600 100%
Asia 9883103 78.44% 10919387 83.33% 10701310 79.29%
Hongkong 8146508 64.65% 9450901 72.13% 8991724 66.62%
Taiwan 196280 1.56% 177247 1.35% 139136 1.03%
Japan 309585 2.46% 326100 2.49% 379780 2.81%
Singapore 604668 4.80% 476318 3.64% 521021 3.86%
Korea 475112 3.77% 367253 2.80% 466688 3.46%
Africa 112720 0.89% 65746 0.50% 61042 0.45%
Europe 943439 7.49% 883619 6.74% 1119350 8.29%
Latin America 1221618 9.70% 636273 4.86% 902646 6.69%
North America 310421 2.46% 428552 3.27% 514789 3.81%
Oceania 126794 1.01% 160950 1.29% 190904 1.41%

1550489, 11%

�e amount of foreign direct
investment actually utilized in
scientific research, technical
services and geological
exploration industry

�e actual amount of
foreign direct
investment is utilized
in the financial
industry

Actual itilization
amount of foreign
direct investment
in wholesale and
retail industry

Actual utilization amount of
foreign direct investment in
information transmission,
computer services and
so�ware industry

�e actual amount
of foreign direct
investment in
leasing and
business services

�e actual amount of foreign
direct investment is utilized in
the real estate industry

Other
categories �e actual amount

of foreign direct
investment in
manufacturing
industry

4117421, 31%
870366, 6%

976689, 7%

1166127, 9%

1887459, 14%

2246740, 17%

681298, 5%

Figure 3: �e proportion of FDI in various industries in China.
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Table 3 shows that from 2009 to 2018, the correlation
coe�cient between FDI and actual FDI was 0.998509, in-
dicating that the correlation between FDI and FDI is very
high, and in the statistical Yearbook, some provinces have no
data for FDI, so we can use foreign investment to measure
FDI , and the correlation coe�cient matrix can provide a
theoretical basis for this. For the �ve variables with FDI, the
correlation coe�cient between foreign direct investment
(X1) and the explained variables is the largest, indicating the
strongest correlation between the two sets of data can be
used as analyzed sample data.

Secondly, use Eviews to make a scatter map of China’s
GDP and foreign direct investment, as shown in Figure 4.

It can be seen from the �gure that almost all points are
evenly distributed on both sides of the line. GDP (Y) and FD
of foreign direct investment I (X1) present a positive trend;
combined with the correlation coe�cient matrix, we can
determine the two sets of time series as the analysis of the
required data: economic growth is measured by GDP,
recorded as Y: foreign direct investment with the actual use
of foreign investment measured as an explanatory variable,
recorded as FDI [21].

Next, the GDP (Y) and actual FDI from 2000 to 2019 will
be taken as the sample data to analyze the problems. Table 4
shows China’s GDP and FDI and its development speed.

Since both sets of GDP and actual FDI are time series,
and the time-series data are often nonstable, the stability of
GDPs and actual FDI is tested before analyzing the rela-
tionship between the two so as to prevent the phenomenon
of false regression. After the �rst-order di�erence operation
between GDP and actual foreign direct investment can pass
the stability test of 95% con�dence, so Y and FDI are the
�rst-order single integral sequence, which belongs to the
same order single integral variable, and may have a long-
term stability relationship [22, 23]. Table 5 shows the unit
root test results.

2.2.2. Sample Data Were Fitted. We take the GDP as the
explanatory variable and the actual foreign direct in-
vestment as the explanatory variable. �e model is set as
follows:

Yt � C + βFDIt + μt. (1)

�e model is established by the least-squares method,
and the results of the estimated parameters are shown in
Table 6.

Yt � −331994 + 0.082954FDIt + μt,

R2 � 0.916579F � 197.7735.
(2)

Extract residuals:

μt � Yt + 331994 − 0.082954FDIt. (3)

�e residual stability (ADF) test is shown in Table 7.
�e results show that the residual sequence is a nonsmooth

sequence, which shows that there is no long-term stable re-
lationship between Y and FDI, contradictory to the previous
conclusion. Considering that the GDP unit is billions, and the
actual foreign direct investment is dollars, the unit di�erence is
particularly large, so the result may be the di�erence of units.
So, the two groups of sample data measurement to eliminate
the e�ect of the dimension take the logarithm of Y and FDI in
Eviews 8.0. For the newly obtained data, Table 8 shows the
stationarity test after taking the logarithm.

Table 3: Correlation coe�cient matrix between the individual variables.

Covariance correlation X1 X2 X3 X4 X5 Y

X1 1.57E+ 12
1.000000

X2 7.92E+ 09
0.588991

1.15E+ 08
1.000000

X3 2.10E+ 11
0.765397

7.21E+ 08
0.306813

4.79E+ 10
1.000000

X4 4.41E+ 12
0.825655

1.56E+ 10
0.340532

3.75E+ 11
0.401326

1.82E+ 13
1.000000

X5 1.47E+ 12
0.998509

7.51E+ 09
0.595392

1.99E+ 11
0.775343

4.04E+ 12
0.805613

1.38E+ 12
1.000000

Y 2.03E+ 11
0.941857

129E+ 09
0.696803

2.31E+ 10
0.612225

6.32E+ 11
0.860660

1.88E+ 11
0.929698

2.97E+ 10
1.000000

8,000,000
300,000

400,000

500,000

600,000

700,000

800,000

900,000

1,000,000

Y

10,000,000

X1

12,000,000 14,000,000

Figure 4: Scatter chart of China’s GDP and foreign direct
investment.
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Set the model after eliminating the dimension to the
following:

ln Yt � C + α ln FDIt + μt. (4)

(en, Table 9 shows the results of the regression of lnY
versus lnFDI.

(e results of the Granger causality test [9] show that
the F value of Y � 0.53843 < 0.80041, which shows
that gross domestic product (Y) is not the reason for FDI,
and similarly, FDI is the reason for gross domestic
product (Y).

2.3. Establishment of the Error-Correction Model.
According to Granger’s theorem, the error-correction model
can be established with the cointegration relationship between
the nonstationary variables, so we can establish the error-
correction model between the above two variables. Table 10
shows the cointegration regression results of GDP and FDI.

(e resulting error-correction model is as follows:

Table 4: China’s GDP and FDI and its development speed.

Year GDP/a hundred million Month-on-month
development speed

Foreign direct investment/ten
thousand dollars

Month-on-month
development speed

2000 100280.1 — 4071500 —
2001 110863.1 1.105534398 4687800 1.151369274
2002 121717.4 1.097907239 5274300 1.125111993
2003 137422.0 1.129025102 5350500 1.014447415
2004 161840.2 1.177687706 6063000 1.133165125
2005 187318.9 1.157431219 6032500 0.994969487
2006 219438.5 1.171470151 6582100 1.091106506
2007 270092.3 1.230833696 7476800 1.135929263
2008 319244.6 1.181983344 9239500 1.235755938
2009 348517.7 1.091694895 9003300 0.974435846
2010 412119.3 1.182491736 10573500 1.174402719
2011 487940.2 1.183978037 11601100 1.097186362
2012 538580.0 1.103782800 11171600 0.962977649
2013 592963.2 1.100975157 11758600 1.052543951
2014 643563.1 1.085333963 11956200 1.016804722
2015 688858.2 1.070381754 12626700 1.056079691
2016 746395.1 1.083525027 12600100 0.997893353
2017 832035.9 1.114739231 13103500 1.039952064
2018 919281.1 1.104857495 13496589 1.029998779
2019 990865.0 1.077869435 13810000 1.023221497

Table 5: Unit root test results.

Variable quantity ADF Type of inspection Critical value
Whether smooth

(c, t, n) 1% 5% 10%
Y 1.712258 (c, 0, 1) −3.857386 −3.040391 −2.660551 No
DY −5.478450 (c, 0, 1) −3.920350 −3.065585 −2.673459 Yes
FDI −0.801904 (c, 0, 1) −3.886751 −3.052169 −2.666593 No
DFDI −3.692204 (c, 0, 1) −3.959148 −3.081002 −2.681330 Yes

Table 6: Regression results of Y versus FDI.

Variable Coefficient Std.
Error t-Statistic Prob.

C
FDI

−3319941
0.082954

58229.45
0.005899

−5701480
14.06319

0.0000
0.0000

R- Squared
Adjusted R-squared
S. E.of regression
Sum squared resid
Log-likelihood
f-statistic
prob (F-statistic)

0.916579
0.911945
85531.89
1.32E+11
–254.4581
197.7735
0.000000

Mean dependent
var

S.D. dependent var
Akaike info
criterion

Schwarz criterion
Hannan–Quinn

criteria
Durbin–Watson

stat

441466.8
2882374
25.64581
25.74538
25.66524
0.315429

Note. Data are obtained from the Eviews 8.0 regression results.

Table 7: An ADF test for the extracted residuals.

t-Statistic Prob.∗

Augmented dickey-fuller test
statistic −0.321640 0.9035

Test critical values:
1% level
5% level
10% level

−3.857386
–3.040391
−2.660551

Scientific Programming 5



Δln Yt

∧
� 0.095734 + 0.457138Δ ln FDIt + 0.034950et−1,

R
2

� 0.513749DW � 1.077134.

(5)

(e error-correction model R2 � 0.513749is relatively
bad, but P is far less than 0.05, so the model can be
adopted.

2.4. Empirical Results Analysis. (e empirical results show
two aspects: (1) In the short term, FDI has a significant
influence on GDP (i. e., economic growth). (2) In the long
run, significant impact of FDI on GDP (i. e., economic
growth). One percentage point change of FDI will cause a
0.46 percentage point change, and the large introduction of
FDI will cause rapid growth of GDP.

2.5. Chapter Conclusion. In this section, the variable data
needed to fit the model was first determined by the corre-
lation coefficient matrix. After fitting the model, the residue

is extracted, and the stationarity of the residue sequence is
tested. Granger causality tests the model to find that FDI is
the cause of Y. Finally, the model is corrected for error-
correction and empirical analysis.

3. The Impact of Foreign Direct Investment on
the Economy of Different Regions

3.1. Model Construction. When analyzing the impact of
foreign direct investment on the economy of different regions,
the factors with great impact on economic growth, such as
consumption level, net export and labor force level (L), and
domestic direct investment, should be combined [24, 25].(e
sample data required for the analysis of the economic growth
(Y) by FDI, consumption level (CPI), net export (NE), labor
(L), (L), domestic investment (K), after the elimination of
magnitude, the model can be set as follows:

ln Yt � α1 ln FDIt + α2 ln NEt + α3 ln Kt + α4 ln Lt

+ α5 ln CPIt + μt.
(6)

Table 8: (e stationarity test after taking the logarithm.

Variable quantity ADF Type of inspection Critical value
Whether smooth

(c, t,n) 1% 5% 10%
lnY −1.917836 (c, 0,1) −3.857386 −3.040391 −2.660551 No
DlnY −5.503037 (c, 0,1) −3.920350 −3.065585 −2.673459 Yes
lnFDI −2.114963 (c, 0,1) −3.857386 −3.040391 −2.660551 No
DlnFDI −5.704385 (c, 0,1) −3.920350 −3.065585 −2.673459 Yes

Table 9: Results of the regression of lnY versus lnFDI.

Variable Coefficient Std. Error t-Statistic Prob.
C
LNFDI

−17.16385
1.872453

1.095876
0.068567

−15.66222
27.30825

0.0000
0.0000

R-squared
Adjusted R-squared
S.E.of regression
Sum squared resid
Log-likelihood
F- Statistic
Prob (F-statistic)

0.976432
0.975122
0.119570
0.257347
15.15187
745.7405
0.000000

Mean dependent var
S.D. dependent var
Akaike info criterion
Schwarz criterion

Hannan–Quinn criteria
Durbin–Watson stat

12.75370
0.758087
–1315187
−1215613
–1.295749
0.834389

Note. Data are obtained from the Eviews 8.0 regression results.

Table 10: Cointegration regression results of GDP and FDI.

Variable Coefficient Std. Error t-Statistic Prob.
C
D (LNFDI)
ET (−1)

0.095734
0.457138
0.034950

0.011135
0.130286
0.124309

8.597814
3.508719
0.281156

0.0000
0.0043
0.7834

R-squared
Adjusted R-squared
S.E.of regression
Sum squared resid
Log-likelihood
G- Statistic
Prob (F-statistic)

0.513749
0.432707
0.033125
0.013167
31.50135
6.339296
0.013218

Mean dependent var
S.D. dependent var
Akaike info criterion
Schwarz criterion

Hannan–Quinn criteria
Durbin–Watson stat

0.120798
0.043980–3.800180 -3.658570–3.801689

1.077134
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3.1.1. Economic Growth Model of Coastal Areas (Jiangsu
Province as an Example). Consumption level is measured by
per capita consumption (CPI), labor (L) is employed, NE is
expressed by the difference between exports and imports,
and domestic investment (K) is measured by social fixed
asset investment. Data of each variable in Jiangsu Province
are collected as shown in Table 11.

Due to the inconsistent dimensions of each index, the
influence of log-eliminating the dimensions and the sample
data are all time-series data, so the stability needs to be
tested. According to the results in Table 11, the first-order
difference sequence is stationary [26–35], indicating a long-
term relationship between these variables. Table 12 shows
the test of the stationarity of the sample data.

(e model can therefore be set to the following:
ln Yt � α1 ln FDIt + α2 ln NEt + α3 ln Kt + α4 ln Lt

+ α5 ln CPIt + μt.
(7)

(e results of fitting these variables at Eviews 8.0 are
shown in Table 13.

(e resulting fitted model is as follows:

ln Yt � 0.063049 ln FDIt

+ 0.045071 ln NEt + 0.490681 ln Kt

+ 0.223155 ln Lt + 0.268569 ln CPIt + μt,

R
2

� 0.999152.

(8)

Table 14 shows the Stationarity test of the residuals. It
can be seen that the fitting effect is good, and then the
residuals of the model are proposed as follows:

μt � ln Yt − 0.063049 ln FDIt − 0.04507 ln NEt

− 0.490681 ln Kt − 0.223155 ln Lt

− 0.268569 ln CPIt.

(9)

(e results in Table 13 show that at the 5% significance level,
the value of the t-test statistic is-3.629831, less than the cut-off
of-3.052169, rejecting the null hypothesis that the residual root
from the model and the residual sequence are a stationary
sequence, and the long-term relationship between the ex-
planatory variables and the explained variables can be learned.

3.1.2. Economic Growth Model of the Central Region (Henan
Province as an Example). Data was collected first according
to the coastal area operation method. (e results obtained
are as shown in Table 15.

All the data in Table 15 are done as in the previous
section, and Table 16 shows the test of the stationarity of the
sample data.

(e model-fitting results are as follows:

ln Yt � 0.044262 ln FDIt + 0.042003 ln NEt

+ 0.526400 ln Kt + 0.523185 ln Lt

− 0.040786 ln CPIt + μt,

R
2

� 0.998457.

(10)

Extract residuals:

μt � ln Yt − 0.044262 ln FDIt − 0.042003 ln NEt

− 0.0526400 ln Kt − 0.523185 ln Lt

+ 0.040786 ln CPIt.

(11)

Table 17 is the Residual stationarity test. (e results in
Table 17 show that at the 5% significance level, the value of the
t-test statistic is −3.748439, less than the cut-off of −3.052169.
(us, it rejects the null hypothesis that the residual roots from
the model and the residual sequence are stationary sequences,
and the long-term relationship between the explanatory
variables and the explained variables can be learned.

3.2. *e Differences Were Analyzed by Combining the Two
Regional Models and the Actual Situation

3.2.1. Analysis of the Speed of FDI in the Two Regions.
Taking the quota of foreign direct investment from 1999 to
2017 as the research object, the sequential development rate,
fixed base development rate, and average development rate
are calculated as shown in Table 18.

It can be seen from the calculation results in Table 18 that
the month-on-month development rate of foreign direct
investment in Jiangsu Province is basically stable between 0.84
and 1.15, while the floating range of the month-on-month
development rate inHenan Province is between 0.66 and 1.67,
which is slightly larger than that of Jiangsu Province.

(e average development speed of FDI in Henan
province and Jiangsu Province is calculated as follows:

xG �
���������
x1x2 · · · xn

n
√

�
��
R

n
√

. (12)

According to the formula, the average development rate
of FDI in Henan province is 1.20537, while the average
development rate of FDI in Jiangsu Province is 1.07466. It
can be seen that the average development rate of FDI in
Henan province is higher than that of Jiangsu Province, but
because its base is far smaller than that of Jiangsu Province,
although it has grown too fast in the past 20 years, it is much
different from Jiangsu Province.

3.2.2. Analysis of the Industrial Structure of Foreign Direct
Investment in the Two Regions. (e general situation of FDI
by industry is as follows: the total foreign direct investment in
2017 was $2513541 million, of which FDI of manufacturing
was $1118072 million, real estate $346007million, leasing and
business services $223912 million, electricity, heat, gas, and
water production and supply $578.78 million, construction
$2276.35 million, and other industries accumulated $540.34
million, as shown in Figure 5.

In 2017, FDI in Henan province showed a total FDI of
$1722428 million, including manufacturing utilization FDI
of $1034835 million, electricity, heat, gas, and water $2311.5
million, leasing and business services $8788.44 million, real
estate $187056 million, construction $27.56 million, and
$178,7.87 million in other industries. Figure 6 shows the
portion of FDI industries in Henan Province.
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Table 11: Data of each variable in Jiangsu Province.

Year GDP(Y)/a
hundred million

FDI/ten
thousand dollars

Consumption
per person (CPI)/

Yuan

Quantity of employment
(L)/thousands of people

Social fixed assets
investment(K)/a
hundred million

Net export
amount
(NE)/ten

thousand dollars
1999 7697.82 639915 3594 4390.71 2742.65 53.57
2000 8553.69 642358 3873 4418.14 2995.43 59.02
2001 9456.84 712201 4123 4436.45 3302.96 64.01
2002 10606.85 1036615 4708 4472.84 3849.24 66.55
2003 12442.87 1580214 5261 4499.97 5335.80 46.10
2004 15003.60 1213783 5913 4537.07 6827.59 41.37
2005 18598.69 1318339 7066 4578.75 8739.71 180.23
2006 21742.05 1743140 8182 4628.95 10071.24 368.42
2007 26018.48 2189206 9530 4677.88 12268.07 577.95
2008 30981.98 2512001 10882 4700.96 15060.45 838.04
2009 34457.30 2532289 11993 4726.54 18949.88 596.54
2010 41425.48 2849777 14035 4754.68 23184.28 753.08
2011 49110.27 3213173 17167 4758.23 26314.66 854.87
2012 54058.22 3575956 19452 4759.53 31706.58 1089.83
2013 59753.37 3325922 23585 4759.89 35982.52 1068.69
2014 65088.32 2817416 28316 4760.83 41552.75 1199.76
2015 70116.38 2427469 31682 4758.50 45905.17 1317.23
2016 77388.28 2454296 35875 4756.22 49370.85 1290.76
2017 85869.76 2513541 39796 4757.80 53000.21 1354.58

Table 12: Test of the stationarity of the sample data.

Variable quantity ADF Type of inspection Critical value
Whether smooth

(c, t, n) 1% 5% 10%
lnY −1.650678 (c, 0, 1) −3.886751 −3.052169 −2.666593 No
DlnY −3.675515 (c, 0, 1) −3.959148 −3.081002 −2.681330 Yes
lnFDI −2.432745 (c, 0, 1) −3.920350 −3.065585 −2.673459 No
DlnFDI −5.173851 (c, 0, 1) −3.920350 −3.065585 −2.673459 Yes
lnNE −1.153147 (c, 0, 1) −3.886751 −3.052169 −2.666593 No
DlnNE −3.732355 (c, 0, 1) −3.959148 −3.081002 −2.681330 Yes
lnK −2.191837 (c, 0, 1) −3.920350 −3.065585 −2.673459 No
DlnK −6.132102 (c, 0, 1) −3.920350 −3.065585 −2.673459 Yes
lnL −2.104357 (c, 0, 1) −3.886751 −3.052169 −2.666593 No
DlnL −3.100355 (c, 0, 1) −3.959148 −3.081002 −2.681330 Yes
lnCPI 0.304070 (c, 0, 1) −3.886751 −3.052169 −2.666593 No
DlnCPI −4.820446 (c, 0, 1) −3.959148 −3.081002 −2.681330 Yes

Table 13: Fitting results of Jiangsu Province Economic Growth Model.

Variable Coefficient Std. Error t-Statistic Prob.
LNFDI 0.063049 0.043332 1.455021 0.1677
LNNE 0.045071 0.014036 3.211034 0.0063
LNK 0.490681 0.079267 6.190201 0.0000
LNL 0.223155 0.069220 3.223851 0.0061
LNCPI 0.268569 0.079660 3.371430 0.0046

R-squared adjusted R-squared S.E. of regression sum squared resid log-likelihood
Durbin–Watson stat

0.999152 Mean dependent var 1023329
0.811391-
4.180496-
3.931960-
4.138434

0.998910 S.D. dependent var

0.026792 Akaike info criterion

0.010049 Schwarz criterion

44.71471 Hannan–Quinn
criteria

1.600222

8 Scientific Programming



3.2.3. Analysis of the Causes of the Difference. (e economic
growth model of Henan Province is as follows:

ln Yt � 0.044262 ln FDIt + 0.042003 ln NEt

+ 0.526400 ln Kt + 0.523185 ln Lt

− 0.040786 ln CPIt + μt.

(13)

Table 15: Data of each variable in Henan Province.

Year GDP(Y)/a
hundred million

FDI/ten
thousand
dollars

Consumption
per person
(CPI)/Yuan

Quantity of employment
(L)/thousands of people

Social fixed assets
investment(K)/a hundred

million

Net export
amount
(NE)/ten

thousand dollars
1999 4517.94 49527 1905 5205 1206.83 5.0734
2000 5052.99 53999 2215 5572 1377.74 7.1190
2001 5533.01 35861 2381 5517 1544.06 6.3840
2002 6035.48 45165 2553 5522 1725.93 10.3401
2003 6867.70 56149 3083 5536 2262.97 12.4442
2004 8553.79 87367 3625 5587 3099.38 17.3874
2005 10587.42 122960 4092 5662 4311.63 24.6582
2006 12362.79 184526 4530 5719 5904.71 34.7399
2007 15012.46 306162 5141 5773 8010.11 39.7798
2008 18018.53 403266 5877 5835 10490.64 39.5846
2009 19480.46 479858 6607 5949 13704.50 12.5457
2010 23092.36 624670 7837 6042 16585.86 32.7737
2011 26931.03 1008209 9171 6198 17768.95 58.3868
2012 29599.31 1211777 10380 6288 21450.00 76.0549
2013 32191.30 1345659 11820 6387 26087.46 120.1733
2014 34938.24 1492688 13078 6520 30782.17 137.3452
2015 37002.16 1608637 14507 6636 35660.35 123.4221
2016 40471.79 1699312 16043 6726 40415.09 144.4215
2017 44552.83 1722428 17842 6767 44496.93 164.4519

Table 16: Test of the stationarity of the sample data.

Variable quantity ADF Type of inspection Critical value
Whether smooth

(c, t, n) 1% 5% 10%
lnY −1.385376 (c, 0, 1) −3.886751 −3.052169 −2.666593 No
DlnY −4.270420 (c, 0, 1) −3.959148 −3.081002 −2.681330 Yes
lnFDI −0.842845 (c, 0, 1) −3.920350 −3.065585 −2.673459 No
DlnFDI −3.119600 (c, 0, 1) −3.920350 −3.065585 −2.673459 Yes
lnNE −0.819215 (c, 0, 1) −3.886751 −3.052169 −2.666593 No
DlnNE −4.411203 (c, 0, 1) −3.959148 −3.081002 −2.681330 Yes
lnK −1.851008 (c, 0, 1) −3.920350 −3.065585 −2.673459 No
DlnK −2.754575 (c, 0, 1) −3.920350 −3.065585 −2.673459 Yes
lnL 2.360425 (c, 0, 1) −3.886751 −3.052169 −2.666593 No
DlnL −3.633860 (c, 0, 1) −3.959148 −3.081002 −2.681330 Yes
lnCPI −0.236929 (c, 0, 1) −3.886751 −3.052169 −2.666593 No
DlnCPI −5.661558 (c, 0, 1) −3.959148 −3.081002 −2.681330 Yes
Note. (e data are obtained from Eviews 8.0.

Table 14: Stationarity test of the residuals.

t-Statistic Prob.∗

Augmented Dickey–Fuller test statistic −3.629831 −0.0166

Test critical values:
1% level
5% level
10% level

−3.886751
–3.052169
−2.666593

Table 17: Residual stationarity test.

t-Statistic Prob.∗

Augmented Dickey–Fuller test
statistic −3.748439 0.0131

Test critical values:
1%level
5%level
10%level

−3.886751
–3.052169
−2.666593
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�e economic growth model of Jiangsu Province is as
follows:

ln Yt � 0.063049 ln FDIt + 0.045071 ln NEt
+ 0.490681 ln Kt + 0.223155 ln Lt
+ 0.268569 ln CPIt + μt.

(14)

It can be seen that when other variables remain unchanged,
for every 1 percentage point of FDI growth, the GDP of Henan
Province increased by 0.044262 percentage points, while
Jiangsu Province increased by 0.063049 percentage points, and
the di�erence between the two regionswas 0.018787 percentage
points. �ere are many reasons for this di�erence. From the
analysis of this chapter, we can �nd some reasons: First of all,
the distribution of FDI in Henan province is relatively uneven.
FDI has been invested too much in the manufacturing in-
dustry, as high as 60%, while the manufacturing industry in
Jiangsu Province is 44%, which is also due to the inconsistency
between the leading industries in the two regions. Secondly, the
construction industry is an important industry in promoting
economic development. However, in terms of the construction
industry, the FDI utilization in Jiangsu Province accounts for
9%, while the FDI introduced in the construction industry is
only 0.0016%. Finally, although the growth rate of FDI in-
troduced in Henan Province is very fast, its amount is far less
than that of Jiangsu Province. Jiangsu Province has formed a
relatively mature foreign joint venture, while the foreign in-
vestment in Henan Province is in the growth period, and the
number of foreign direct investment cooperative enterprises is
small.

Table 18: Speed of FDI development in both regions.

Year
Henan Province Jiangsu Province

FDI Month-on-month
development speed

Determine the development
speed of the foundation FDI Month-on-month

development speed
Determine the development
speed of the foundation

1999 49527 — — 639915 — —
2000 53999 1.09029 1.09029 642358 1.00382 1.00382
2001 35861 0.66410 0.72407 712201 1.10873 1.11296
2002 45165 1.25945 0.91193 1036615 1.45551 1.61993
2003 56149 1.24320 1.13370 1580214 1.52440 2.46941
2004 87367 1.55598 1.76403 1213783 0.76811 1.89679
2005 122960 1.40740 2.48269 1318339 1.08614 2.06018
2006 184526 1.50070 3.72577 1743140 1.32222 2.72402
2007 306162 1.65918 6.18172 2189206 1.25590 3.42109
2008 403266 1.31717 8.14235 2512001 1.14745 3.92552
2009 479858 1.18993 9.68882 2532289 1.00808 3.95723
2010 624670 1.30178 12.61272 2849777 1.12538 4.45337
2011 1008209 1.61399 20.35675 3213173 1.12752 5.02125
2012 1211777 1.20191 24.46700 3575956 1.11290 5.58817
2013 1345659 1.11048 27.17021 3325922 0.93008 5.19744
2014 1492688 1.10926 30.13887 2817416 0.84711 4.40280
2015 1608637 1.07768 32.48000 2427469 0.86159 3.79342
2016 1699312 1.05637 34.31082 2454296 1.01105 3.83535
2017 1722428 1.01360 34.77756 2513541 1.02414 3.92793

540034, 22%

Other industries

Manufacturing industry

Production and supply
industries of electricity, gas,
heat and water industry

Contruction
business

Leasing and Business
Services Industry

Other industries

57878, 2%

227635, 9%

223912, 9%

346007, 14%

1118072, 44%

Figure 5: �e portion of FDI industries in Jiangsu Province.

Realty industry

Leasing and Business
Services industry

Production and supply
industries of electricity,
gas, heat and water
indutry

231150, 14%

178787, 10%

2756, 0%
87844, 5%

187056,11%

Other industries

Manufacturing industry

1034845, 60%

Figure 6: �e portion of FDI industries in Henan Province.
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4. Conclusion

(rough the analysis of this paper, the study can obtain the
following conclusions: First, China’s FDI is mainly derived
from the Hong Kong region. Second, foreign direct in-
vestment has a positive role in promoting China’s economic
growth but also increases China’s domestic employment
opportunities. (ird, the distribution of foreign direct in-
vestment in various industries is very uneven, showing a
situation dominated bymanufacturing, leasing, and business
services, and the real estate industry also accounts for a large
proportion but relatively little foreign investment in edu-
cation, public management, health, and social security.
Fourth, in different regions, due to the regional economic
law, development level is inconsistent, the introduction of
FDI value is very different, and the introduction of the FDI
economic benefits (i.e., GDP) because of different leading
industries, so each industry introduced FDI also has dif-
ferent, but in each region are manufacturing most FDI.
Manufacturing, leasing and business services and real estate
are a large part of the FDI.(ese three major industries have
contributed to economic growth after the introduction of
FDI.
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Obtaining the learning behavior of terminal learners solves the problem of inability to understand students’ concentration in class.
When learners learn English, they can obtain learning concentration to understand learners’ concentration, in order to analyze the
in�uence coe�cient of various learning behavior data on learning concentration.�is paper will design and implement a terminal
data acquisition tool to collect the device perception information in the learning environment of learners, and capture the learner’s
touch screen operation data based on the virtual simulation experiment, and then use the improved neural network to process the
collected terminal sensor data for learning behavior. We identify and obtain the learner’s learning activity state, and �nally �t the
learner’s behavioral data weight through a linear regression equation, monitor the learner’s learning state, and explore the
in�uencing factors of learning concentration.

1. Introduction

In recent years, with the rapid changes in the era of intel-
ligent information and the rapid development of the tech-
nological society, the trend of intelligentization has
accelerated, and people’s demand for intelligent life has
gradually increased. Automated driving technology has
entered the �eld of transportation, intelligent voice robots
have entered the service industry, and intelligent sweeping
robots have entered the �eld of home furnishing. In the
context of education, it is on the agenda to develop intel-
ligent applications suitable for English classroom education.

Concentration, also known as concentration, refers to
the continuous and persistent listening state in the class-
room and refers to the psychological state of a person when
he is concentrating on a certain thing or activity. Due to their
young age, primary and secondary school students do not
have a strong sense of self-management, and their energy is
easily dispersed by other things, resulting in insu�cient
energy invested in a relatively important thing. For example,
when students are listening to a class, part of the time will be

in a “slippage” state, which leads to many students’
knowledge breakpoints, which directly a�ects the quality of
the classroom. In addition, when the number of students in
the class is large, it is di�cult for English teachers to make
real-time judgments on everyone’s concentration while
focusing on lectures.�e low concentration of students leads
to poor completion of homework after class, which will
greatly increase the need for English teachers after class
workload, and it is impossible to truly teach students in
accordance with their aptitude. �erefore, the monitoring of
students’ concentration in English classroom is one of the
most needed research directions. �e traditional English
classroom quality analysis is carried out by arranging lec-
tures in the classroom, after-class questionnaires, etc., which
is highly subjective, exposing the shortcomings of classroom
real-time monitoring and analysis, and cannot meet people’s
expectations for high-quality English classroom teaching
requirements and expectations. �erefore, it is most im-
portant to introduce intelligent education into the class-
room, assist teachers in intelligent classroom management,
and understand the listening status of each student anytime
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and anywhere, so as to supervise English classrooms in a
timelymanner, and customize personalized English teaching
plans in a timely manner after class one of the tasks. Re-
search on a concentration monitoring and analysis system
that can be applied to English classrooms has strong
practicability and market space, and can also promote the
development of English education in the direction of in-
telligence, comprehensiveness, and diversification, and has
broad application prospects [1–10].

2. Related Work

Most scholars have done a lot of research on one aspect of
mindfulness, attention, and put forward many insightful
points, which provide a lot of thought reference for this
research. To sum up, the relevant research on concentration
is mainly carried out from the following three aspects: the
first is the role of attention. It mainly conducts in-depth
research on the phenomenon of inattentiveness in children,
adolescents, athletes, etc.; the second is the research on the
detection methods and evaluation standards of attention;
and the third is the research on the cultivation of attention.
+e research on attention has a complete set of detection
methods and evaluation standards. Although it is only a part
of attention, it also provides many valuable references for the
study of attention.+en, with the improvement of attention,
the level of information technology, the research on the
intelligent management, concentration monitoring, and
analysis system of primary and middle school students’
classrooms are moving toward the intelligent mode. In the
1850s, foreign scholar Aryamov made a statistical analysis of
the attention of primary school students through the method
of observation and recording, and believed that the attention
span of primary school students aged 7–10 was about 20
minutes. +is method does not have very good objectivity,
has a strong subjective color, and also requires the observer
to have the relevant ability. Later, the classroom teaching
evaluation method appeared mainly by arranging different
teachers to randomly listen to the class and record the lecture
notes. +is method cannot specifically reflect the concen-
tration of each student during class. In recent years, the
methods of monitoring students’ classroom concentration
have been studied in a more objective and convenient di-
rection. +e main methods of concentration monitoring
include facial microexpression recognition; recognition and
analysis of head posture information; and collection of
physiological data such as brain waves (EEG), manual filling
of questionnaires, and behavioral recognition of video im-
ages. However, the above methods have some problems
more or less. Although the classroom expression evaluation
system can identify most expressions of students in class,
there will be certain errors due to the insufficient amount of
existing data. A relatively complete classroom expression
database is needed to train the model, and there is no such
classroom expression database in the public libraries at
home and abroad, and it cannot be completed in a short time
if the collection is carried out.+e above research shows that
relying on a single dimension to monitor students’ class-
room concentration and analyze the results obtained is not

accurate enough and unreliable. +e advent of the era of
intelligence has prompted the development of traditional
classroom management in the direction of technology and
informatization, and manual collection methods have
gradually been replaced by automated operations. And at
this stage, there is not much research on the concentration
monitoring and analysis system of primary and secondary
school classrooms that combines deep learning and multi-
modal integration, and there is a big gap, which is worth
studying [11–16].

3. Relevant Theories and Technical Methods

3.1. Learning Behavior. Nowadays, with the widespread
application of Internet devices such as networks and mobile
terminals in all aspects of modern people’s daily life, online
learning has a positive impact on the progress of education
in the field of higher education in my country. It not only
breaks through the traditional teaching method and class-
room model but also considered as a creative innovation of
educational science and technology. By collecting and
obtaining data about learners’ learning behavior during
online learning, it is possible to better understand and ef-
fectively optimize learning and the place where it occurs,
discover information rules in learning behavior data, and
apply them to realize its value. +e process of learning
behavior data acquisition includes the following three as-
pects, namely, data collection, data processing, and data
analysis and presentation. +e content of learning behavior
data acquisition is shown in Figure 1 [17].

3.2. English Education Learning Behavior Concentration
Recognition Technology

3.2.1. Classroom Attention Behavior Recognition Based on
Long Short-TermMemory Network Model. Recurrent neural
network (RNN) is a type of directed graph that combines the
data connections between each neural node in the order of a
corresponding time point, and RNN can be widely used in
real-time processing. +e input data of the corresponding
spatial time series are extracted, and the network structure of
the corresponding time-sequential objects of the output data
with time-dependent characteristics is extracted. In the
recurrent neural network, each node is connected to the next
layer of neuron nodes through a one-way connection.
During the network iteration process, each neuron contains
its own previous information, and its output is affected by
the previous neuron. Impact on its expanded unit is shown
in Figure 2.

+e structure of the RNN unit and its open structure in
time are shown in Figure 2. In the figure, x � (x0, x1,

x2, . . . , xt) represents the input sequence of the recurrent
neural network, and y � (y0, y1, y2, . . . , yt) represents the
output sequence of the recurrent neural network, and h �

(h0, h1, h2, . . . , ht) represents the hidden state sequence of
the recurrent neural network.+e output state of each hidden
layer of the recurrent neural network depends not only on the
sequence t and x of the previous hidden input and output
state layer of the current input neuron but also on the
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sequence of each hidden output state layer of the input
neuron at the current moment h, and the expression of the
calculation formula of the output layer at time t is as follows:

ht � tanh wxhxt + whhht−1 + bh( ),
yt � whyht + by.

(1)

Due to the limited amount of sequence historical data
information that can be saved by samples in the hidden state
of the recurrent neural network, problems such as gradient
explosion or gradient disappearance may occur in the
process of processing this long-term sequence of samples.
Problems such as gradient explosion and disappearance will
cause the recurrent neural network to be unstable and
unable to converge to the optimal result, so the long short-
term memory network (LSTM) with a strong feedback
mechanism e�ectively solves the drawbacks of long-term
dependence in the recurrent neural network. As a variant of
the recurrent neural network, LSTM is composed of a self-
connected memory data storage unit and three “gates” used
to control the memory data information storage. �e in-
ternal structure of the LSTM unit is shown in Figure 3 [18].

3.2.2. Recognition of English Education Learning Behavior
Based on Convolutional Neural Network Model. A con-
volutional neural network system includes several layers of
convolution, pooling, and fully connected layers. �ere is a
huge technical di�erence between the point-to-layer
structure of a convolutional neural network and the point-
to-layer structure of a fully connected neural network. Each
layer of neurons in a fully connected neural network must be
arranged in a one-dimensional order, while each layer of a
convolutional neural network must be arranged in a three-
dimensional order. Compared with the fully connected
neural network, the convolutional neural network has many
basic characteristics such as multilayer local data connec-
tion, weight data sharing, and next-layer sampling. Local
connection means that each neuron is no longer connected
to all neurons in the previous layer, and weight sharing
means that a group of neurons can share weights at the same

position, not each connected neuron has its own positional
weights. �e downsampling method can greatly reduce the
number of samples between each layer through the pooling
layer, further greatly reduce the number of each parameter,
and also greatly improve the robustness of the model. A
schematic diagram of a convolutional neural network is
shown in Figure 4.

�e convolutional layer has the characteristics of real-
izing weight distribution and local links through the con-
volutional neural network.�e convolutional layer performs
feature extraction on the original input. �e calculation
formula is as follows:

ai,j � f ∑
2

m�0
∑
2

n�0
wm,nxi+m,j+n + wb . (2)

In Formula 2 wm,n represents the weights of the func-
tions in rows m and n, while xij-th row represents the el-
ements of rows i, j. �e element of row jth column wb
represents the bias term; f () represents the activation
function; usually, the model construction selects the ReLU
function as the activation function, and the de�nition of the
ReLU function is as follows:

f(x) � max(0, x). (3)

Compared with the training process of the fully con-
nected neural network, although the whole training method
of the convolutional neural network is more complicated, the
main workload and principle of the whole training are the
same, mainly using a chain algorithm to obtain the derivation
method, to recalculate the partial derivative coe�cient of the
weight function to the weight of each unit, and then update
each weight according to the principle of reverse descent of
the weight gradient. �e process of training this algorithm
requires a reverse weight propagation algorithm.

4. Establishment of Experimental Model of
English Education Learning Concentration
and Analysis of Experimental Results

4.1. Data Collection

4.1.1. Terminal Data Acquisition Framework. In the whole
system, the design of the mobile terminal frame is very
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Figure 3: LSTM unit internal structure diagram.
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important, and it is the cornerstone of the whole system.�e
functions completed in this design are shown in Figure 5.
�e terminal data, network data, and user usage data of
learners ’ English learning behavior are collected, stored, and
uploaded, and the sensor data collected in real time are
packaged in API and provided to the focus. Force recog-
nition module is shown in Figure 6.

(1) Learner behavior data collection module. �is
module collects learning behavior data of a single
terminal learner. �e terminal data, network data,
and user usage data of mobile terminal learners are
collected to facilitate the calling and storage of other
modules.�e collected data are formed into a uni�ed
format “key-value” method in which the key is used
as the unique identi�er in the system, and the cor-
responding value saves the learner’s learning be-
havior data in the form of a string.

(2) Local data storage module. �is module receives and
stores the collected mobile terminal learning be-
havior data. �e collected data will be directly stored
in the local server in the form of a database, pro-
viding sample data for subsequent model training.

(3) API calling module. �is module provides the col-
lected mobile terminal learning behavior data to the
model in a standard format as sample data or to
other models for calling. API (application pro-
gramming interface) is an interface provided to the
application program. After the system call is ob-
tained, the API and the system call jointly complete
the data access in the user mode and the kernel
mode.

(4) Terminal behavior data upload module. �is module
stores the collected learning behavior data of English
classroom teaching learners, uploads it, and sends it
to the network side. �e network side generates
summary information according to the data uploa-
ded by the terminal and sends the summary infor-
mation to the terminal to visualize the results of the
collected data.

(5) Learning concentration recognition module. �is
module is a research on learning concentration be-
havior recognition based on sensor data collected on
terminal equipment. By building a model based on
the LSTM model and integrating the convolutional
neural network to improve the low-level processing
unit to obtain the local saliency of the time series and
the high-level processing unit to obtain the hidden

feature of the time series, the classi�cation of the
learner’s learning behavior and activity state are re-
alized identify. When the terminal data acquisition
system performs the startup operation, the applica-
tion program is initialized, and the data for moni-
toring the terminal operation of the learner are set.
We acquire terminal data information and network
data information and return the data to the system;
collect user usage data when the learner operation
occurs, the corresponding device perception infor-
mation is successfully captured by the system ac-
quisition module; and store the acquired data in a
standard format. We upload the acquired data to the
server, and the operation �ow of the terminal data
acquisition framework is shown in Figure 6.

4.1.2. Terminal Data Acquisition Development Platform and
Tools. In this study, the Android system was selected as the
development platform, and a set of learner terminal data
acquisition system was implemented. Based on common
technology architecture (MVC), Android Studio is used as
the main development tool. Android Studio is an application
editor developed by Google and specially developed for
Android developers. �e Android Studio development tool
supports the �exible construction of the operating system
based on Gradle and supports the automatic construction of
multiple versions and the simultaneous generation of
multiple APK �les. Based on the above advantages, this
paper uses Android Studio to develop and design the learner
terminal data acquisition system.

4.1.3. Realization of Terminal Data Acquisition. �e ter-
minal data acquisition system frame includes three parts,
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Figure 5: Logic diagram of terminal data acquisition framework.
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namely, terminal data, network data, and user usage data
acquisition.�e framework takes the sense controller class as
the core, which combines the contents of device data (ter-
minal data), network data (network data), and equipment
usage data (user usage data) to work together. �e core
control class structure is shown in Figure 7.

(1) �e realization of terminal equipment information
acquisition is shown in Figure 7. �e terminal device
information acquisition is based on the digital serial
number and DEVICE_ID dialing provided by the
Android system to the mobile phone developer for
acquiring the designated mobile terminal device
name symbol.

(2) �e realization of terminal power information ac-
quisition, an information module about mobile
phone power supply, is designed, and the mobile
phone power supply is obtained in this way so that
the learning behavior of learners on the mobile
terminal can be better monitored and analyzed.

(3) As shown in Figure 8, the application “data-
Acquisition,” “rediobutton,” “qqtest,” and “Phone”
are displayed as the list of APP usage in the virtual
machine. �e purpose of obtaining the usage of the
APP is to obtain whether the learner has switched to
other applications during English learning. During
the learning process, multitasking is performed in
parallel, which a�ects the concentration of learning.

(4) �e realization of unlocking the screen event ac-
quisition is shown in Figure 9. �e purpose of ac-
quiring the unlocking screen event is to analyze the
behaviors of the English learners during the learning
process. By analyzing the unlocking screen state, the
learner-related learning information is obtained.

4.2. Human Behavior Recognition. In this study, a new
neural network is designed: a two-layer convolutional neural

network is integrated into the long short-term memory
network. It only needs to send the preprocessed data to the
network for training and does not need to manually extract
the feature set.

�e convolutional neural network plays a great role in
identifying the concentration of English education learners.
�e low-level processing unit can obtain the local saliency of
the time series, and the high-level processing unit can obtain
the hidden features of the time series. In the face of time-
series sensor data, convolutional neural networks need to
perform convolution and pooling calculations along the
time dimension, stack time-series sensor data into three-
dimensional arrays, and extract time-series feature sets
through convolution pooling. �e long short-term memory
network is a recurrent network that simulates the temporal
correlation in time series problems through memory units,
which can e�ectively obtain the temporal dependence of
features.

4.2.1. Data Collection and Preprocessing. In order to obtain a
form that is more conducive to learner feature extraction,
the data should be preprocessed before feature extraction
and model recognition. In order to fully mine the focus state
information of English education learners, the data stan-
dardization is carried out by using the standard descriptive
method, and the data are preprocessed by the sliding
window technology of the sensor, and the data collected
every second are used as a sample; that is, the sensor samples
the learning behavior of the learner at a frequency of 50Hz.
When it is completed, all the collected data are sampled in a
certain time dimension. When dividing, every 128 con-
secutive samples are taken as 1 sample.�e distance between
each sample and the starting position is 64 samples as a
point, and each active window is described by 561 features.
�is study uses two-dimensional convolution operation to
process time series, obtains the local dependency of sensor
data time dimension, uses two-dimensional convolution to
capture the spatial characteristics of English education
learning behaviors, and obtains the two-dimensional matrix
of learning action input according to the operation size, and
the calculation formula of its dimension N is as follows:

N �
����������������
m∗ 2 + cell(

��
m

√
)2

√
, (4)
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wherem is the number of collected data samples, and cell() is
rounded up. +e processed time-series data are input into
the neural network for training, and the algorithm model is
obtained. +e output layer in the model is the softmax layer,
and its output is a probability distribution, so the labels of
the sample data also need to appear in the form of proba-
bility distributions.

4.2.2. Learner Learning Concentration Recognition Model.
In this paper, the method of learner focus recognition is
mainly based on the segmentation of various learning be-
haviors, and each learning behavior has a unique and refined
action and category label.

Attention learning behavior recognition model takes
human behavior, that is, multi-action sequence information
as the input of the model, in which the multi-action output is
used to predict the human behavior category of the model.
+e model mainly uses convolutional neural network and
long short-term memory. +e combined form of the net-
work is used for human behavior recognition. +e model is
defined as the sequential Keras model, and a CNN model is
defined with the Keras deep learning library. +e network
structure framework is shown in Figure 10. It mainly in-
cludes two one-dimensional convolutional layers, a dropout

layer and a pooling layer. +e training of the convolutional
neural network model is very fast in which the dropout layer
can slow down the learning process and make the final
model better, and the pooling layer shortens the learned
features to 1/4, so that it retains the most important ele-
ments. To better enable the model to learn features from the
input data, we wrap the entire CNN model in a time dis-
tributed layer, allowing the same CNN model to be read in
each of the four subsequences of the window. After the
convolutional and pooling layers, the learned features are
unrolled into a long vector, the extracted features are flat-
tened and fed to the single-hidden layer LSTM model for
reading, and the CNN-LSTM model will be in chunks. We
read subsequences of the main sequence, allow the LSTM to
interpret and extract features from each block, define
dropout layers to reduce the model’s overfitting to the
training data, extract its own features before final classifi-
cation of the activity, and finally, in turn, classify through
fully connected layers and softmax layers.

4.2.3. Learning Behavior Recognition Model Training. In the
process of fitting the CNN-LSTM model, no shuffle oper-
ation is performed on the sequence data, but the window of
the input data is randomly adjusted during training, so the

Figure 8: Access network type data.

Figure 9: English learner learning behavior data.
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log information is not output to the standard output stream
during model training. �e number of iterations of the
training model is 15, and the learning e�ciency of the model
is set to 0.1 to improve the generalization ability of the
model. �e Adam optimizer is used as the stochastic gra-
dient descent algorithm to iteratively update the network
weights for training data, providing a sparse stochastic
gradient weight descent optimization algorithm that can
e�ectively deal with the problem of network noise reduction.
In the process of training the model, the optimization ob-
jective is set as the cross-entropy categorical_crossentropy to
describe the accuracy of the model for human action rec-
ognition. Cross-entropy is de�ned as follows:

Hy′y � −∑
N

i�1
yi′logyi. (5)

Among them, yi′ and yi represent the i-th ground-truth
sample labels and the i-th predicted sample labels are the
number of identi�ed categories. After the weight matrix
calculates the cross-entropy loss function, the weight matrix
and the o�set are corrected in turn. �e neural network uses
the gradient descent method to solve the minimum value of
the loss function, which is de�ned as follows:

xnew � xold − φ
zf(x)
z(x)

. (6)

Among them, xnew and xold represent the modi�ed
weight matrix and the uncorrected weight matrix,

respectively, and f(x) represent the learning rate, which is a
hyperparameter of the neural network.�e data features and
labels of the test set are input into the evaluation function
run_experiment respectively, and the accuracy of the model
used for the test set data is calculated. By creating and
evaluating models, debug information and a sample score
are printed for each model.

4.2.4. Experimental Results and Analysis. �e experimental
results mainly compare and analyze the improved CNN-
LSTM model proposed in this paper with the machine
learning hierarchical hidden Markov model, machine
learning algorithm, and LSTM model algorithm, in order to
verify the accuracy of the model. First, some data sets used in
the experiment, experimental environment, and parameter
con�guration in other experiments are brie�y introduced,
and then, the corresponding experiments are designed
according to the needs and analyzed with the comparison
results.

�e data of the experiment come from the machine
learning knowledge base of the public website UCI. �e
HAR data set collects sensor data on smartphones. �e data
set is recorded from 30 students, who collect six learning
behaviors while wearing smartphones around their waists
activity. �ey are dictation, reading, answering, discussion,
thinking, and classroom practice. After the sampling work
results are detected, all samples and data are divided
according to the time dimension. �e analysis results are
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2.56 seconds and a 50% overlapping �xed window for
sampling. �e segmentation of various learning behaviors is
that every 128 consecutive samples are taken as a new
sample, each sample data are 64 sampling points apart at its
start and end positions, and each active window is described
by 561 feature methods, and these data are analyzed. After
normalization, the data values are between [−1, 1].�e entire
sample set was redivided and split into two groups, with the
behavioral data of 21 students as the training set and the
behavioral data of 9 students as the test set. �e entire UCI
data set has a total of 10,299 data samples, and the speci�c
sample distribution is shown in Table 1 [19–23].

�rough the analysis of the data set, this paper con-
tinuously adjusts and tests the parameters, and obtains the
optimal relevant parameters for the current training. �e
experiment is de�ned as a shallow-level CNN that extracts
features from the input data, �attens the feature vector into a
single-hidden-layer LSTM model, and adds a dropout layer
that reduces the model’s over�tting to the training data, and
a dropout layer for classi�cation. Softmax layer uses a fully
connected layer to interpret the features extracted by the
CNN-LSTM hidden layers before using the output layer for
prediction. In the practice process of training the model, the
method of stochastic gradient descent is used for training,
and the optimization objective is set as the cross-entropy
categorical_crossentropy to describe the accuracy of the
model for classifying human actions. When performing the
training operation iteratively, only a small part of the data is
used for stochastic gradient descent each time, and 64 items
are randomly selected from the training set as mini_batch;
that is, the batch size is set to 64, and 64 data windows are
inputs into the model before updating the model weights. In
the CNN-LSTM model, the settings of parameters and
matrix size are learned through model training, so 30% of
the data set is selected as the training set to train the model to
obtain the optimal parameters, and the remaining data are
used as the test set to evaluate the performance of the model.
�e speci�c experimental parameter settings are shown in
Table 2.

�is experiment is a training test of the neural net-
work model built based on the public data set of sensor

data. In order to make the experimental results more
accurate, the experiments are carried out under the
weight parameter that obtains the highest accurate value,
and the experimental results are compared with the hi-
erarchical hidden Markov model, machine learning al-
gorithm, and LSTM model. �e recognition accuracy is
used as an evaluation index for experimental comparison.
�e higher the accuracy, the better the performance of the
model classi�er.

When experimenting with the CNN-LSTM model, we
set the experimental parameters. Figure 11 shows the
change process of the recognition accuracy of the ex-
perimental training set based on the CNN-LSTMmodel. It
can be seen that with the increase of the number of it-
erations, the recognition accuracy rate rises rapidly and
remains above 0.92; the standard deviation is 0.373; and
the recognition accuracy is accurate. �e rate is about
92.499%.

�rough the above experiments, the operation results
based on the hierarchical hidden Markov model, machine
learning algorithm, LSTM model, and CNN-LSTM model
are obtained.�e comprehensive recognition accuracy of the
above experiments is summarized in Table 3. Compared
with the existing research, it is found that the hierarchical
hidden Markov model structure saves the storage space of
the mobile phone and reduces the computational com-
plexity, but the space complexity is expensive and the data
over�tting phenomenon that may occur in the experimental
classi�cation process is not carried out. Processing. In the
experiment based on machine learning algorithm, the data
features selected manually after dimensionality reduction of
the data by principal component analysis are still insu�-
cient; when recognizing students’ concentration behavior
based on the LSTM model, the single-layer LSTM structure
is used to process long-term sequences.�ere is a problem of
taking too long to sample. Compared with the above three

Table 1: UCI data sample distribution table.

Dictation Read Answer Discuss �ink Classroom exercises
Training set 1253 1307 1359 1355 1086 992 7352
Test set 491 537 532 496 471 420 2947
Total 1744 1844 1891 1851 1557 1412 10299

Table 2: Experimental parameter settings.

Parameter name Parameter value
Length of time sample 128
Number of times to train the model 25
Number of batches per training 64
Time step 32
�e number of neurons in the hidden layer 100
Learning rate 0.1
Dropout ratio 0.5
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Figure 11: Variation curve of recognition accuracy of CNN-LSTM
model training set.
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methods of human behavior recognition, the recognition
accuracy of the CNN-LSTM model has increased, which
indicates that themodel has a higher accuracy rate and better
effect in recognizing concentration behaviors in English
classroom teaching.

By integrating the convolutional neural network on the
basis of the LSTMmodel, the local saliency of the time series
obtained by the low-level processing unit and the hidden
features of the time series obtained by the high-level pro-
cessing unit are improved. On the one hand, the model does
not require manual feature extraction, which leads to de-
viations in the experimental results; on the other hand, the
combination of convolutional neural network and long
short-term memory network can make the model better
learn features from the input data and achieve more effective
results. English learning concentration activity recognition.
Finally, the model is compared with the hierarchical hidden
Markov model, machine learning algorithm, and LSTM
model, and the models improve the recognition accuracy by
nearly 19.99%, 14.29%, and 2.79%, respectively, thus veri-
fying the effectiveness of the model.

5. Conclusion

+is paper obtains learning behavior data based on the
application scenario of mobile terminal learning, obtains the
learning status device perception information of the learner
by implementing a terminal data acquisition tool, captures
the touch screen operation of the learner experiment based
on the virtual simulation experiment, and then improves the
CNN-LSTM by improving the CNN-LSTM. +e collected
terminal acceleration sensor data are processed for human
behavior recognition, and the learning activity status of the
learner is obtained. Finally, the influence of the learning
behavior of the learner’s mobile terminal on the learning
concentration is analyzed by fitting the weights of various
types of learner behavior data. +e acquisition of learning
behavior data of mobile terminal learners is the premise of
analyzing the influence of learners’ online learning con-
centration factors. +e acquisition of learner behavior data
provides experimental data sets for subsequent research
modules such as intelligent learning guidance and person-
alized diagnosis.
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With the development of educational informatization, the educational data of each school is increasing day by day. How to
rationally use the existing information to make scienti�c teaching decisions is a problem that every educator is closely concerned
about. �is paper proposes a correlation analysis method for college art courses based on data mining technology. �rough the
study of association rules in data mining, the Apriori algorithm based on three-dimensional matrix is used to quickly mine student
performance data, so as to obtain some reasonable and reliable courses. �e results show that the method in this paper can �nd
valuable information for curriculum setting from the actual teaching data, so as to reasonably optimize the curriculum, provide a
decision-making basis for the revision of the art curriculum and syllabus in colleges and universities, and further improve the
teaching e�ect and the quality of personnel training.

1. Introduction

With the development of various undertakings in the
country, the society is required to cultivate more high-
quality talents. As one of the most important talent training
bases, the school has a long way to go. As far as the pro-
fessional development of educational technology is con-
cerned, there are common shortcomings in the school’s
professional construction, such as lack of characteristics,
broad curriculum, and severe employment situation [1–5].
�e school’s curriculum setting directly a�ects the quality of
teaching and the level of personnel training. �e report
shows that the factors restricting employment also include
improper curriculum. Curriculum setting is not only related
to the quality of talent training and student employment but
also closely related to the development of disciplines.
�erefore, it is particularly important to use existing data to
reasonably set up courses in colleges and universities [6, 7].

In the course setting, the knowledge correlation of the
course content itself is usually analyzed, and the course is set
according to these correlations. �is kind of correlation
analysis based on course content and learning objectives
solves problems such as course level and setting order,

content connection, and credit hour allocation [8–11].
However, the curriculum is set simply by considering the
relevance of the curriculum content without considering the
actual situation of students’ learning after the school o�ers
such a course with valuable information [10, 12–14]. With
the help of data to re�ect the internal connection of courses
and further research, we can set up courses more scientif-
ically and reasonably, better optimize teaching management,
and improve teaching quality [15].

With the vigorous development of education informa-
tization, the data stored in the educational administration
system, student employment system, and enrollment system
of various schools is increasing rapidly. Faced with these
massive data, how to extract e�ective information from it is a
problem that every educator must think about. At this stage,
the use of students’ grade data in the educational admin-
istration system is only for query, statistics, and simple
analysis, and no other information hidden behind the grades
has been found in depth [16–19]. Data mining technology
can analyze and process complex data. Using data mining
technology, we can �nd the internal relationship between
grades and �nd useful information, which is bene�cial to
improve the teachingmanagement level and teaching quality
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of colleges and universities. (erefore, the curriculum set-
ting should not only consider the relevant course names on
the surface of each course or the simple content of the
courses, but should start more from the actual learning of
students to find the learning effect that reflects the actual
situation of the school curriculum [9, 20, 21].

Data mining technology is used to analyze the actual
teaching data to find out the curriculum relevance reflected
in it, but the relevance of the curriculum is not completely
consistent with the relevance of the course content itself, and
not only be obtained through a simple analysis of the course
content, but it also reflects the actual situation of the school
curriculum, the learning effect of the course, and the dif-
ference between the course setting, so how to use the real
data generated in the actual teaching to more accurately find
the existence of the course? Objective correlation is the
problem to be solved in this study. In the above background
and meaning, with the help of data mining technology, we
can quantitatively analyze the course performance data in
teaching practice, find the correlation between courses, and
realize from the actual learning situation of students in our
school to find the data reflected in the actual teaching. It can
further optimize the curriculum construction and provide
reference information for students’ course selection, early
warning of students’ performance, and the formulation of
training programs, thereby improving the quality of
teaching. However, the use of data mining technology for
course correlation analysis needs further research [14, 22].
Generally, researchers use the correlation between the ac-
ademic performance of various subjects to reflect the cor-
relation between courses, and the application of correlation
analysis between courses is mainly reflected in three aspects:
curriculum setting, grade warning, and student course se-
lection. Sima Birong obtained the dependence relationship
and degree of dependence between each course from the
analysis results of students’ course grades and could predict
students’ academic grades in subsequent courses; Ji Shun-
ning used association rules and hierarchical association rules
to analyze students’ performance in school and the degree of
dependence. Graduation data obtained the correlation be-
tween courses, core courses, and important skills and then
constructed the curriculum system based on the project-
based teaching mode of the major; Sun Yuehao used the
association rule algorithm to analyze the course perfor-
mance data of a major and found the curriculum and en-
terprise needs. Wang Hua et al. used the improved Apriori
algorithm to analyze the learning effect of students to find
the correlation between courses and used to early warning
students’ performance; Wu Haifeng et al. mainly focused on
using data mining technology to build early warningmodels,
respectively. Data statistics are used for low-level early
warning, cluster analysis is used for landslide early warning,
the correlation between courses is found through association
rule analysis, and the association rule base is used to search
to predict potential crises in the next semester’s study and
achieve the potential effect of early warning.

(erefore, this paper will use the three-dimensional
matrix-based Apriori algorithm tomine the test scores of the
four majors of painting, art design, photography, and

animation in colleges and universities and find the depen-
dencies and connections between the courses. (e teaching
reform provides scientific and reliable decision-making
guidance.

2. Course Relevance Analysis

2.1. Correlation Analysis Overview. In the existing course
setting, due to the mutual connection between the contents of
each course, the content and arrangement of one course will
have an impact on the learning of another course. (e effect is
called curriculum relevance in this study. Generally speaking,
curriculum relevance includes the following two dimensions:
one is the content dimension: that is, there are certain asso-
ciations and connections between different curriculum con-
tents; the other is the time dimension: that is, the temporal
relevance of different courses and the different curriculum
contents topic relevance when presented.

When there is not only a quantitative relationship be-
tween the things under study, but not a definite, stable, and
one-to-one corresponding value like a functional relation-
ship, this relationship is called a correlation relationship.
Correlation is mainly used to describe the relationship be-
tween variables that cannot be represented by a functional
relationship, but there is a dependent relationship. It uses
appropriate statistical indicators to represent the strength
and direction of the correlation between variables. Corre-
lation is mainly used to study the covariant relationship
between things and cannot directly reveal the internal causal
relationship of things. (erefore, if it is necessary to judge
whether the things that are related have a causal relationship
at the same time, further analysis should be carried out
according to the existing knowledge and experience.

Generally, r is used to represent the correlation coefficient,
which reflects the change in direction and closeness of the
correlation between things. Its value range is 0≤ |r|≤ 1, where
the symbol of r indicates the direction of change between
variables, and the “+” sign indicates that the changing trend
between variables is consistent, increasing or decreasing, that
is, positive correlation, “−” sign indicates that the direction of
change is opposite, that is, negative correlation. (e absolute
value of r indicates the closeness of the connection between
things. According to previous studies, several different de-
grees of correlation can be obtained according to the size of
the correlation coefficient: |r|≥ 0.8, two variables are highly
correlated, 0.5≤ |r|< 0.8, two variables are significantly cor-
related, 0.3≤ |r|<0.5, the two variables are highly correlated,
and |r|< 0.3, the two variables are not correlated. In practical
problems, in addition to calculating the degree of correlation,
a significance test must be completed, thereby reducing the
random risk of sample data.

2.2. Quantitative Analysis of Course Relevance. Usually, the
relevance of courses can be reflected in the categories,
purposes, requirements, content, and types of hours of
courses, etc., but the relevance of course purposes, re-
quirements, and content is mostly qualitative analysis, and it
is difficult to quantify it. Many researchers have begun to use
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quantitative analysis of course performance to explore
correlations between courses. For example, Gao Minghai
et al. used the method of multiple linear regression to an-
alyze the grade data and obtained the statistical relationship
and rules between courses by constructing a data model; Liu
Peng et al. used the correlation between a certain course and
subsequent courses; Ji Lianen et al. obtained the correlation
between courses by calculating the Pearson correlation
coefficient of course performance data and combined in-
teractive technology to design a multisubject-oriented stu-
dent achievement visualization system; Yao Shuangliang
used the improved Apriori algorithm after analyzing the
students’ grades in each course, and the association rules
between courses were obtained; Li Ludan also used the
simple correlation analysis method to calculate the corre-
lation of the course grade data and then used the results of
the course correlation to obtain the course setting optimi-
zation strategy.

Combining other researchers’ analyses of the relevance
of courses, this study also obtained the internal connection
between courses by means of quantitative analysis of
learning effect data. If the courses are highly relevant, further
research on related courses can improve teaching to provide
reference for the improvement of teaching quality. (is
study mainly takes an art major in a university as an example
and explores the correlation between courses by mining the
scores of each course in the teaching empirical data.

2.3. Curriculum Relevance Analysis Method

2.3.1. Simple Correlation Analysis. Simple correlation
analysis is a method of analyzing the correlation between
two variables. In course analysis, it is mainly used to analyze
the correlation between different courses under the same
type of course.

2.3.2. Canonical Correlation Analysis. Canonical correlation
analysis is a method of analyzing the correlation between
one set of data (X1, X2, X3, . . ., Xm) and another set of data
(Y1, Y2, Y3, . . ., Yn). In the course analysis, it is mainly used to
analyze the overall correlation between different types of
courses. (e essence is to screen out several typical courses
to comprehensively describe the relationship between the
two types of courses.

2.3.3. Association Rule Analysis. Association rule analysis is
used to find valuable associations in a large amount of data
and obtain the association rules that describe the relation-
ship between transactions, such as “if the antecedent is what,
then what is the consequent” information to infer infor-
mation about another transaction. In course analysis, it is
mainly used to analyze the degree of mutual influence be-
tween courses.

3. Data Mining Algorithms

Data mining (DM) technology is an emerging technology
that has emerged with the development of artificial

intelligence and database technology in recent years. It is to
screen out hidden, credible, novel, and effective data from a
large amount of data. Association rules, also known as as-
sociation patterns, were proposed by Agrawal et al. of BIM
(Almaden research center) in 1993. Association rules refer to
interesting associations or correlations between item sets in a
large amount of data. (e object discovered by association
rules is mainly the transaction database, which is a
knowledge model that describes the laws that are between
items in a transaction at the same time. At present, there are
many algorithms for association rules, and the Apriori al-
gorithm is the most influential algorithm for mining fre-
quent item sets of Boolean association rules. (e algorithm
uses an iterative method called layer-by-layer search. Its
candidate generation-checking method significantly reduces
the size of the candidate item set and leads to good per-
formance. However, it has two disadvantages: one is that it
may need to generate a large number of candidate item sets;
the other is that it needs to scan the database repeatedly and
check a large candidate set through pattern matching.
(erefore, we use the improved Apriori algorithm based on
the three-dimensional matrix to study art teaching in col-
leges and universities.

3.1. Algorithm Description

3.1.1. Related Definitions. Each transaction t used in mining
association rules is stored in the data warehouse D, denoted
as

D � t1, t2, . . . , tM . (1)

In formula (1), each transaction t is composed of various
attributes i, which can be expressed as

i � i1, i2, . . . , iN . (2)

Define the association rule between attributes X and Y as
X�>Y.(e support of the association rule support is equal to
the ratio of the number of transactions with attributes X and
Y at the same time to the total number of transactions, which
can be expressed as

support(X � >Y) �
count (X∪Y)

M
. (3)

In formula (3), M is the total number of transactions and
count (X∪Y) is the number of transactions, where attribute
X and attribute Y appear at the same time. Confidence of the
association rule is equal to the ratio of the support of the rule
to the support of the attribute X itself, which can be
expressed as

confidence(X � >Y) �
support(X � >Y)

support(X)
. (4)

In formula (4), support(X) is the number of occurrences
of attribute X. Data mining controls the minimum re-
quirements that the resulting association rules need to
meet by setting the minimum support and minimum
confidence.
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3.1.2. Algorithm Process. (e traditional Apriori algorithm
will generate a large number of candidate item sets when the
amount of data is large and the analysis categories are many,
especially when generating binomial sets and tri-item sets.
And every time a higher level of frequent item sets are
generated, the database needs to be rescanned, which will
generate a lot of computational redundancy and low effi-
ciency. Based on the Apriori algorithm, improvements are
made to address these shortcomings of the traditional al-
gorithm. (e improved algorithm idea is as follows:

(1) First scan the database, and abstract the database into
a two-dimensional matrix based on the attributes
contained in all its transactions, which are used to
store all the information in the database.

(2) Traverse each attribute of each transaction in the two-
dimensional matrix. By reading two different attri-
butes in the same transaction each time without re-
peating reading, the three-dimensional upper
triangular attribute matrix Matrix (i, j, k) is estab-
lished, and the coordinates are established according
to the corresponding attributes. (e coordinate in-
tervals in the three dimensions are all [1, N] (N is the
largest attribute type). During the scanning process,
each time the coordinates are repeated, the corre-
sponding weight is increased by one, and the matrix
can be expressed as

Matrix(i，j，k) � Matrix(i，j，k) + 1. (5)

(3) Second, by reading the three-dimensional attribute
matrix, we can directly obtain the frequent item set,
frequent binomial set, and frequent tri-item set. (e
space diagonal of the first hexagram limit of the
three-dimensional matrix is the support of frequent
item sets. (e coordinates (i, j, j) on the corre-
sponding plane are the support of frequent binomial
sets, and the coordinates (i, j, k) are the support
degree of the corresponding three-item set.

(4) Because in transactions where the number of attri-
butes is less than k, there must be no possibility of
containing k item sets. (erefore, after getting the
frequent three-item set, scan the database and delete
the matters that contain no more than four attributes
to simplify the database.

(5) (rough the frequent three-item sets that have been
obtained, the standard Apriori algorithm is used for
subsequent calculations. (e specific algorithm flow
is shown in Figure 1.

3.2. Algorithm Time Complexity Analysis. Suppose the
number of transactions in the database is M, the average
number of attributes of transactions is n, and the proportion
of transactions with attributes less than 4 is b. (e time
complexity of the traditional Apriori algorithm is analyzed,
and the time complexity of the two algorithms is compared.
(e time complexity is denoted by O. After the Apriori
algorithm forms the frequent item set L1, the time

complexity of obtaining the candidate binomial set through
the branch is expressed as

O
L1 L1 − 1( 

2
 . (6)

(en, by scanning the database and calculating the
support degree, the time complexity of frequent binomial set
L2 is expressed as

O
L1 L1 − 1( 

2
Mn . (7)

To obtain the frequent binomial set L2 in the form of a
three-dimensional matrix, it is only necessary to read the
support of the corresponding coordinates (i, j, j) in the
matrix one by one according to each candidate set (i, j) in the
candidate binomial set. Candidate binomial sets are ob-
tained from frequent one-item sets without pruning. (e
number of candidate binomial sets is L1L1 − 1/2. (e time
complexity of this process can be expressed as

O
L1 L1 − 1( 

2
 . (8)

It can be seen that the complexity expressed by equation
(8) is the same as that of equation (6), so in the process of
calculating the frequent binomial set L2, the time saved by the
data mining algorithm based on the three-dimensional matrix
is equation (6) + equation (7)− equation (8)� equation (7). It
can be seen that the time saved in the process of calculating
frequent binomial sets is related to M, n, and L1, which can
effectively save calculation time in larger data samples.

Start

Initialize the establishment of two-
dimensional database information

Scan the database to build a three-
dimensional attribute matrix

The number of attributes of
transaction t>4

Continue to calculate

Output all frequent itemsets

Continue to calculate

Finish

Output frequent one-, two-,
and three-item sets

Delete the transaction

Figure 1: (ree-dimensional matrix algorithm flow.
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According to the frequent binomial set L2, the time
complexity of the candidate three-item set is obtained by
linking and pruning, which can be expressed as

O L2 L2 − 1(  . (9)

(en, by scanning the database, the support degree is
calculated to obtain the time complexity of the frequent
three-item set C3, which can be expressed as

O C3Mn( . (10)

Using the form of a three-dimensional matrix to obtain
frequent trinomials, you only need to read the support of the
corresponding coordinates in the matrix one by one
according to each candidate set (i, j, k) in the candidate tri-
lemma, and you can obtain the frequent tri-lemma. Its time
complexity can be expressed as

O C3( . (11)

(en, the process of calculating frequent triplets, the data
mining algorithm based on the three-dimensional matrix
can save time as formula (9) + formula (10)− formula (11),
which can be expressed as

O L2 L2 − 1(  + C3(Mn − 1) . (12)

Obviously, equation (12) is far greater than 0, and the
time saved is related to M, n, L2, and C3. It can save a lot of
calculation time when mining association rules with larger
data sets. Before performing subsequent calculations,
transactions with attributes less than 4 will be deleted.
(erefore, each time the database is scanned, the maximum
time complexity that can be reduced is

O(bM3). (13)

(e minimum time complexity that can be reduced is

O(bM). (14)

(e comparative analysis shows that the improved al-
gorithm reduces the time complexity and improves the
calculation efficiency compared with the traditional Apriori
algorithm.

4. Relevance Mining of Art Classrooms in
Colleges and Universities Based on
Apriori Algorithm

4.1. Data Preprocessing. (e nature of the four art un-
dergraduate majors of the college is mainly divided into
two categories: “compulsory” and “optional.” Since the
“compulsory” courses cover basic subjects and profes-
sional courses, the composition of the courses is relatively
stable and the number of students in the required courses.
At most, the level of grades can reflect the learning status
of students to a greater extent, so choose the grades of
“compulsory” courses for mining. (e score assessment is
mainly divided into usual scores + test scores and usual
scores + work design. (e usual results are subjective and
unstable, so only the test results and work design are used

for the results. Art courses have different assessment
methods in different periods. Some grades use a 100-
point system, and some grades use a grade system (ex-
cellent, good, medium, pass, and fail). (e following
methods are used to discretize the score system: 90 points
or more (including 90 points) are rated as “excellent,”
represented by “A”; between 80 and 89 points are rated as
“good,” represented by “B”; 60 ∼ A score of 79 is rated as
“medium,” represented by a “C”; a score of 60 is a pass,
and a score of 60 or less is a “failed,” and it is represented
by an “E.”

4.2. Transaction Representation. (e Apriori algorithm re-
quires the transaction database to adopt a horizontal
structure, so it is necessary to convert the vertical structure
of Table 1 (course information) to a horizontal structure
with each student as a transaction, which includes the
student’s ID number and the score of each required course.
We reorganize the data in Table 1 to obtain a data table
structure that can be used for data mining, as shown in
Table 2.

Each record in Table 2 represents student affairs. (e
student ID attribute can be regarded as the transaction
identifier TID.(e content of the latter attribute can indicate
the item set of the transaction, that is, the grade of a certain
professional course.

4.3. Mining Results. Table 3 lists some of the strong rules
obtained by mining using the Apriori algorithm (only
consider the course scores of students whose grades are A
after discretization).

From the mining results in Table 3, it can be found
that the probability that the color composition and
photography exposure scores of the college’s photogra-
phy students are A is 27.5% and the probability that the
color composition scores are A is 70.2%. It can be seen
that the results of enhancing the color composition can
significantly provide the results of photographic expo-
sure. For art majors, the probability that both color and
landscape sketching scores are A is 37.2%. It can be seen
that the two courses have many similarities in the sense of
color, and the students with a color score of A have the
scores of landscape sketching. (e probability of being A
is as high as 78.3%, which further confirms the fact that
strengthening the study of color courses can bring sig-
nificant effects to the improvement of later landscape
sketching. Based on the above results, it can be seen that
the curriculum of the art major of the college is basically
reasonable. Strengthening and consolidating the stu-
dents’ professional basic courses can bring significant
teaching effects to the later professional courses. When
revising the syllabus, it is necessary to ensure that the
professional basic courses are included in the majors
studied. (e proportion of teachers who strengthen and
consolidate students’ professional basic courses in
teaching can achieve a multiplier effect with half the
effort.
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5. Conclusion

With the increasing number of students’ information, how
to use the existing information reasonably to improve the
quality of personnel training is a problem that every edu-
cator is closely concerned about. Using data mining tech-
nology in the education industry, it is possible to find
meaningful information from a large amount of data to
provide decision support for educators. (is paper mainly
takes a large number of students’ course data as the starting
point, and with the help of data mining technology, it
proposes a correlation analysis method for college art
courses based on data mining technology. (e examination
results of each course of students majoring in painting, art
design, photography, and animation in colleges and uni-
versities were quickly mined, and some reasonable and
reliable course correlation rules were obtained. Valuable
information, so as to rationally optimize the curriculum,
provides a decision-making basis for the revision of the art
curriculum and syllabus in colleges and universities, to
further improve the teaching effect and improve the quality
of personnel training. (ere are still some problems in this
research, which is also the direction of future efforts [16]:

(1) Further research on the data mining algorithm, and
by improving the algorithm, we can obtain a data
score that is more suitable for our school’s
curriculum.

(2) Collect more extensive course-related data, and
conduct further research on the laws to be studied as
proposed in this paper.

(3) Introduce more data related to courses and students,
and analyze the relevance of courses at a deeper level
to more valuable information.
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(e dataset can be accessed upon request.
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Vocational education is an important means to promote the development of the national manufacturing industry. To correctly
grasp the relationship between vocational education and the labor market, we start with the quality of vocational education and
employment rate and study the interconnection between them. To this end, we propose a vocational education employment rate
predictionmethod based on a big data model and build a vocational education quality assessment and employment rate prediction
system. We draw on the big data cross-learning model to improve the model hyperparameters by using generalized intersection
sets on the joint loss function to compensate for the shortcomings of dense vocational education datasets. We use the GSA
algorithm to enhance the local features of di�erent vocational education quality assessment index data series. To scienti�cally
assess the recognition of vocational education, we evaluate the vocational education assessment indexes at the student level and
the parent level to verify the reliability of the experiment. �e experimental results prove that our method performs best in the
prediction accuracy of vocational education quality assessment indicators, and the prediction accuracy rate stays above 91%. In the
prediction of vocational education employment rate, the di�erence between the predicted and actual values of our method is the
smallest, and the di�erence stays within 1%. Compared with other big data models, our method has higher prediction accuracy
and better robustness.

1. Introduction

Vocational education is a powerful driver of manufacturing
and plays an important role in the country’s economic
development. �e integration of vocational education with
secondary education can solve the contradiction of a single
form of secondary school and provide more options for
young people of school age. Diversi�ed vocational education
can not only improve the pressure for further education in
the general education system but also address the pressure
on employment rates in higher education [1, 2]. �e more
developed a city is, the more importance it places on vo-
cational education, and the spread of vocational education
can help rationalize the distribution of urban economies, can
reduce youth unemployment, and is a necessary tool to
guarantee skill acquisition for school-age youth [3]. For the
general education system, vocational education o�ers
multiple options for young students. Students with insuf-
�cient academic abilities can make voluntary choices about

their future development according to their situation, fully
guaranteeing their willingness to learn skills and advance to
higher education [4].

Despite the important role of vocational education in
socioeconomic mediation, the association between voca-
tional education and employment rates is not supported by
data. �e feedback period of vocational education is long,
and the linear correlation between economic feedback and
the cost-e�ectiveness of vocational education is not strong
enough for enterprises. After a large number of vocational
education employment rate data analyses in which the
employment rate of vocational education does not match the
actual employment rate, the vocational education employ-
ment rate is in urgent need of a predictive model to enhance
the economic bene�ts of vocational education [5]. �e poor
feedback on the economic bene�ts of vocational education
has led society as a whole to hold a high and low opinion of
vocational education. However, it is worth a�rming that
vocational education is by no means the only way out for
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working-class people. Most studies on vocational education
have discussed this issue, and the level of individual ability
has a dominant role in the future development of students,
followed by the financial background of the family. Statistics
show that most students with strong family financial
backgrounds do not choose vocational education because it
is the immediate choice for students whose families do not
have enough financial resources, and they do not represent a
continuous low labor output after choosing vocational ed-
ucation. In fact, the vocational education system also pro-
vides reasonable promotion channels for students in the
vocational job promotion system to prevent the occurrence
of class differentiation problems [6, 7].

For capable vocational education students, they can also
be promoted to engineering positions through their
practical efforts, which is a reflection of the advantages of
diversified vocational education [8, 9]. Vocational teaching
was created as a powerful measure to balance the large
differences in general learning in the financial background
of families and to prevent class differentiation. Although
the current economic feedback benefits of vocational ed-
ucation are influenced by several complex factors, students
trained in vocational education occupy a significant em-
ployment advantage in terms of age, given the reduced
labor market advantage due to aging [10, 11]. Some de-
veloped countries investigating the impact of vocational
education have focused on the way the vocational educa-
tion system is organized, for example, with a clearer di-
vision of labor and a specific vocational training model for
different types of occupations. Vocational teaching schools
will provide basic vocational theoretical and practical
training in school and will also provide factory internships
for corresponding jobs with one-on-one training and as-
sessment by skilled workers in which those who pass the
assessment can choose a variety of jobs [12, 13]. In addition,
vocational education is based on the student development
model in terms of curriculum, teaching mode, and teacher
expertise. Although some studies have shown that there is
some variation in the link between vocational education
preparation models and the labor market, most studies can
use data analysis and computer science methods to com-
pensate for this variation.

Considering the differences between the vocational
education system and the labor market, we refer to studies
related to vocational education and find a compensatory
relationship between selectivity bias, age effectiveness, and
vocational education training model. Compared to the
employment rate of general education students, the em-
ployment rate of vocational education students is oriented to
different recruitment demands. However, according to the
available data, the demand for vocational education jobs is
much greater than the demand for jobs of general college
graduates, which is a great advantage of the vocational
education system. Depending on the length of the work
cycle, vocational education students have a wider range of
choices, with short-term company training, medium- and
long-term factory practical work, and a long-term promo-
tion system for engineers, giving vocational education
students more room for development [14].

(e rest of the paper is organized as follows. Section 2
presents the history and research results of vocational ed-
ucation quality research. Section 3 introduces the relevant
principles and implementation details of the LSSVR-based
vocational education quality and employment rate predic-
tion model. Section 4 shows the experimental datasets and
the analysis of the experimental results. Finally, Section 5
summarizes our research and reveals some further research
work.

2. Related Work

Vocational education, which directly corresponds to
manufacturing production jobs, can facilitate the renewal
iteration of manufacturing and also maintain a steady in-
crease in manufacturing output. Despite the poor feedback
benefits of vocational education employment, the rela-
tionship between vocational education systems and socio-
economics is only a temporary mismatch in terms of
macroeconomics [15–17]. (e data on employment rates in
vocational education are only temporarily inadequate, and
with the intervention of scientific management and job
planning tools, the vocational education system will become
more relevant to students’ situations in career training
planning, employment rates will be more accurately pre-
dicted, and cooperation between companies and vocational
education schools will increase substantially. Most econo-
mists, when considering the role of vocational education in
the socioeconomy, give priority to the ability and substi-
tutability between the vocational teaching system and
manufacturing production jobs. (e desired outcome of
vocational education is the training of a pool of directly
applicable skilled people for each skilled workplace, and the
quality of vocational education training is indirectly re-
flected by the assessment of the competencies of skilled
people at the firm level [18, 19]. (e higher the quality of
vocational education, the higher the economic benefits it
generates for the company, which will indirectly increase the
future employment rate of vocational education. (is model
of assessment in cooperation with companies tends to bring
a more substantial employment rate increase than that of
general higher education. In addition, researchers in the
literature [20] argue that vocational education is an im-
portant measure to increase national manufacturing pro-
ductivity, reduce youth unemployment, and reduce poverty.
(e literature [21, 22] in studies on vocational education
found that vocational education is an important tool for
national transformation and can achieve a smooth transition
from developing to developed countries. Developing
countries strongly advocate the training of industrialized
and skilled personnel in vocational education to improve the
vocational education system and promote the transforma-
tion of industrialized countries.

In labor market projections, some researchers have
compared vocational education with general education in a
hierarchical manner, taking into account the ability weights,
cognitive weights, the ability to learn new knowledge among
students, and other factors. However, in the data compar-
ison of hands-on practical scores and efficiency of enterprise
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rotations, vocational education students performed more
superiorly. To equalize the differences in learning and
cognitive abilities of vocational education students, some
scholars have developed vocational education student de-
velopment systems that aim to balance learning ability
differences through skill acquisition for student ability
prediction in employment rates [23, 24]. (ere are also
researchers who have developed studies from students’
family backgrounds, which provide great value for voca-
tional education development based on students’ family
social status, family financial resources, family education,
and family cohesion [25]. In addition, the development of
students from different family backgrounds in the vocational
education system strictly limits the development of student’s
abilities and indirectly predicts their future employment and
development potential [26]. Some researchers started with
the quality of vocational education, studied the distribution
of vocational courses in different vocational schools, the
strength of teachers, the arrangement of enterprise practice,
and other key factors, and then established a prediction
model for vocational education development system, which
can effectively predict the development of students in dif-
ferent vocational education systems, providing a solid basis
for the prediction of vocational education employment rate
and providing detailed vocational training for enterprises
that choose to cooperate with rules [27, 28].

Different countries have different planning systems and
development orientations for vocational education. Com-
pared to general higher education, the curriculum and
delivery methods of the vocational education system are
determined by the country’s basic industrial model. Most
industrially developed countries use a dual vocational ed-
ucation training system. For students who choose vocational
education, vocational classroom studies and on-the-job
training in companies Dei are alternatives to compulsory
education, which is similar to the academic guidance courses
offered by an academic education. In this case, researchers,
to assess the educational quality and employment rate of
vocational education, mostly use deep neural network
models to capture the key influences from the multiple
vocational education systems. (e learning model of neural
networks is used to integrate a large amount of vocational
education data to effectively predict the trends of quality and
employment rates of vocational education. For agricultural
developing countries, which advocate vocational education
similar to developed countries, but considering the weak
industrial base due, the focus of vocational education
training is more on theoretical education of vocational
courses. In this case, to assess the quality and employment
rate of vocational education, researchers mostly use data
analysis and machine learning models due to the inability to
capture a large amount of information on vocational edu-
cation and employment rates in real time [29–31]. (e data
is limited, the trend of employment rate data can only be
predicted by data analysis, and thenmachine learning is used
to complete the learning of vocational education quality
factors. (e vocational education employment rate predic-
tion results obtained in this way are less accurate and less
preferable for the overall socioeconomic prediction.

3. Method

3.1. Mainstream Model. (e demand for vocational edu-
cation is closely related to employment rate and economic
development, and we innovatively use vocational education
employment rate and economic indicators as transition
variables. We investigated the literature related to vocational
education employment rate prediction research methods,
among which the least square support vector regression
(LSSVR) model performed the best in the research of em-
ployment rate prediction; therefore, we chose this model as
our base network. To improve the employment rate pre-
diction accuracy of the vocational education model, we
proposed the gravitational search algorithm (GSA) to op-
timize the LSSVR model. (e model contains three parts, as
shown in Figure 1; the data preparation part represents the
data input from various aspects of vocational education. (e
GSA part represents the additional part with the model
parameters adjustment and the model structure optimiza-
tion. LSSVR represents the backbone network of the vo-
cational education employment rate prediction model.

3.2. LSSVR Mathematical Principles. In the literature re-
search, it was found that the literature [32] proposed the
support vector machine approach, which the authors applied
to structural risk optimization with the main principle of
statistical planning learning theory. In planning learning of
large-scale data samples, the support vector machine causes
the model to take a long time to process the data due to its
complex structure. To solve the time-consuming problem,
we take inspiration from the literature [33], and we use a
nonlinear function φ(yt) based on the LSSVR model, as-
suming that the original data is yt, and we try to map the
original data into the high-level featuremap by the nonlinear
function. (e linear regression is then performed on the
mapping results, and the mathematical function relationship
is shown as follows:

yt � w
Tφ yt(  + b, (1)

where w represents the vocational education parameter
weights and b represents the employment rate forecast bias.
(e values of these two parameters represent the prediction
estimates with the least structural risk. (e mathematics is
calculated as follows:

Min
w

T
w 

2
+

c 
T
t�1 e

2
t 

2
,

s.t. yt � w
Tφ yt(  + b + et, (t � 1, 2, . . . , T),

(2)

where c represents the weight parameter and et represents
the estimation error in time t. Based on the above solution
equation function, to obtain the optimal solution to the
optimization problem, we used the following mathematical
equation to obtain the solution:

y � 
T

t�1
αtK y, yt(  + b, (3)
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where K(y, yt) � exp(−
����y − yt

����
2/σ2) is a kernel function

with a Gaussian operator.
In the design of the network structure of LSSVR, we tried

to set the parameter values of hyperparameters c and σ2 in
advance by migration learning. After experimental tests, it
was found that the parameter settings of migration learning
could not reach the optimal values of data simulation, and
for this reason, to enhance the similarity of data simulation,
we borrowed the heuristic optimization algorithm proposed
in the literature [34], and the GSA algorithm can achieve the
optimization of large-scale data simulation with the assis-
tance of the heuristic optimization algorithm, which takes
the simulation of universal gravity as the main principle.(e
GSA algorithm is based on the main principle of simulating
gravity, treating the search particles as a set of relative
numbers in the universal gravity, and learning the gravi-
tational optimal distance under the action of universal
gravity by simulating the trajectory of this set of particles in
space. (e mutual attraction between particles follows the
laws of dynamics, and the attraction between the host
particles is positively related to their mass.

3.3. Model Optimization Principle. Assuming that there are
Na impact factors in the vocational education system, the
data dimension of the i-th impact factor is defined as follows:

Xi � x
1
i , . . . , x

d
i , . . . , x

n
i , (4)

where n represents the dimensionality of the i-th vocational
education quality factor and xd

i represents the data mapping
performance of the i-th vocational education quality factor
in the d-th dimension, i� 1, 2, . . . , Na. (e mathematical
definition between the vocational education quality factors i
and j in the d-th dimension at time t is as follows:

F
d
ij(t) � G(t)

Mpi(t) × Maj(t)

Rij(t) + ε
x

d
j (t) − x

d
i (t) , (5)

where, at time t, G(t) denotes the vocational education
quality constant, Mpi(t) denotes the i-th passive quality
factor variable, Maj(t) denotes the j-th active quality factor
variable, ε denotes a constant, and Rij(t) denotes the Eu-
clidean distance between two employment rate variable
factors i and j. (e mathematical expressions are as follows:

Rij(t) � Xi(t), Xj(t)
�����

�����2
. (6)

(e i-th employment rate variable factor in dimension d
is defined as

F
d
i (t) � 

Na

j�1,j≠i
randjF

d
ij(t), (7)

where randj denotes a random variable whose data series are
uniformly distributed within the ideal interval. (en,
according to the gravitational acceleration formula of
gravity, we migrate its mathematical expression to the vo-
cational education employment rate prediction model. It is
shown as follows:

a
d
i (t) �

F
d
i (t)

Mii(t)
, (8)

where Mii(t) denotes the i-th employment rate inertia
quantity. Suppose Mai(t) � Mpi(t) � Mii(t) � Mi(t). (e
mathematical expression of the i-th employment rate var-
iable for the vocational education curriculum and practice
factors at time t is as follows:

mi(t) �
fiti(t) − worst(t)

best(t) − worst(t)
,

Mi(t) �
mi(t)


Na

j�1 mj(t)
,

(9)

where fiti(t) denotes the fitness value of the i-th employment
rate variable factor at time t. To optimize the hyper-
parameters of the LSSVR model, we introduced the GSA
algorithm, and to facilitate the experimental validation of
hyperparameter ablation, we adopted a cross-validation grid
search method for hyperparameter introduction.

3.4. OptimizationModel. (e GSA algorithm is mainly used
to filter the best solution from the mixed trajectory by
predefined data mixture search. To be able to get the best
learning result, the algorithm is set up to automatically loop
iteratively through the vocational education assessment
range system, and the best predictor of employment rate is
obtained by clustering algorithm during the iteration pro-
cess. (e main steps of GSA are shown in Figure 2.

(e LSSVR model is used in the prediction of static
samples of large data, the pretraining dataset is mainly used
to determine the initial parameters of the predefined model
in one stage, and the formal model training is performed
after the initial parameters are determined. Finally, a test
dataset is used for model evaluation.

To compare the predictive performance of the models,
we used three metric items at the performance evaluation
level. (e root means square error (RMSE) is mainly used to
measure the deviation between the predicted and true values
and is more sensitive to outliers in the data. Mean absolute
percentage error (MAPE) represents the relative error
metric, which avoids positive and negative errors from
canceling each other by absolute values. (e Willmott’s
Index of Agreement (WIA) rated the accuracy and pre-
dictive power of the regression formulas, and the regression
formulas for each parameter had good generalizability.

RMSE �

�����������
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yt − yt( 
2

N




,

MAPE � 100 × 
N

t�1

1 − yt/yt( 




N
,

WIA � 1 −


N
t�1 yt − y( 

2


N
t�1 |y − y| + yt − y


 

2,

(10)
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whereN denotes the employment rate detection factor in the
test set. In the assessment of vocational education em-
ployment rate prediction performance, RMSE and MAPE
are used to predict the test accuracy. WIA is used to measure
the peripheral prediction ability of the vocational education
employment rate prediction model, so WIA is used to assess
the generalization ability of the model.�e Improved LSSVR
for vocational education quality assessment and prediction
system is shown in Figure 3.

4. Experiment

4.1. Data Preparation. Vocational education data collection
was carried out with the support of professional data ana-
lysts. In the work of vocational education data collection, we
referred to the data keyword collection methods mentioned
in the literature [35–37]. We obtained data on vocational
education in terms of curriculum data, faculty strength,
training mode, and enterprise cooperation methods through
keyword search on educational websites. For all the acquired

data, we performed uniform preprocessing operations to
integrate the data di�erences between mobile and PC to
prevent the problem of training inapplicability due to data
format mismatch during the model training. �e data
preprocessing process is shown in Figure 4.

To unify the orders of di�erent types of vocational ed-
ucation data, we use the keyword of lag order
l(l � 0, 1, . . . , L) to encode x, where the number of inter-
relationships between the vocational education quality series
and the employment rate series y is calculated as follows:

rl �
∑T−lt�1 xt − x( ) yt+l − y( )�������������������������

∑T−lt�1 xt − x( )2∑T−lt�1 yt+l − y( )2
√ ,

x �∑
T−l

t�1

xt
(T − l)

, y �∑
T−l

t�1

xt+l
(T − l)

,

(11)

where l<T. We set the number of interrelationships in the
keyword search process to prevent the search from ex-
ceeding the bounded range and causing the problem of data
in¡ation. After data collection, we added data cleaning and
transformation work to match keywords as word labels
relative to economic indicators and to build a vocational
education database. �e data details are shown in Table 1.

4.2. Preexperimental Evaluation. With the Ministry of Ed-
ucation’s strong support for vocational education, the
number of vocational teaching schools is increasing year by
year, as shown in Figure 5. According to a large number of
vocational education needs, the Ministry of Education sets
up assessment norms for other types of vocational education
by assessing successful vocational education models.

In the process of developing student training programs,
vocational education usually re�nes the assessment

Initialization

Calculate fitness

Calculate the inertial mass

Update the fitness and global optimum
of each agent.

When meeting stopping criterion, the optimal
parameters are ouput for the LSSVR model.

Figure 2: �e main steps of GSA.
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Figure 1: LSSVR model structural.
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indicators to the purpose of vocational education (PVE),
school enrollment (SE), professional settings (PS), education
costs (EC), and employment rates (ER). To investigate the
views of students and parents on the assessment indicators,
we randomly interviewed 4 parents and 4 students, and each
assessment indicator was evaluated with a score out of 100.
�e results of the survey are shown in Table 2. �e quality
construction of each assessment index helps to improve the
employment rate of vocational education, which is a key
aspect of vocational school construction.

From the above table, it can be seen that students and
parents are more concerned about the details of the cost of
vocational education among the assessment indicators
stipulated by the Ministry of Education for vocational ed-
ucation. In the preliminary research, it was found that most
of the students who choose vocational education have in-
su�cient family �nancial resources; therefore, parents and
students always rank �rst in terms of cost consideration for
vocational education, and the cost-performance comparison
between vocational education and general higher education
is the key point to determine the enrollment volume. Be-
sides, students and parents are most concerned about the
employment rate of vocational education. �e employment
rate determines the stability of students’ jobs after

graduation, and for most students, the ultimate goal of
choosing vocational education is to �nd a stable job. Em-
ployment rate data can directly re¡ect the economic bene�ts
of vocational education in social development, and the
higher the employment rate, the better the enrollment sit-
uation. �e professional setting of vocational education is
also the assessment index that students are more concerned
about. �e professional setting of vocational schools directly
connects with social production, and di�erent professional
choices determine di�erent employment positions. �ere-
fore, for vocational schools, the broader the specialties set,
the more choices students have, and the better their em-
ployment quality is.

4.3. Experimental Results. To verify the e�ectiveness of our
vocational education employment rate forecasting system,
we compared three di�erent big data forecasting models.
�e autoregressive integrated moving average model
(ARIMA) [38] is a well-known time series forecasting
method, the main principle of which is to obtain a random
series through time-lapse and then use a mathematical
model to achieve an approximate description of this data
series. �e method is more widely used in a variety of
economic segments and has a better e�ect on the prediction
of economic trends. Backpropagation neural network
(BPNN) [39] is based on a neural network and uses the
principle of error backpropagation to apply supervised
learning to batch data and �nally generates a prediction
model for trend prediction of characteristics among data.
�e BPNN model performs better in the prediction of
economic risk control. �e radial basis function (RBF) [40]

Classification of quality
factors and employment

rate variables

Quality Factor Data

Quality Assessment
Data Volumes

Economic Index

Education data input

Training dataset

Testing dataset Quality and employment
rate parameters

Quality and employment
rate parameters LSSVR model

LSSVR model

Result analysis
output

Recursive Learning

Optimization
Parameters

�reshold
Detection

Variable initialization
Variable iteration and

calculation

GSA for parameter optimization

LSSVr for vocational education quality assessment and prediction

Data preparation

Variable classification

LSSVR model Calculate fitness

Calculate fitness

Figure 3: Improved LSSVR for vocational education quality assessment and prediction.

Curriculum Data Faculty Strength

Enterprise
Cooperation

Raw Data Preprocess Label Design Manual Tagging Clssification of Vocational Education
Quality and Employment Rate Data

Training Mode

Figure 4: Data preprocessing process.

Table 1: Vocational education dataset classi�cation and quantity.

Train Test Total
Curriculum data 2981 1363 4344
Faculty strength 3635 2653 6288
Training mode 3453 1941 5394
Enterprise cooperation 3530 1696 5226
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model works on the principle of mapping interoperability
between low-dimensional data features in the hidden space
and high-dimensional data features. �e model is more
commonly used in studies of predicting serial trajectories
and data trends. To ensure independent validation rela-
tionships between the methods, �ve sets of experiments
were conducted during the training process, and each set of
methods was independently validated for di�erent voca-
tional education assessment indicators. �e test results of
each method were directly input to the statistical calculation
part of the dataset, and the �nal evaluation results were
obtained by balancing the total number and quality factors
of the dataset. In the �rst stage of the experiment, we
validated all vocational education quality feedback datasets
and compared the e�ciency of our methods with those of
other methods. �e experimental results are shown in
Table 3.

From the experimental results in the above table, it can
be seen that the ARIMA model does not perform well in the
vocational education quality assessment index. Since the
model is more suitable for predicting the trend direction of
data in data prediction by hyperparameter addition, it is
slightly insu�cient in the accurate prediction of vocational
education quality assessment indexes. �e performance of
BPNN and RBF models in the prediction accuracy of

vocational education quality assessment indexes is not very
di�erent, maintaining around 85%. �e overall prediction
accuracy of our method stays above 90%, which is signi�-
cantly better than other methods and proves the e�ective-
ness of our method.

In the employment rate prediction experiment, we
veri�ed the proportion of di�erent vocational education
quality assessment indicators in the employment rate sep-
arately and subdivided the association between each voca-
tional education quality assessment indicator and the
employment rate. Before the start of the experiment, we
performed preprocessing operations on vocational educa-
tion feedback data to standardize the input format and
sampling frequency of assessment index data to prevent the
in¡uence of data discrepancies on the experimental results.
�e results of the second phase of the experiment are shown
in Table 4.

From the table above, we predict the employment rate of
vocational education in the past �ve years and compare it
with the actual employment rate. �e experimental results
found that the ARIMA model has a larger gap between the
employment rate prediction and the actual employment
rate. �e BPNN model employment rate prediction is lower
than the actual employment rate, but the di�erence between
the predicted and actual values stays within 5%. �e RBF
model employment rate prediction is higher than the actual
value because the mapping relationship between its implicit

Table 2: Students and parents’ evaluation of vocational education
assessment indicators.

PVE SE PS EC ER

Students

1 72 70 86 96 99
2 76 74 85 94 98
3 77 73 88 96 99
4 71 71 89 93 99

Parents

1 78 72 85 98 96
2 79 73 89 97 97
3 75 72 90 92 96
4 76 71 91 95 99

Table 3: Comparison of vocational education quality assessment of
di�erent methods.

Indicators ARIMA
(%)

BPNN
(%)

RBF
(%)

Ours
(%)

Curriculum data 75 81 86 91
Faculty strength 73 83 85 92
Training mode 69 85 87 95
Enterprise cooperation 78 86 82 94
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functions leads to a better match between the assessment
indicators, so the predicted value is higher than the actual
value, but the difference between both of them stays within
5%.(e predicted employment rate of our model is closer to
the actual value, and the difference between the predicted
and actual values remains within 1%. (is shows that our
method is superior in vocational education employment rate
prediction compared with other methods, which proves the
effectiveness of our method.

5. Conclusion

In this paper, we propose a vocational education employ-
ment rate prediction method based on a big data model and
build a vocational education quality assessment and em-
ployment rate prediction system. We draw on the big data
cross-learning model to improve the model hyper-
parameters by using generalized intersection sets on the
joint loss function to compensate for the shortcomings of
dense vocational education datasets. We use the GSA al-
gorithm to enhance the local features of different vocational
education quality assessment index data series. In addition,
we use the minimum outer matrix algorithm to extract the
features of assessment index sequences of different di-
mensions to improve the accuracy of the model for voca-
tional education quality index assessment. To scientifically
assess the recognition of vocational education, we evaluate
the vocational education assessment indexes at the student
level and the parent level to verify the reliability of the
experiment. (e experimental results prove that our method
performs best in the prediction accuracy of vocational ed-
ucation quality assessment indicators, and the prediction
accuracy rate stays above 91%. In the prediction of voca-
tional education employment rate, the difference between
the predicted and actual values of our method is the smallest,
and the difference stays within 1%. It proves that our method
performs well in both vocational education quality assess-
ment and employment rate prediction. Compared with
other big data models, our method has higher prediction
accuracy and better stability.

Although our method performs well in vocational ed-
ucation quality assessment and employment rate prediction,
the number of assessment indicators of vocational education
quality is huge, and only five assessment indicators are
covered in our study. In our future research, we will try to
add generative adversarial neural networks to the adversarial
network as an auxiliary classification, optimize the rea-
sonable segmentation of data sequences of different

dimensions, and improve the model’s inclusiveness of more
vocational education quality assessment indexes.

Data Availability

(e dataset can be accessed upon request.
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Constructing a scientic evaluation system of curriculum education quality is an important content to improve the e�ectiveness of
curriculum ideological and political education. Starting from the practical signicance of exploring the e�ectiveness evaluation
system of curriculum ideological and political education, supported by analytic hierarchy process, this paper constructs the
evaluation model of curriculum educational quality through the ve dimensions of curriculum design, teaching sta�, student
cognition, development evaluation, and system design, claries the hierarchical relationship between the implementation ele-
ments of curriculum ideological and political education from the micro level, and denes the basic responsibilities, in order to
provide reference for curriculum teaching reform and educational quality evaluation.

1. Introduction

For a long time, there has been a phenomenon of “two skins”
between ideological and political education and professional
teaching in colleges and universities. Professional teachers
“only teach but not educate people,” and ideological and
political education teachers (counselors) still ght alone. At
the same time, according to the spirit of the National
Conference on Ideological and Political Work in Colleges
and Universities, classroom teaching, as the main channel
and position for colleges and universities to carry out ed-
ucation, is the basic element and important carrier to im-
plement the fundamental mission of “building morality and
cultivating people.” �erefore, in the curriculum reform, we
should not only pay attention to the cultivation of students’
professional knowledge and ability but also do a good job in
shaping students’ ideological guidance and values, so as to
enhance knowledge in value guidance and strengthen value
guidance in knowledge teaching.

At the National Conference on Ideological and Political
Work in Colleges and universities, General Secretary Xi
stressed that we should adhere to building morality and
cultivating people as the central link, run the ideological and
political work through the whole process of education and

teaching, and realize the whole process and all-round ed-
ucation. However, for a long time, in terms of educational
concept, we cannot correctly understand the relationship
between knowledge transfer and value guidance, and the
“whole curriculum education concept” has not been fully
established. In terms of curriculum, we cannot correctly deal
with the relationship between explicit curriculum and im-
plicit curriculum. In terms of team building, the relationship
between talent cultivation ability and moral cultivation
ability cannot be handled as a whole. �e reason is that, on
the one hand, the evaluation system standard still stays in the
traditional evaluation with knowledge, skills, and literacy as
the core in the early years, and there is no reasonable design
evaluation standard in the process of promoting the
transformation of ideological and political curriculum to the
three-dimensional education of curriculum ideological and
political education [1]. On the other hand, in the current
education and teaching reform of higher vocational colleges,
it is rarely considered from the micro level such as classroom
teaching. In the process of promoting the three-dimensional
education of “curriculum thinking and politics,” classroom
teaching is a necessary place. How do teachers organize the
curriculum teaching of “classroom thinking and politics”
[2–5] and how to arouse and stimulate students’ interest in
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learning and how to improve the quality and efficiency of
curriculum teaching are the key issues. 'erefore, it is very
necessary to carry out the monitoring, evaluation, and
optimization of higher vocational classroom teaching quality
under the background of “curriculum ideological and po-
litical” reform, optimize the methods of improvement, in-
tegrate the concept of “whole process and all-round
education” into teaching evaluation and supervision, im-
prove the evaluation criteria, and establish a richer teaching
supervision team to diversify the evaluation personnel. It is
timely to carry out the research on the quantitative evalu-
ation of classroom teaching quality under the background of
“curriculum ideological and political reform.” 'e signifi-
cance of the research lies in the following: First, it is con-
ducive to the implementation of national education policies,
the implementation of education and teaching laws and
regulations, and the implementation of semester teaching
plans. Ideological and political work is run through the
whole process of education and teaching. Second, it is
conducive to timely discover and summarize the deficiencies
and advanced experience of classroom teaching under the
background of “classroom ideological and political” reform
and the quality of classroom teaching can be timely im-
proved. 'ird, it is conducive to improve the scientificity,
comprehensiveness, and timeliness of classroom teaching
quality evaluation, increase the objectivity and fairness of
evaluation effect, and stimulate teachers’ enthusiasm to
continuously improve classroom teaching quality.

2. Practical Significance of Curriculum
Ideological and Political Evaluation

'e effectiveness of curriculum refers to the degree to which
educational activities achieve their preset goals. To evaluate
the effectiveness of curriculum ideological and political
education is to judge the actual or potential value of the
implementation process and results of curriculum teaching
as shown in Figure 1.

2.1.  e Need of Innovation  eory Research Perspective.
In recent years, many colleges and universities have made
some positive explorations in the reform of curriculum
ideological and political education and formed representa-
tive courses. In particular, the “Shanghai experience” first
implemented and summarized by colleges and universities
in Shanghai has become the standard bearer leading the
teaching reform of ideological and political education in
domestic higher education courses. Some scholars discussed
the basic idea, connotation and composition of curriculum
ideological politics, and curriculum ideological politics from
different levels and summarized and analyzed the imple-
mentation path and logical relationship. Some scholars put
forward good suggestions on the construction of evaluation
indicators for the effectiveness of curriculum ideological and
political education from the macro level [6–8]. It can be seen
that scholars have made some achievements in the research
of curriculum ideological and political effectiveness, but
there is still a lack of technical research on the effectiveness

evaluation system of curriculum ideological and political
effectiveness, and there is also a lack of qualitative evaluation
models and methods. 'erefore, through qualitative anal-
ysis, this paper attempts to apply the analytic hierarchy
process to the research on the quality evaluation of cur-
riculum ideological and political education, build a multi-
level and multifactor analysis model, and put forward the
observation points of multidimensional evaluation from the
micro level, so as to provide a theoretical basis for the re-
search on educational evaluation of specific courses in the
future.

2.2. eNeed to Strengthen the Education of Students’ Socialist
Core Values. In the open information age, under the
complex background of multiple social values and the in-
terweaving and infiltration of a variety of social thoughts, the
limitations of relying solely or excessively on ideological and
political theory courses to guide the value of college students
have become increasingly prominent. At the same time, with
the promotion and implementation of the teaching reform
of the credit system in domestic colleges and universities, in
order to meet the personalized development needs of stu-
dents, the school advocates more respect for the subject
status of students, pays attention to the hierarchical and
classified training of students, emphasizes the credit ac-
quisition of students, and weakens the education follow-up
and constraints on students in ethics, physical and mental
health, professional quality, and so on. Students will also pay
more attention to the pursuit of credits to meet the grad-
uation requirements, pay attention to the improvement of
their own knowledge and skills and the design of career
development path, and despise the important value of
Marxist basic principles and methodology and despise the
study of socialist core values and the cultivation of ideo-
logical and moral character, which is easy to lead to weak
personal ideals and beliefs and low political literacy.
'erefore, by establishing the evaluation system of the ef-
fectiveness of curriculum ideological and political education,
it is very necessary to urge all departments of the school to
perform their basic responsibilities in promoting curriculum
education from a multidimensional perspective.

�e need of innovation
theory research

perspective 

�e need to strengthen the
education of students’
socialist core values 

�e need of promoting
curriculum teaching reform 

Figure 1: Practical significance of curriculum ideological and
political evaluation.
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2.3.  e Need of Promoting Curriculum Teaching Reform.
University courses are arranged based on the training ob-
jectives of various majors to a certain extent.'e purposes of
imparting curriculum knowledge are to promote students to
better understand and love relevant majors (industries) or
culture, constantly innovate knowledge through learning,
promote the inheritance and promotion of industries or
culture with practical actions, actively serve social devel-
opment, and promote social progress and harmony. Pro-
moting curriculum reform, starting the ideological and
political mode of curriculum education, giving full play to
the role of classroom teaching as the main channel and
position of educating people, and realizing the collaborative
education of various courses are the specific practice of
implementing ideological and political education into the
whole process of education and teaching. Scientifically
construct the evaluation index system of curriculum edu-
cation quality, clarify the evaluation dimensions and ele-
ments, guide the direction of curriculum ideological and
political reform from the aspects of theory, action, and
serving students’ development, fully tap the ideological and
political factors contained in relevant knowledge in the
design of curriculum content, scientifically apply moral
education means in the teaching process, and track and
supervise the fixed-point and qualitative teaching process
and make the teaching of ideological and political education
theories and methods consistent with students’ physical and
mental health and personality development, in line with the
national education policy and the development needs of the
times.

3. Literature Review

In western countries, mainly represented by the United States
and Britain, the evaluation of teaching quality of higher
education has been very mature. 'e typical feature is the
comprehensive evaluation of students’ learning process and
learning results. Different countries have different national
conditions, and the evaluationmethods cannot be completely
copied. 'e early evaluation of higher education quality in
China, which began in the 1980s, is essentially equivalent to
the evaluation of classroom teachers’ teaching quality.
Teachers, as the object of evaluation, are generally students,
experts, or peers and teaching supervisors. 'e common
practice is to design indicators including “teaching attitude,”
“teaching method,” and “teaching content” to quantitatively
evaluate teaching attitude and the role of teaching contents
and methods in improving teaching quality [9–11].

With the deepening of the research on the evaluation of
teaching quality in colleges and universities, more and more
scholars believe that the traditional evaluation of teaching
quality (effect) is simplified to evaluate teachers’ teaching
activities.'emain problems are as follows: paying attention
to students’ evaluation of teachers and neglecting teachers’
self-evaluation, paying attention to summative evaluation
and despising process evaluation, and attaching importance
to the evaluation of teachers’ teaching and despising the
evaluation of students’ learning. In recent years, the eval-
uation methods of some colleges and universities have been

quietly changing from teachers to students. 'e research
confirms that learning input has a significant positive cor-
relation with learning harvest. It is suggested to promote the
emotional connection between teachers and students
through method guidance and value guidance, stimulate the
internal driving force of students’ learning, and compre-
hensively improve the learning quality [12–14]. In addition,
researchers believe that students’ autonomous learning is the
main motivation to improve teaching quality and emphasize
the stimulating effect of learning motivation and learning
behavior on students’ autonomous learning [15–17].

In addition to the “teaching” of teachers and the “learning”
of students, such as the construction of school study style and
examinationstyle, schoolmanagementandteachingguarantee
play a vital role in mobilizing students’ learning enthusiasm.
'eresearch shows that students’ learning input is significantly
positively correlated with curriculum requirements, college
requirements, and support [18–20]. Some studies emphasize
the influence of teaching media (such as teaching facilities) on
improving classroom teaching effect. In addition to focusing
on teachers and students, the improvement of teaching quality
in colleges and universities is a comprehensive system, which
needs the joint efforts of teachers, students, school leaders,
families, society, alumni, and employers.

Indeed, the key place to improve the teaching quality of
colleges and universities is in the classroom, and the key
subject to improve the effect of classroom teaching is stu-
dents. In the teaching process of teachers, this study mainly
draws lessons from the indicators commonly used in the
academic circles to reflect the teaching attitude, teaching
content, and teaching methods. Different from previous
studies, under the teaching requirements of “curriculum
thinking and politics,” the author believes the following:
First, classroom teaching activities are a two-way interactive
activity between teachers and students.'e characteristics of
teachers’ appearance, personality, morality, professional
quality, and behavior play a direct or indirect guiding role in
students’ values, outlook on life, and world outlook and
ultimately affect the teaching effect. Second, the school’s
serious study style and examination style, strict teaching
management and orderly teaching guarantee, and other
logistics services also play a very important role in mobi-
lizing students’ learning enthusiasm. 'ird, the quality of
classroom teaching includes not only the acquisition of
theoretical knowledge but also the improvement of practical
ability. With high-quality classroom teaching, students can
not only thoroughly master theoretical knowledge and
practical ability but also stimulate their interest in contin-
uous learning and get happiness from autonomous learning.
Such students can generally make career planning in ad-
vance and develop rapidly after graduation.

4. Construction of Analytic Hierarchy Process
Model for Evaluation of Ideological and
Political Effectiveness of Curriculum

4.1. Analytic Hierarchy Process. In recent years, with the
development of data mining and deep learning, data analysis
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technology has been developing in many fields [21–26].
Analytic hierarchy process (AHP), as a typical method of
data analysis [27], was formally proposed in the mid-1970s.
Analytic hierarchy process is a decision-making method that
decomposes the elements always related to decision-making
into objectives, criteria, schemes, and other levels and carries
out qualitative and quantitative analysis on this basis. It is a
comprehensive evaluation method of multiple attributes and
multiple indexes. It is widely used in various fields related to
decision-making. It is suitable for the target system with
hierarchical and staggered evaluation indexes, and the target
value is difficult to describe quantitatively. It is also one of
the mainstream research directions of evaluation methods.

Curriculum education is a systematic activity. At the
same time, it is affected by many factors, such as educational
policy, professional environment, curriculum content, and
teaching staff, which leads to many eigenvalues and complex
levels of the effectiveness evaluation of curriculum ideo-
logical and political implementation. 'e analytic hierarchy
process can provide a combination of qualitative and
quantitative decision-making analysis methods to solve this
problem by constructing the judgment matrix between
factors. On the research path, we can form a scientific
evaluation system by layering the educational factors in-
volved in the process of curriculum education and teaching.
For a specific course (major), the weight value of the
evaluation index can be calculated and sorted in combi-
nation with the survey data. Finally, the fuzzy compre-
hensive evaluation method is used to obtain the
comprehensive analysis data to complete the effectiveness
evaluation of curriculum education.

4.2. Analytic Hierarchy Process Model. 'e quality evalua-
tion model of effective ideological and political education in
curriculum consists of three levels. According to the hier-
archical construction method proposed by Professor
'omas SETI, since this stage considers the construction of
evaluation system and does not involve decision-making, the
scheme level is not described here. However, due to many
index factors and complex relationships in the criterion
layer, the criterion layer is further subdivided into sub-
criterion layers. First is the target level, that is, the evaluation
results of scientific and effective curriculum education.
Second is the criterion layer. Combined with the teaching
characteristics and practical laws of ideological and political
education, the criterion level is set as five dimensions:
curriculum design, teaching staff, students’ cognition, de-
velopment evaluation, and system design.

4.3. Construction of Judgment Matrix. 'e judgment matrix
is a key link in the application of analytic hierarchy process,
which can show the relative importance of each index of the
current level relative to a certain index of the previous level
in the quality evaluation hierarchy model of Ideological and
political education. According to the constructed curricu-
lum education quality evaluation model, when evaluating
the education effect of specific courses, the obtained eval-
uation data can be used to establish the judgment matrix of

indicators at all levels, and then the appropriate calculation
method can be used to calculate the relative weight of each
element for a certain criterion level, conduct consistency
test, and finally obtain effective evaluation data. Figure 2
presents the whole pipeline.

5. Hierarchical Relationship and
Responsibilities among Various
Executive Elements

Due to the many links and factors involved in the imple-
mentationof curriculum ideological andpolitical education, if
the responsibilities of various executive units or groups in
colleges and universities are not fulfilled enough, this will lead
to the lack of motivation for curriculum teaching reform, the
uneven teaching effect, the different evaluation of students’
recognition and sense of acquisition of the curriculum, and so
on. 'erefore, we sort out the implementation elements and
responsibilities involved in the implementation process
according to the established evaluation model.

5.1. e School Is a Top Designer. 'eschool party committee
should earnestly fulfill themain responsibility, put forward the
overall requirements and objectives of curriculum ideological
and political construction from the perspective of the national
education development planning strategy, clarify the educa-
tional functions of each curriculum and the educational re-
sponsibilities of all teachers, issue the assessment and
evaluation mechanism, and do a good job in supervision and
implementation. All functional departments should jointly
establish a curriculum evaluation and incentive mechanism
guidedbytheeffectofeducationandtaketheresultsof teachers’
education as an important factor for teachers’ post and grade
determination. 'rough joint training with local schools and
enterprises, we will build a collaborative and shared platform
for ideological and political education resources.

5.2. College (Department) Is the Basic Executive Department.
Colleges (departments) are the basic educational units of
universities. First, we should do a good job in the selection of
courses and teachers. Second, we should build a “great ideo-
logical and political” and “great coordination” education
pattern, strengthen the exchanges between ideological and
political discipline teachers and professional course teachers,
front-line teachers, and ideological and political work team
personnel, and do a good job in teacher education training.
'ird,we should introduce the specific implementationplanof
curriculum ideological and political education, carry out the
satisfaction evaluationof students’ careerdevelopment, anddo
a good job in the collection of evaluation data and result
analysis. Fourth,we should do a good job in case summary, tap
excellent teachingplansandeducationalmodels, anddoagood
job in experience promotion and case exchange.

5.3. Discipline (Curriculum Group) Is the Core Organization.
Discipline (curriculum group) is the grass-roots organiza-
tion to implement curriculum education. Disciplines such as
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ideological and political education theory should actively
assist teachers of other disciplines in the excavation of
ideological and political education resources and the inte-
gration of teaching plans and actively advocate the all-round
development of moral education. Other disciplines or
curriculum groups should be driven by the students’ cur-
riculum selection and knowledge needs in the context of the
new era, deeply explore the ideological and political edu-
cation resources of various courses, and design the curric-
ulum system and teaching scheme that can meet the
students’ personality characteristics and growth needs in the
new era according to the training objectives and educational
objectives of different majors, combined with the industry
talent standards and learning from the OBE concept.

5.4. Teachers Are the Key Group to Implement Tasks.
Teachers should really study curriculum thought and politics
as a knowledge that can shape students’ hearts and accu-
rately locate the value orientation and teaching purpose of
the curriculum in combination with the professional
training objectives. First of all, we should establish the
awareness of “interdisciplinary,” do a good job in the ex-
cavation and introduction of ideological and political ele-
ments systematically and scientifically, and establish a
multidimensional blending relationship between knowledge
and life and social responsibility. Secondly, in the teaching
process, pay attention to the attention and observation of
students’ ideological status, timely correct the inappropriate
thoughts, views, and attitudes among students, and realize
the organic combination of ideological and political edu-
cation and professional course content. 'irdly, adhere to
the unity of teaching by speech and teaching by example,
take the lead in setting an example, become a mirror for
students to behave and work, and become a banner for
students to study and ask questions.

As the main way to implement the “three complete
educations,” curriculum education is a detailed and sys-
tematic project. In order to give full play to the role of the
classroom as the main channel in educating people, colleges
and universities must always adhere to the guidance of
Marxist theory, promote the curriculum education reform

with high standards and strict requirements, determine the
direction and content of the curriculum reform, and clarify
the main responsibilities and mutual relations of various
implementation elements in the process of curriculum re-
form and education and teaching, so as to obtain a good
evaluation path and effect of curriculum education quality
and comprehensively form a vivid situation of collaborative
education.

6. Suggestions on Classroom Teaching Quality

'e main task of colleges and universities is to cultivate
students into talents that play an important role in the
society, and the evaluation of classroom teaching quality is
an important aspect that directly reflects the quality of
talents in colleges and universities. Under the guidance of
the thought of “curriculum thought and politics,” this paper
puts forward targeted optimization strategies. Table 1 lists
the suggestions on classroom teaching quality.

6.1. Change the Concept of Evaluation Purpose and
Evaluation Content

6.1.1. Changing the Purpose Concept of Classroom Teaching
Quality Evaluation. 'ere is an inseparable relationship
among education, society, and people. Classroom teaching is
bound to be affected by various factors at the social level,
especially the current social, economic, and cultural impact
on college classrooms. 'erefore, the evaluation of classroom
quality also needs to be improved. 'erefore, classroom
teaching evaluation should change the traditional evaluation
concept, abandon the traditional evaluation means and
methods, and be under the guidance of curriculum ideology
and politics, in line with the concept of modern talent
training. Talents who meet social needs are important.
'rough the multidirectional evaluation of teachers’
“teaching” and students’ “learning” in classroom teaching
evaluation, we need to pay attention not only to the results of
classroom evaluation teaching but also to the evaluation of
classroom teaching process, encourage teachers to actively
participate in teaching evaluation, and finally improve
teachers’ teaching ability and the overall quality of teachers.

6.1.2. Enrich the Content of Classroom Teaching Quality
Evaluation. 'e education of students in higher education
mainly includes ideological education, skill training, sci-
entific research, and social services, of which the most
important are the ideological education and skill training of
talents. Classroom teaching is the most important, direct,
and fundamental way for colleges and universities to cul-
tivate talents. Traditional classroom teaching activities only
guide students to master scientific cultural knowledge
according to teaching objectives, and this cultural knowledge
is only a simple presentation of teaching materials, which
restricts teachers’ ability from being stimulated to a great
extent. Under the traditional concept of teaching evaluation,
the evaluation of classroom teaching mainly focuses on the
selection of teachers’ teaching methods and relevant

Analytic
hierarchy
process 

Step 1

Analytic
hierarchy

process model 
Step 2

Construction of
judgment matrix Step 3

Figure 2: 'e whole steps of the experiment.
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teaching materials, ignoring whether the curriculum content
in teaching evaluation is in line with the current ideological
development of college students and whether the curriculum
content setting is reasonable. 'erefore, the evaluation of
classroom teaching quality changes the traditional evalua-
tion concept of teachers’ teaching behavior and teachers’
curriculum setting. First is scientific and reasonable teaching
content. According to the teaching objectives and teaching
contents, teachers reasonably determine the role of teaching
materials, determine the key points and difficulties of
teaching contents, and guide students to effectively stimulate
students’ interest in learning while learning basic knowledge
and skills, cultivate independent learning ability, enter-
prising innovation spirit and ability to solve practical
problems, let alone ignore the cultivation of college students’
humanistic quality, and actively study ideological courses.
Second is implementing effective teaching methods.
Teachers should be good at actively guiding students to
participate in classroom teaching activities, actively play
their due role in the classroom, and let students realize that
they are the main body of the classroom. At the same time,
teachers should pay attention to cultivating students’ in-
novative spirit, cooperative spirit, and self-consciousness in
the teaching process, which can not only cultivate students’
ability to adapt to the society but also have the creative ability
of independent thinking.

6.2. Building aDiversifiedEvaluation Subject. 'e traditional
classroom evaluation in colleges and universities is mainly
based on student evaluation, supplemented by peer evalu-
ation, teaching supervision, and leading cadre evaluation,
but, in practice, it gives great weight to student evaluation
and ignores the importance of other evaluations. 'erefore,
we should build a diversified evaluation subject that en-
courages teachers to actively participate in evaluation and
form a student evaluation and teacher self-evaluation as the
main body, supplemented by peer evaluation and leading
cadre evaluation.

6.2.1. Mainly Student Evaluation and Teacher Self-
Evaluation. We should learn from the advanced experience
of classroom teaching quality evaluation, combine the
concept of advanced curriculum ideas and developmental
teaching evaluation contents, and timely adjust the evalu-
ation methods of teachers, which can help teachers con-
stantly reflect on their teaching activities and teaching
behaviors and make a comprehensive and intuitive evalu-
ation of the teaching activities carried out in the classroom
from multiple angles, levels, and directions, as well as
helping teachers improve the quality of classroom teaching.

At the same time, the evaluation subject can have diversified
ways, which also means different evaluation methods. 'ese
evaluation methods can improve the process of classroom
teaching and carry out comprehensive supervision and
management.

6.2.2. Supplemented by Peer Evaluation and Evaluation of
Leading Cadres. Classroom activities in colleges and uni-
versities are highly professional and different, so the class-
room evaluation standards of different disciplines cannot
use a unified way to judge the value. Compared with other
evaluation subjects, peer evaluation has two advantages. 'e
first advantage is that teachers with the same discipline
background are very familiar with the teaching objectives,
teaching contents, teaching structure, and teaching process
of this discipline, so they can make very professional eval-
uation. 'e second advantage is that peers can conduct
mutual evaluation after class and put forward problems and
solve them, so as to comprehensively improve the quality of
classroom teaching. 'e evaluation of leading cadres is
generally divided into two levels: school and branch. More
attention should be paid to the evaluation of leading cadres,
while branch leaders are more familiar with professional
courses, and the classroom teaching evaluation of all
teachers in the middle and end of the period is checked, so as
to promote the mutual communication of teaching methods
among teachers.

6.3. Establish Effective Feedback Mechanism. Whether the
results of classroom teaching quality evaluation are rea-
sonable and effective and the use of evaluation results are the
key to determine whether the whole evaluation process is
effective. Reasonable evaluation can promote the im-
provement of classroom teaching quality; on the contrary, it
is a mere formality. Establishing a perfect and effective
feedback mechanism is an important measure to ensure that
the evaluation results can be used in time. By establishing
diversified and timely feedback forms, the evaluation results
can be used more scientifically.

6.3.1. Timely and Diverse forms of Feedback. Improving the
feedback mechanism is an effective bridge, which can timely
and accurately deliver the evaluation results to teachers, help
teachers improve their teaching behavior, and improve
teachers’ teaching level. However, the current feedback is
unified feedback to teachers after counting the evaluation
results of students, peers, and leading cadres through the
teaching management part, which is not conducive to the
timely improvement of teachers’ teaching behavior in terms
of time. Corresponding feedback forms should be set be-
tween the evaluation subjects, and the evaluation infor-
mation of teaching supervisors and leaders on teachers
should be delivered to teachers in time after the class.
Teachers know the advantages and disadvantages in the
teaching process through scoring results and personal
opinions. Students’ evaluation opinions should be delivered
to teachers in time after collecting and sorting students’

Table 1: 'e suggestions on classroom teaching quality.

Suggestion
Change the concept of evaluation purpose and evaluation content
Build a diversified evaluation subject
Establish effective feedback mechanism
Other recommendations
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information, 'e evaluation among peers should be released
through the regular exchange seminars organized by the
college. 'e person in charge of the branch specially or-
ganizes and requires each teacher to summarize their ex-
perience, make effective use of the evaluation results, and
timely deliver the evaluation results to teachers after the
classroom teaching quality evaluation, so as to effectively
improve the efficiency of classroom teaching.

6.3.2. Effective Use of Evaluation Results. How to effectively
summarize and apply the evaluation results and take them as
an important basis to improve the teaching quality and the
management department in charge of teaching in colleges
and universities should change the traditional evaluation
results, sort out the developmental teaching evaluation
concept, andmake an in-depth, detailed, and comprehensive
analysis of the evaluation results. 'e Education department
of colleges and universities should distribute the evaluation
results to each department, timely urge the teaching sec-
retary of the branch department to organize the evaluated
teachers to discuss the evaluation results, and help teachers
adjust the teaching contents and teaching methods in
combination with the contents of the evaluation. At the same
time, teachers should take the initiative to combine the new
educational ideas and learn relevant professional knowledge,
overcome many difficulties, constantly improve the class-
room teaching behavior, constantly summarize, absorb, and
improve the good evaluation results, pay attention to the
poor evaluation results, maintain a good attitude, and make
continuous improvement.

6.4. Other Recommendations. Teachers’ teaching attitude
and teaching content, teaching methods and professional
quality, study style, examination style, and teaching guar-
antee have a common impact on students’ knowledge ac-
quisition and skill improvement. Students’ own learning
attitude is very important, which is basically consistent with
the research conclusions of other scholars.Whether and how
students learn plays a vital role in students’ knowledge
acquisition and skill improvement. Teachers’ teaching at-
titude and teaching content cannot directly affect students’
knowledge acquisition and skill improvement but can only
play a small role in promoting through the school’s study
style, examination style, and teaching guarantee. Teachers’
teaching methods and professional quality have the greatest
impact on students’ knowledge acquisition and skill im-
provement.'ey can not only promote directly but also have
an indirect impact through the school’s study style, exam-
ination style, and teaching guarantee. 'erefore, under the
background of “curriculum thinking and politics,” the
evaluation of classroom teaching quality in colleges and
universities should go hand in hand with “teaching” and
“learning” and “management.”

6.4.1. Clarify the Learning Purpose and Correct the Learning
Attitude. In the university, especially in the undergraduate
stage, the courses learned are to a large extent to lay the

foundation for future study and work. With the rapid de-
velopment of science and technology and the accelerated
replacement of new and old jobs, most people may have to
engage inmultiple types of work before retirement. Changing
jobs is a very common and frequent thing. In the short term, a
course seems to be of little help to one’s postgraduate entrance
examination and employment. It may come in handy when
one changeshis next job. It is necessary tourge students to take
seriously the study of each course in the undergraduate stage
with a long-term view, so as to meet the needs in the future.

6.4.2. Strengthen the Reform of Teaching Methods and Im-
prove Teachers’ Professional Quality. 'ere is a close rela-
tionship between teaching methods and teaching contents.
Teaching methods include both general teaching methods
suitable for general courses and specific teaching methods
according to the characteristics of specific courses. 'e
teaching method to be adopted needs to be determined
according to the specific courses and even the teaching
objects of different majors. Experienced teachers focus on
teaching methods and selected cases when they treat stu-
dents of different majors in the same course, which puts
forward higher requirements for teachers. Teachers’ pro-
fessional quality will also be fully demonstrated in the
process of classroom teaching. Teachers with excellent
professional quality are more attractive in classroom
teaching, can stimulate students’ learning potential, and
significantly improve learning effect.

6.4.3. Strictly Enforce the Style of Study and Examination
and Improve the Guarantee of Teaching. To sum up, if
teachers’ teaching attitude, teaching content, teachingmethods,
and professional quality can maximize the promotion of stu-
dents’ knowledge acquisition and skill improvement, the
school’s study style, examination style, and teaching guar-
antee play an important media role. Imagine that if the style
of study and examination is not strict, students who usually
do not study hard may get high scores by cheating, which
will directly attack the enthusiasm of students who study
hard. 'rough the construction of strict study style and
examination style, maintain a fair examination environment
and force students to study hard. Only in this way can
teachers’ teaching attitude, teaching content, teaching
methods, and professional quality play a greater role in
promoting students’ learning knowledge and improving
skills. 'rough the structural equation model, the author
studies the influence of college teachers’ teaching and
professional quality, school style of study, examination style,
and teaching guarantee on students’ knowledge acquisition
and skill improvement. 'ere are far more factors affecting
the effect of classroom teaching in colleges and universities;
for example, how the social environment and employers
affect the teaching effect needs further research.

7. Conclusion

'e evaluation of classroom teaching quality is an important
link in the teaching process. It is the key to measure the
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quality of the whole teaching and plays a very important role
in promoting and improving the teaching quality. 'e
purpose of classroom teaching evaluation is to improve the
improvement of classroom education quality and help
teachers find the deficiencies in classroom teaching in time,
as well as the mode of classroom teaching quality evaluation
in colleges and universities. Methods and ideas need to be
scientific, reasonable, and perfect in the future research and
practice, so as to promote the reform of teaching classroom
in colleges and universities. Our method is a general eval-
uation method, which can be applied to other fields in the
future.

Data Availability

'e dataset can be obtained from the author upon request.

Conflicts of Interest

'e author declares that there are no conflicts of interest.

References

[1] J. J. Crowley and A. G. Hauser, “Evaluating whole school
improvement models: creating meaningful and reasonable
standards of review,” Journal of Education for Students Placed
at Risk, vol. 12, no. 1, pp. 37–58, 2007.

[2] P. Ur, A Course in Language teaching[J], Cambridge Uni-
versity Press, Cambridge, England, UK, 1999.

[3] P. Ur, A Course in English Language teaching[M], Cambridge
University Press, Cambridge, England, UK, 2012.

[4] J. Biggs, “Aligning teaching and assessing to course objectives
[J],” Teaching and learning in higher education: New trends
and innovations, vol. 2, no. April, pp. 13–17, 2003.

[5] J. Yalden, Principles of Course Design for Language teaching
[M], Cambridge University Press, Cambridge, England, UK,
1987.

[6] D. Cantoni, Y. Chen, D. Y. Yang, N. Yuchtman, and
Y. J. Zhang, “Curriculum and ideology,” Journal of Political
Economy, vol. 125, no. 2, pp. 338–392, 2017.

[7] P. Zheng, X. Wang, and J. Li, “Exploration and practice of
curriculum ideological and Political Construction Reform
--Take “information security” course as an example,” ASP
Transactions on Computers, vol. 1, no. 1, pp. 1–5, 2021.

[8] B. Zhang, V. Velmayil, and V. Sivakumar, “A deep learning
model for innovative evaluation of ideological and political
learning[J],” Progress in Artificial Intelligence, pp. 1–13, 2021.

[9] R. M. Felder and R. Brent, “How to improve teaching quality,”
Quality Management Journal, vol. 6, no. 2, pp. 9–21, 1999.

[10] D. Liston, H. Borko, and J.Whitcomb, “'e teacher educator’s
role in enhancing teacher quality,” Journal of Teacher Edu-
cation, vol. 59, no. 2, pp. 111–116, 2008.

[11] S. E. Rimm-Kaufman and B. K. Hamre, “'e role of psy-
chological and developmental science in efforts to improve
teacher quality,” Teachers College Record:  e Voice of
Scholarship in Education, vol. 112, no. 12, pp. 2988–3023,
2010.

[12] J. Bai and H. Li, “Research on the demand-driven O2O & BIA
blended interactive teaching mode,” in Proceedings of the 2020
International Conference on Information Science and Edu-
cation (ICISE-IE), pp. 608–611, IEEE, Sanya, China, De-
cember 2020.

[13] H. Zhan, “Study on the cultivation of university teachers’
ability of innovation and entrepreneurship education,” in
Proceedings of the 4th International Conference on Culture,
Education and Economic Development of Modern Society
(ICCESE 2020), pp. 1209–1213, Atlantis Press, Moscow,
Russia, March 2020.

[14] T. Bieber and K. Martens, “'e OECD PISA study as a soft
power in education? Lessons from Switzerland and the US,”
European Journal of Education, vol. 46, no.1, pp.101–116, 2011.

[15] K. Vaino, J. Holbrook, and M. Rannikmäe, “Stimulating
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With the rise of social network platforms such asWeChat, Weibo, and TikTok, social networks have developed from simple social
networks to complex social networks. Researchers have gradually found that the traditional data sampling methods can no longer
meet the development needs of the complex social network structure. In order to save network resources, various methods of
social relationship prediction have been proposed. In this paper, we propose a BTCS algorithm based on low sampling rate under
cognitive model and conduct several sets of comparison experiments under di�erent networks and di�erent sampling rates, and
the results show that the BTCS algorithm improves the prediction accuracy and reduces the prediction time under low sampling
rate. To address the problems of poor stability and slow prediction speed of random sampling prediction methods, this paper
proposes a CCS algorithm in colleges and universities using the characteristics of high awareness among nodes within the same
college. It can e�ectively combine the cognitive characteristics of the nodes with the college attributes and apply them to the
relationship prediction to realize the college-oriented relationship prediction.�e simulation results show that the CCS algorithm
is more stable than other random sampling prediction methods. �e results make full use of the cognitive characteristics and
college attributes of nodes in social networks; reduce the in�uence of multiple factors such as response time, data packet loss, and
individual behavior on relationship prediction; and improve the e�ciency of college student group relationship prediction, which
has certain theoretical signi�cance and application prospects.

1. Introduction

With the rapid development of information technology,
e-commerce and social networking sites have become in-
separable from people’s daily life, coupled with the in-
creasing networkedness and various data resources, the
network has received wide attention as a new perspective for
information analysis and management research. [1–6] Es-
pecially since entering the twenty-�rst century, Internet
technology has been rapidly developed and people have
rapidly entered the era of online Internet. With the rise of
various social networking sites and communication software
such as Weibo, WeChat, TikTok, Alipay, and QQ, they
provide people with direct and quick platforms for online

friendships and online shopping. [7–10] Network group is a
collective form by individuals in the network with mobile
devices or computers as the communication medium and
information as the link. Its purpose is mainly study, interest,
communication, or need, while college students’ network
group is an aggregation formed by college students on the
network.�e activities of college students on the Internet are
not individual activities, but more interactive activities with
others. �erefore, the communication behaviors of college
students’ netizens in the virtual space of the network con-
stitute the group network of college students. �e complex
and changeable network environment brings abundant re-
sources to college students and satis�es their pursuit of
material and spiritual culture. However, the virtual network
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world also changes the way of psychological activities of
college students, making them show a variety of abnormal
thinking or action in the network world. +e popularity of
these social networks and communication tools has revealed
that data processing based on the attributes of the entities
themselves ignores the information connections between
entities and that such data processing methods cannot meet
the needs of big data analysis and research. +erefore, in
response to the ever-complex internode relationships, re-
searchers have proposed a novel network, that is, social
networks. In fact, social network not only refers to the scope
of sociology but also includes various information networks,
technology networks, and bio-information networks.
[11–14] Of course, the most common social networks in
daily life are social networks. For most online social net-
works, they often have thousands and tens of thousands of
nodes, and the relationships between nodes are complex and
may change in real time. +erefore, they have the same
various properties of complex networks. +ese social net-
works with a large number of network nodes and complex
relationships between nodes are called complex social net-
works, which is an important branch of complex networks.
In recent years, due to the continuous improvement of the
mathematical model of social networks, researchers have
been studying complex social networks more and more
deeply. [15–18] However, in the analysis of complex social
networks, researchers have found that there are always nodes
that cannot be directly sampled, and this part of node in-
formation plays an extremely important role in the overall
study of the network. +erefore, the study of prediction
methods for internode relationships in complex social
networks is an important element of social network research.
[19–21]

Social relationship prediction methods can solve the
problem of difficult node information collection in inter-
active networks. In different social networks, they use dif-
ferent network models, so data collection under different
models can have mutual effects. Social relationship pre-
diction can provide a unified mechanism to predict out the
relationship between nodes, which can realize the data
analysis among interactive networks. College student group
relationship prediction methods can achieve accurate pre-
diction of internode relationships at low sampling rates. In
the analysis of some specific networks, the sampling rate is
often limited due to the influence of node response time and
the properties of the nodes themselves. However, lower
sampling rates can significantly reduce the accuracy of
various analyses of social networks. It then needs to predict
the topology of the network at low sampling rates. For the
needs of these specific networks, the social relationship
prediction method can accurately predict the topology of the
overall network based on the information of the sampled
nodes under the condition of sampling a small number of
nodes, which plays an important role in the analysis of social
networks at low sampling rates. +e group relationship
prediction method for college students has important
practical applications. In practical applications, if re-
searchers can make full use of the available data information,
build accurate model structures, plan experiments rationally,

and analyze and predict hidden relational information, then
relational prediction methods will save time, improve effi-
ciency, and produce accurate and valuable results for people.
In social networking sites, friend recommendation is real-
ized based on the information of friends’ circle; in shopping
sites, interest product recommendation is realized based on
the kind of goods users browse; in biological information
network, hidden species relationship is predicted based on
experimental results, etc. [22–25] As an important tool of
social network analysis, college student group relationship
prediction plays an important role in the research of all fields
of social networks. In recent years, researchers began to pay
more and more attention to the study of social relationship
prediction and proposed various college student group re-
lationship prediction algorithms; especially, since the
twenty-first century, researchers have combined college
student group relationship prediction with the theoretical
findings of psychology and searched for a new perspective on
the integration of network structure prediction and indi-
vidual perception: the social network cognitive model. [26]

+e social network cognitive model is a network
structure model that emphasizes the importance of network
node perception on network structure prediction. It is an
emerging mathematical model of social networks, whose
core idea is to analyze the network structure by using the
cognitive determination of individual nodes on the rela-
tionship between nodes of the whole network. As the field of
network perception continues to develop, researchers have
found that node perception capabilities can help node re-
lationship prediction. Social relationship perception pre-
diction has also gradually received the attention of social
network researchers. +erefore, this paper addresses the
research of social relationship prediction methods under the
social network perception model with very significant sci-
entific and practical significance.

2. BTCS Prediction Algorithm

2.1. Algorithm Improvement. In the prediction of relation-
ships in complex social networks, most researchers find that
network data collection is very difficult, especially in in-
teractive networks, which can be affected by multiple factors
such as response time, data packet loss, and individual
behavior, resulting in unavailability of node information.
However, traditional relational prediction methods are
highly dependent on the sampling rate and response rate of
nodes, and will directly affect the measurement results if the
node information is lost or inaccessible.+e flow chart of the
traditional prediction method is shown in Figure 1. As can
be seen from Figure 1, the sampling process of the traditional
prediction method requires sampling all nodes in the net-
work to obtain the internode relationship matrix. +en,
according to the node relationship matrix, the senders and
receivers in the network relationship are accessed and
merged two by two. +e network relationship exists only
when both sender and receiver acknowledge the existence of
the network relationship. If one party decides that the re-
lationship does not exist, then the network relationship does
not exist. Finally, the network topology matrix is obtained
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based on the merged results. However, in the traditional
relational prediction method, it is affected by response time
and sampling error, and data packet loss occurs. +erefore,
the error analysis of the traditional method requires multiple
repetitions of sampling. In the prediction of high-precision
networks, the traditional method needs to complete multiple
repetitions of sampling, which is very inefficient.

+e BTCS algorithm achieves accurate prediction of
social relationships at low sampling rates. +e flow chart of
the improved BTCS prediction algorithm is shown in Fig-
ure 2. Compared with traditional prediction methods, the
BTCS algorithm is a randomized, low-sampling-rate rela-
tionship prediction method. It only needs to sample a small
number of network nodes and obtain the cognitive deter-
mination information of the sampled nodes on the rela-
tionships among all nodes in the network, and then predict
the social relationships among nodes based on the cognitive
determination information without sampling all nodes. It
adopts a threshold control method to adaptively control the
node sampling error and avoid the duplicate sampling of
data.+erefore, the BTCS algorithm can reduce the effects of
response time, data packet loss, and individual behavior on
node sampling and relationship prediction, and improve the
efficiency of relationship prediction.

+e BTCS prediction algorithm is a cognitive model-
based relational prediction method, which is divided into
three main steps: sampling, matrix merging, and fault-tol-
erant control process, as shown in the flow chart of the
algorithm. +e following section will introduce the specific
process of each of the three steps of the BTCS algorithm.

2.2. Sampling Design. +e data sampling process of BTCS
prediction algorithm is different from the traditional rela-
tionship prediction method. In the traditional relationship
prediction method, it needs to sample most of the network
nodes and investigate to obtain the social relationships among
the sampled members, while in the BTCS algorithm, it just
samples a small number of nodes randomly, obtains the
cognitive information of the sampled nodes on the social
relationships among all networkmembers, and records it in the
form of a kind of three-dimensional 0–1 cognitive matrix set.

In the following example of the network (A,B,C,D, and E),
Figure 3 represents the five cognitivematrices ofmembersA, B,
C,D, and E in the network (A, B, C,D, and E) in order. In each
cognitive matrix, it records 20 social relationships among the
members. In the sampling, the BTCS algorithm is randomly
sampled in the sampling space n. In the network (A, B, C, D,
and E), three nodes (A, D, and E) were randomly sampled

when the sampling space nwas 3, and the node sampling setm
and the cognitive matrix set Ri,j,k were obtained, wherem � (1,
4, 5).

2.3. Matrix Design. +ere are three methods of matrix
merging under the cognitive model: the cognitive slice
method, the local summary structure method, and consis-
tency structure dispel. Since these three methods merge the
known and cognitive relationships of the sampled nodes
equally in cognitive matrix merging, a new matrix merging
method is proposed. According to the cognitive information
of sampled nodes is divided into two categories of self-
knowledge relationships and cognitive relationships, this
paper divides the merging process into three cases: (1)
merging self-knowledge relationships between sampled
nodes; (2) merging cognitive relationship between sampled
nodes; (3) merging known and cognitive relationship be-
tween sampled nodes. Merging rules are set according to
these three cases.

We combine the known relationships between the
sample nodes. In this paper, we use the merging local ag-
gregation method, as in the following equation:

Ri,j � Ri,j,i ∩Ri,j,j , (1)

where Ri,j,i and Ri,j,j represent the known relationships in the
cognitive matrix of sampled nodes i and j, respectively, and
Ri,j denotes the group relationship between node i and j.
When both Ri,j,i and Ri,j,j are 1 and both the sender and
receiver of the relationship determine that the relationship
exists, then the relationship i to j is judged to exist and Ri,j is 1.

Cognitive relationship merging between sampled nodes
is as follows:

Ri,j �
1, 

m

Ri,j,m ≥K,

0,

⎧⎪⎨

⎪⎩
(2)

where mRi,j,m denotes the individual cognitive summary of
all sampled nodes for the social relationship between i and j.
K is a set threshold valve. When both sender i and receiver j
of the relationship are not sampled, the summary value of
cognitive information of the relationship is referred to all
sampled nodes, and if the summary value is greater than or
equal to K, then the relationship Ri,j is determined to exist.

+e known and perceived relationships between sampled
nodes are merged.

Ri,j �
1, Ri,j � 1

m

Ri,j,m ≥K,

0,

⎧⎪⎨

⎪⎩
(3)

where Ri,j � 1&mRi,j,m ≥K denotes that when only one
side of both sender i and receiver j of the relationship is
sampled, then the known relationship of the sampled node is
first considered to be 1. If the known relationship of the
sampled node is 1 and the aggregated value is greater than or
equal to K, then the relationship Ri,j is determined to exist.

+e final result θ is obtained by combining the three
cases, θ� α +β+ c.

Ui,j Si,j Pk

Pk<P

Pk>P

Ri,j

Figure 1: BTCS algorithm flow.
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Taking the network (A, B, C, D, and E) in Figure 3 as an
example, the nodes (A, D, and E) are randomly sampled to
obtain the sampling set (1, 4, and 5) and the cognitive matrix
of A, D, and E. +en, the matrix merging is completed when
the threshold value is 2, and the merging process and the
merging results are obtained as shown in Figure 4. In
Figure 4, α, β, and c are the matrices obtained by merging in
the first, second, and third cases, respectively; θ is the final
result to obtain the real network matrix. +e social rela-
tionship between the sampled nodes (A, D, and E) is ob-
tained in α. For example, when analyzing the social
relationship from E to D, by accessing the self-knowledge
relationship of the cognitive matrix ofD and E, we get RE,D,D
and RE,D,E as 1. +en, we can decide that the social rela-
tionship from E to D exists, so we get RE,D �1 in α.

+e social relationships between the unsampled nodes
(B and C) are obtained in β. For example, in the analysis of
the social relationships from B to C, the cognitive rela-
tionships of all sampled nodes are accessed and
mRB,C,m � 2, which is equal to the threshold K, so we get
RB,C in x as 1. +e social relationships between sampled
nodes (A, D, and E) and unsampled nodes (B and C) are
obtained in c. For example, when analyzing the social
relationship from A to C, the known information of the
cognitive matrix of A is accessed first, and Ra is obtained as
1.+en, the cognitive relationships of all sampled nodes are
accessed, and mRA,C,m � 2, so RA,C,A is obtained in c, and
RA,C is 1.

+e nodal relationship matrix θ is predicted by intro-
ducing the K-value merged 3D matrix Ri,j,m, and different
prediction results θ are obtained under different K-values.
+e random partial sampling method under the social re-
lationship cognitive model is a fast and efficient measure-
ment method, and the prediction results are subject to error,
which requires us to control the error within a tolerable
range, so the error-tolerant control of the algorithm is
important. +erefore, an error-tolerant control process with
a threshold value is designed to adaptively regulate the value
of K so that the prediction result θ is closest to the true result.

Firstly, we analyze the relationship between the
sampling error rate and the threshold value as a function
of PK. +ese errors are divided into two categories: the first
type of relationship error refers to the relationship does
not exist in the real network, while the cognitive rela-
tionship is judged to exist; the second type of relationship
error P2 is the relationship exists in the real network, while
the cognitive relationship is judged not to exist. In the
dichotomous threshold algorithm, the threshold K is
compared with the network recognition to determine
whether the relationship holds, and the recognition is

influenced by P1, so P1 is the main factor affecting the
threshold reduction result, while P2 will be gradually
reduced in the reduction operation.

In Figure 4, the first type of error is generated by merging
the cognitive matrices of sampled nodes A and D, which
determine the nonexistence of the relationship A to D, while
the cognitive determination exists in the cognitive matrix of
E. In complex networks, P1 increases as the network data
increase, and the error P1 can represent the network error
rate Pk. +erefore, we need to analyze the relationship be-
tween the error P1 and the threshold K.+erefore, this
section analyzes the effect of the threshold K on θ by
comparing the merged matrix θ and the cognitive matrix
Ri,j,m of the sampled nodes, and obtains the relationship
between the value of K and the sampling error rate Pk.

Pk �
V

Q
, (4)

where V is the number of errors present in the sampled
nodes and Q is the number of possible errors in the sampled
nodes.

Setting the fault-tolerance control condition. In this section,
based on the maximum tolerable sampling error rate P′ (0.1,
0.15, 0.2), an error-tolerant control process is established to
find the smallest Kmin value such that Pk<P′, and the matrix
merging result is obtained when the output threshold K is
Kmin, which is the closest to the real network. +e prediction
result is the closest to the real network.

A error-tolerant control process is designed. +rough
the above analysis, the relationship Pk between the error rate
P and the threshold K is obtained. +erefore, according to
the control theory andmethod, and the fault tolerance range,
it can adaptively adjust the threshold K and control the error
rate Pk within the fault tolerance rate P′. In words, in BTCS
algorithm, fault-tolerant control process is an important part
of the algorithm. Too large or too small K value will directly
affect the accuracy of prediction results. BTCS algorithm
mainly analyzes the direct relationship between K value and
network sampling error, and designs the fault-tolerant
control process of threshold value, which can adaptively
control K value, find the best K value, minimize prediction
error, and improve prediction accuracy.

2.4.MathematicalModel. +emathematical model of BTCS
algorithm is divided into two parts: matrix dimension re-
duction model and fault-tolerant control model. In the
matrix dimensionality reduction model, it combines the
cognitive matrix according to the dimensionality reduction
rules under the set K value. In the fault-tolerant control
model, it analyzes the sampling error rate of the combined
matrix, controls the error rate within the fault-tolerant
range, and obtains the best threshold. +erefore, the
mathematical model of BTCS algorithm is established step
by step according to the matrix dimensionality reduction
model and error-tolerant control model.

According to the matrix dimensionality reduction rules
designed in the BTCS algorithm description, this subsection

n Ri,j,k
k Ri,j Pk

Pk<P

Pk>P, k↑

Kmin Ri,j

Figure 2: Upgraded BTCS algorithm flow.
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first obtains the sampling setm, the cognitive matrix Yi, and
the set threshold K. +en, the valid information in the
cognitive matrix is extracted in steps, and the mathematical
matrix operations are obtained as follows:

(1) separate the cognitive matrix Yi to obtain the known
relationship matrix YZ,i, and the cognitive rela-
tionship matrix YR,i.
Known relationship matrix:

YZ,i � i∗Y. (5)

Cognitive relationship matrix:

YZ,i � −i∗Yi. (6)

Cognitive matrix:

Yi � Yz,i + YR,i. (7)

Sampling node matrix and Z:

Z � 
i�m

YZ,i. (8)

Sampling node matrix and R:

R � 
i�m

YR,i. (9)

(2) +e topological information among the sampled
nodes is extracted from the cognitive relationship Z
to obtain the matrix α.
Extraction matrix:

T � m,

α � S1(T∗Z).
(10)

(3) extract the topological information of the cognitive
relationship judgment to obtain β+c.

2.5. Extraction Matrix

W � −m. (11)

Cognitive information

P1 � W∗Z,

P2 � W∗R,

β + c � Sk P1 + P2( .

(12)

+e three cases are summed to obtain the reduced-di-
mensional merged matrix θ.

θ � α + β + c. (13)

2.6. Error-Tolerant Control Mathematical Model
Implementation. According to the error-tolerant control
process described by the BTCS algorithm, the sampling error
rate Pk of the merged matrix under the set threshold K is
analyzed and the mathematical model operation is obtained
as follows:

(1) Calculate the number of errors W present in the
sampled nodes.

W � Sk(T∗R). (14)

A A B C D E
A 0 0 1 0 1
B 0 0 1 0 0
C 1 1 0 0 0
D 0 0 0 0 0
E 1 0 0 0 0

A A B C D E
A 0 1 0 0 0
B 1 0 0 0 1
C 0 1 0 0
D 0 0 0 0 0
E 0 0 0 0

1

0

A A B C D E
A 0 0 0 0 0
B 1 0 1 0 0
C 1 1 0 0 0
D 0 0 0 0 0
E 0 0 0 0 0

A A B C D E
A 0 0 1 0 1
B 0 0 1 1 0
C 1 1 0 0 0
D 0 1 0 0 1
E 1 0 0 1 0

A A B C D E
A 0 0 0 1 0
B 0 0 0 0 1
C 0 0 0 0 0
D 1 0 0 0 1
E 0 1 0 1 0

Figure 3: 5 node awareness matrix.

A A B C D E
A 0 0 1 0 1
B 0 0 1 0 0
C 1 1 0 0 0
D 0 0 0 0 0
E 1 0 0 0 0

D A B C D E
A 0 0 1 0 1
B 0 0 1 1 0
C 1 1 0 0 0
D 0 1 0 0 1
E 1 0 0 1 0

E A B C D E
A 0 0 0 1 0
B 0 0 0 0 1
C 0 0 0 0 0
D 1 0 0 0 1
E 0 1 0 1 0

A B C D E
A 0 0 0 0 0
B 0 0 0 0 0
C 0 0 0 0 0
D 0 0 0 0 1
E 0 0 0 1 0

A B C D E
A 0 0 0 0 0
B 0 0 1 0 0
C 0 1 0 0 0
D 0 0 0 0 0
E 0 0 0 0 0

A B C D E
A 0 0 1 0 0
B 0 0 0 0 0
C 1 0 0 0 0
D 0 0 0 0 0
E 0 0 0 0 0

A B C D E
A 0 0 1 0 0
B 0 0 1 0 0
C 1 1 0 0 0
D 0 0 0 0 1
E 0 0 0 1 0

α β γ

θ

A B C D E
A 0 0 0 0 0
B 0 0 1 0 1
C 1 1 0 0 0
D 0 0 0 0 1
E 0 0 0 1 0

Figure 4: Merge matrix process.
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(2) Calculate the number of possible errors Q in the
sampling nodes.

Q � T − α. (15)

(3) Sampling error rate Pk.

Pk �
W

Q
. (16)

Finally, the sampling error rate Pk under the control of
threshold K is obtained, and the dichotomous iteration
method is used to find the optimal threshold value K that
satisfies the fault tolerance condition.

3. CCS Relationship Prediction Method within
Colleges and Universities

3.1. CCS Algorithm. In the social relationship cognitive
model, the overall network random sampling prediction
method ignores the different cognitive characteristics among
nodes and ignores the high cognitive characteristics of nodes
within the same college. +erefore, the stability of this re-
lationship prediction method is poor. To address the
shortcomings of the overall network random sampling
prediction method, a relationship prediction method with
random sampling in colleges and universities is proposed as
the CCS prediction algorithm. [27] +e CCS algorithm is
applicable to networks where all college information is
known and the college structures do not overlap. When a
node belongs to more than one college at the same time, it is
grouped into the college with the higher number of rela-
tionships among nodes.

+e CCS algorithm takes advantage of the characteristics
of high cognitive degree among nodes within the same
college; firstly, the CCS algorithm assigns the sampled nodes
to each college proportionally; then, the CCS algorithm
completes the random sampling within the college
according to the sampling space of each community to
obtain the cognitive matrix of sampled nodes; finally, for the
characteristics of high cognitive degree of nodes within the
college, the CCS algorithm designs the matrix merging rules
based on the college to get the final prediction results.
Compared with other relationship prediction methods, the
CCS prediction algorithm effectively combines the cognitive
characteristics of nodes and college attributes.

+e CCS prediction algorithm is a relationship predic-
tion method in colleges and universities based on a social
cognitive model. Figure 5 shows the flow chart of CCS
prediction algorithm; in general, it is divided into three main
steps: community-based sampling, intracollege node rela-
tionship merging, and inter-GA node relationship merging.

+e community-based sampling is mainly to reasonably
allocate the sampling nodes according to the network
community structure and sampling space to obtain the
sampling node cognitive matrix. In the community-based
cognitive matrix merging, the sampled node cognitive
matrix relationships are first classified into intracommunity

node relationships and intercommunity node relationships;
then, the nodes are merged in steps according to the different
intracommunity and intercommunity nodes to obtain the
prediction results. In this section, four parts of community-
based sampling process design, community-based node
relationship classification, intracommunity node merging
design, and intercommunity node merging design are in-
troduced, respectively.

3.2. Sampling Process Design. In the data sampling process,
the CCS prediction algorithm implements a community-
based cognitive matrix data sampling, which combines
cognitive information with college information. +e com-
munity-based sampling characteristics of the CCS predic-
tion algorithm are mainly reflected in the following three
aspects.

+e CCS prediction algorithm is a data sampling process
based on a cognitive model. Like other relationship pre-
diction methods under the cognitive model, the data ob-
tained after sampling by the CCS prediction algorithm are
also a kind of three-dimensional 0–1 cognitive matrix set
Ri,j,k, where i represents the sender of the social relationship,
j represents the receiver, and Ri,j,k represents the observer of
the social relationship between i and j. If K observes that the
relationship from i to j exists, then Ri,j,k indicates that it does
not exist.

+e CCS prediction algorithm is a data sampling process
based on the node community structure. Based on the
network community structure (C1, C2, ... CN), the CCS
algorithm will allocate the sampling space to each com-
munity proportionally so that the sampling ratio within each
community is the same. For communities with more nodes,
the CCS algorithm allocates a correspondingly larger
number of sampled nodes; while for communities with fewer
nodes, the number of samples is correspondingly lowered to
ensure an even number of sampled nodes within each
community.

+e CCS prediction algorithm is a data sampling process
based on random sampling within communities. For each
community, under the condition that the number of sam-
pled nodes is determined, the CCS algorithm uses a random
sampling method in which each node has the same prob-
ability of being sampled.

3.3. StabilityAnalysis. In this subsection, this paper analyzes
the stability of the prediction algorithm under random
sampling conditions. In order to analyze the stability of the
prediction algorithm, multiple sets of experimental pre-
dictions were performed in this paper for different node
sampling results under the same sampling space using the
CCS algorithm, the Central Graph algorithm, and the LAS
algorithm. In each set of experiments, 1000 random samples
are performed for the same sampling space and 1000 pre-
diction results are obtained, and the confidence interval (CI)

n Ri,j,k Si,j Ui,j Ri,j

Figure 5: Flow chart of CCS prediction algorithm.
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numerical processing method is used to analyze the 1000
results.

In the confidence interval processing, this paper first
ranks the performance parameters of 1000 prediction net-
work results and then removes the first 2.5% and the last
2.5% to get the distribution curve of the performance pa-
rameters, and finally, this paper compares the confidence
distribution of the performance parameters of the obtained
prediction network results with the performance parameters
of the real network results to analyze the stability of the
algorithm under the random sampling conditions.

Figures 6(a) and Figure 6(b) show the density CI dis-
tribution curves and clustering coefficient CI distribution
curves of the CCS algorithm, Central Graph algorithm, and
LAS algorithm under different meter sample nodes at the
same meter sample rate, respectively; where the horizontal
coordinates indicate the sampling rate, the vertical coor-
dinates indicate the network density values and clustering
coefficient values of the predicted results, and the dashed
lines indicate the performance parameters of the real net-
work. From the analysis in Figures 6(a) and 6(b), it can be
obtained that (1) the network density distribution and the
clustering coefficient distribution of 1000 measurements at
different sampling rates are within the confined curve range.
(2) When the sampling space is small, the network density
confidence interval distributions and the clustering coeffi-
cient confidence interval distributions of the 1000 random
sampling prediction results of the CCS algorithm are smaller
than those of the LAS algorithm and the Central Graph
algorithm, and both are close to the performance parameters
of the real network. (3) As the sampling rate increases, the
network density confidence interval distribution and the
clustering coefficient confidence interval distribution of the
prediction results of the three prediction algorithms show
convergence and gradually become smaller. However,
compared with the other two algorithms, the network
density confidence interval distribution and the clustering
coefficient confidence interval distribution of the CCS al-
gorithm are closer to the performance parameters of the real

network. (4) When the sampling rate is larger, the CCS
prediction algorithm outperforms the LAS algorithm and
the Central Graph algorithm, and the CCS prediction al-
gorithm predicts results that are close to the real network
density.+erefore, the CCS algorithm is more stable than the
other two algorithms, it is less volatile by the different
sampling nodes and the stability of the algorithm is higher.

3.4. Prediction Accuracy Analysis. In terms of accuracy
analysis of the prediction results, the mean square error of
the three algorithms under different sampling rates is
compared. In this paper, the CCS algorithm is compared
with the Central Graph algorithm and the LAS (locally
aggregates structures) algorithm.

To analyze the prediction accuracy of the CCS algorithm
in communities, multiple sets of prediction experiments
were conducted in the cognitive social network data package
using the CCS algorithm with the Central Graph algorithm
and the LAS algorithm, respectively, and network density
MSE curves and average clustering coefficient MSE curves
were obtained, as shown in Figures 7(a) and 7(b), where the
horizontal coordinates denote the sampling rate, and the
vertical coordinates indicate the MSE values of network
density and clustering coefficients. From Figures 7(a) and
7(b), we can get that (1) the MSE values of CCS prediction
algorithm fluctuate less than Central Graph algorithm and
LAS algorithm at different sampling rates, and the prediction
results of both CCS algorithms are very close to the real
network. (2) When the sampling rate is small, the MSE
values of Central Graph algorithm and LAS algorithm are
larger, while the MSE values of CCS algorithm are smaller,
and the prediction accuracy of CCS algorithm is still very
high. (3) When the sampling rate is larger, the error value of
the LAS algorithm gradually decreases and approaches the
real network results, while the CCS algorithm still has a
certain smaller error when the sampling rate is 1. Because in
the sampling process of the CCS algorithm, it makes full use
of the network community information and subcommunity
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Figure 6: Density CI distribution (a) and clustering coefficient CI distribution (b).
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random sampling to ensure the balance of the overall net-
work cognition of the sampled nodes, it can always maintain
a high prediction accuracy. When the sampling rate is 1, the
community merging rule of CCS algorithm relies on the
overall cognition of the community to complete the rela-
tionship determination instead of directly accessing the
relationship sender and receiver, and thus, there is a small
error even if all nodes are sampled.

+e CCS prediction algorithm in the community is more
stable, more accurate, and faster than other relationship
prediction algorithms under cognitive models.

4. Conclusion

+is paper addresses the relationship prediction method
under the social network cognitive model. Based on the
relationship prediction method under the cognitive model, a
relationship predictionmethod under the cognitive model of
college student group is proposed, that is, BTCS prediction
algorithm. +e cognitive nature of the nodes in the network
is exploited, and the cognitive model of social relationships is
combined with the relationship prediction technique to
design a new method of cognitive matrix merging under the
cognitive model of university student groups, which ach-
ieves the relationship prediction of complex social networks
with low sampling rate and reduces the sampling time;
secondly, two methods of threshold control and dichoto-
mous lookup are introduced, and the interrelationship be-
tween threshold and network topological relationship error
is analyzed, and the dichotomous lookup is used to optimize
the measurement process. +e method of dichotomous
lookup is used to optimize the measurement process and
improve the efficiency of threshold control. Based on the
characteristics of high node awareness within the same
college, a method for predicting college student group re-
lationships in colleges and universities is proposed, that is,
the CCS prediction algorithm. In social networks, network
nodes not only have cognitive properties but also have social
attributes. Due to the different social attributes among

nodes, the closeness and cognitive degree among nodes are
different. +e group relationship prediction method for
college students with random sampling under the cognitive
model exploits the node cognitive characteristics to reduce
the effects of response time, data packet loss, and individual
behavior. Experimental results show that the CCS prediction
algorithm in colleges and universities is more stable, more
accurate, and faster than other group relationship prediction
algorithms for college students under cognitive models.
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*is paper applies the CenterNet target detection algorithm to the foreign object detection of coal conveying belts in coal mines.
Given the fast running speed of coal conveying belts and the influence of background and light sources on the objects to be
inspected, an improved algorithm of CenterNet is proposed. First, the depth separable volume is introduced.*e product replaces
the standard convolution, which improves the detection efficiency. At the same time, the normalization method is optimized to
reduce the consumption of computer memory. Finally, the weighted feature fusion method is added so that the features of each
layer are fully utilized, and the detection accuracy is improved. *e experimental results show that the improved algorithm has
improved speed and accuracy compared with the original CenterNet algorithm. *e foreign object detection algorithm proposed
in this paper mainly detects coal gangue and can also detect iron tools such as bolts, drill bits, and channel steel. In the ex-
perimental environment, the average detection rate is about 20fps, which can meet the needs of real-time detection.

1. Introduction

As the main artery of coal mining and transportation, the
working state of coal transportation belt directly affects the
mining and transportation volume of coal. Foreign matters
on the belt, such as large gangue and anchor bolt, are easy to
cause problems such as scratch and tear of the belt and coal
stacking and blocking at the coal chute during the high-
speed operation of the belt. *erefore, the detection of large
blocks, anchor bolts, and other foreign matters on the
transportation belt can effectively ensure the safe production
of the coal mine [1, 2].

Both target detection and image classification technology
can realize the classification and recognition of belt foreign
objects. However, target detection needs to locate the foreign
object in the image before recognition, which increases the
amount of calculation of the network to a certain extent, while
image classification technology can directly identify the foreign
object without locating the foreign object, and more com-
puting resources can be used in fast foreign object recognition.

*e complex environment of the mine makes the ap-
plication of the existing image classification methods in the
classification of foreign objects in coal conveying belt very
challenging. Many scholars introduce machine vision
technology into the image classification of foreign objects in
the mine. Wang et al. [3] identified large foreign bodies of
belt conveyor based on interframe difference method,
threshold classification, and select-shape operator. He et al.
[4] used the classification method of support vector machine
to classify foreign objects in combination with the texture
and gray features of foreign objects. Zhang [5] used mul-
tifeature fusion, combined with k-nearest neighbor algo-
rithm and support vector machine for foreign object
recognition. *e above methods have achieved good results,
but the image processing method combining feature ex-
traction and classification algorithm has some problems,
such as poor robustness and easy to be affected by illumi-
nation [6–9].

Convolution neural network uses convolution method
for feature extraction, which has strong robustness and has
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been widely used in many fields [10–13]. Some scholars also
study the image classification network of mine foreign
bodies. Pu et al. [14] established a foreign object recognition
model based on vgg16 network and the idea of transfer
learning, but the sample set was small, only 240 pieces. Su
et al. [15] designed an improved LeNet-5 network and
trained 20000 foreign object pictures in nonproduction
environment, with a recognition rate of 95.88%. Ma [16],
based on MobileNet network, optimized the network
structure, improved the loss function, and further improved
the recognition rate according to the characteristics of
foreign object image. At this stage, the shortcomings of
image classification of mine foreign bodies are as follows: (1).
*e sample collection is ideal without considering the actual
working environment. (2). *e network model has high
complexity, large amount of parameters, low accuracy, and
poor real-time performance.

Based on convolution neural network, in order to im-
prove the adaptability of the algorithm for the detection of
foreign matters in coal conveying belt under coal mine, this
paper puts forward the corresponding improved method. In
view of the low image quality caused by dark and uneven
illumination in the underground, firstly, the dataset is
preprocessed. Aiming at the problem of complex back-
ground of foreign object and large interference by coal block,
the training data is correctly marked, the backbone network
with good effect is adopted, and the weighted feature fusion
of feature layers with different scales is introduced, which
speeds up the convergence speed and reduces the amount of
parameter calculation. Under the condition of ensuring the
detection speed, the detection accuracy has been greatly
improved.

2. Methods

2.1. Target Detection Algorithm. *e CenterNet target de-
tection method was proposed at the 2019 CVPR (Computer
Vision and Pattern Recognition) conference [17–21]. *e
core idea of the algorithm is to regard the object to be
detected as a point, that is, the center point of the target
frame. *en, the center is found through the heat map and
other attributes of the target object, such as the size infor-
mation and pose information of the thing. *e network
structure of the CenterNet algorithm adopts ResNet-18,
DLA-34, and Hourglass-104, three backbone networks for
design and experiment. *e three networks are complete
encoding-decoding networks. *e resolution of the final
output feature map is subsampled 4 times compared to the
original image, so that it can adapt to the detection of objects
of various scales without multiscale design. *e algorithm is
based on anchor-free, so there is no need to set anchor boxes
in advance, thereby avoiding the selection of related
hyperparameters and eliminating the postprocessing process
of NMS, which significantly reduces the computational load
and training time of the network. *e CenterNet object
detection algorithm consists of three independent head
structures: the center point prediction, the center point
offset, and the target box’s size, as shown in Figure 1.

Assuming that I ∈ RW×H×3 is the input image, where W
and H represent the width and height of the image, re-
spectively. After it is sent to the backbone network, a heat
map containing the key will be generated.

Y ∈ [0, 1]
(W/R)×(H/R)×C

, (1)

where R is the subsampled factor and C is the number of
classes in the detection target.

If class c is detected at the position (xi,yi) of the heat
map, Yx,y,c � 1; on the contrary, if there is no target object at
the point, Yx,y,c � 0.

In the training phase, for an object, assuming that the
coordinates of its real frame in the input image are
(x1, y1, x2, andy2), the center point of the object can be
expressed as p � (x1 + x2)/2, (y1 + y2)/2. After subsampled,
the coordinates of the point are mapped to the heat map as
p � p/R and mapped it to the heat map
Y ∈ [0, 1]W/R×H/R×C through the Gaussian kernel transfor-
mation of the following formula:

yxyc � exp −
x − px( 

2
+ y − py 

2

2σ2p
⎛⎝ ⎞⎠. (2)

where σp is the standard deviation of the object size
adaptation if the Gaussian kernels of two objects of
the same category overlap, taking the one with the most
value.

In the prediction stage, the most considerable eight-
neighborhood value is first screened on the heat map, which
is equivalent to performing an entire pooling operation with
a kernel size of 3 on the heat map, and a total of 100 such
values are selected. Assuming that Pc is the detected point,
the coordinate of the i-th key point is (xi,yi) and using this
point to regress, the calibration frame is

Input
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Figure 1: Algorithm structure.

2 Scientific Programming



RE
TR
AC
TE
D

xi + δxi −
wi

2
, yi + δyi −

hi

2
, xi + δxi +

wi

2
, yi + δyi +

hi

2
 s.

(3)

where (xi, yi) � Oxi,yi
is the offset of the point in the heat

map relative to the original image during the subsampled
process and (wi,

hi) � Sxi,yi
is the length and width of the

target corresponding to the current point measured.
Yx,y,c � 0 is used to represent the confidence of the point,

that is, the probability of the existence of an object at the
current center point. In this paper, the screening threshold is
set to 0.3. For the 100 values selected above, it will be re-
served as the final result if the predicted probability is greater
than the threshold.

*e Loss function of the CenterNet algorithm consists of
three parts: the category loss function Lcls, the regression loss
function Lsize, and the bias loss function Loff , which are linear
combinations of the three.

Ldet � Lcls + λregLreg + λoffLoff . (4)

*e category loss function is the Focal Loss function.

Lcls � −
1
N

1 − Yxyc log Yxyc Yxyc � 1,

1 − Yxyc 
β Yxyc 

α
log 1 − Yxyc other.

⎧⎪⎪⎨

⎪⎪⎩
(5)

*e target center bias loss function is

Loff �
1
N


p

Op −
p

R
− p 




. (6)

*e regression loss function is

Lreg �
1
N



N

k�1
Spk

− sk



. (7)

*e relevant hyperparameters are chosen as λreg � 0.1,
λoff � 0.1, α � 2, and β � 4.

2.2. Hourglass Network Improvements. In this paper, the
Hourglass-104 network [22] is selected as the backbone
network of the CenterNet algorithm to extract features and
generate heat maps. *e network consists of two Hourglass
modules stacked, as shown in Figure 2.

For the first-order module shown in Figure 3, the net-
work adopts a fully convolutional neural network structure
in the form of encoding-decoding. *e repeated use of
bottom-up and top-down supervision mechanisms com-
bined with intermediate results has achieved good results in
keypoint detection.

*e most basic network unit in the Hourglass-104
network is the residual module, as shown in Figure 4. Almost
all the network computation is consumed in the convolution
operation of the residual module. For the detection task in
this paper, since the datasets are directly derived from video
surveillance, the image resolution is vast, the training time is
also very long, and the consumption of computer hardware
facilities is also relatively high.

To solve this problem, depthwise separable convolution
(DSC) module is introduced. *e DSC module is a light-
weight network. In the processing process, the depthwise
convolution of spatial relationship mapping is performed
first, and then the point-by-point convolution of channel
relationshipmapping is performed. In the process of network
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Figure 2: *e structure of Hourglass-104 network.
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Figure 3: *e first-order module.
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training and detection, the calculation of parameters can be
significantly reduced, which dramatically improves the
network’s work efficiency. *e structure diagram of the re-
sidual module after introducing DSC is shown in Figure 5.

Assume that the input is (B, C, W, H) data, where B, C,
W, and H are the size of the feature image batch size, the
number of channels, width, and height, respectively. *e
convolution operation of 3 × 3is performed, and the cal-
culation of standard convolution is as follows:

stc � B × C × W × H × 3 × 3. (8)

Depthwise separable convolution for calculation is used
first, and then the depthwise convolution operation is
performed, the calculation of the amount is as follows:

dw � C × H × W × 3 × 3. (9)

*en, the pointwise convolution operation is performed,
and the calculation of the amount is as follows:

pw � B × C × W × H. (10)

*e total computational cost of depthwise separable
convolution is the sum of the two.

ds c � dw + pw � (B + 3 × 3) × C × W × H. (11)

*e computational cost ratio of the standard convolu-
tion operation and the depthwise separable convolution
operation is as follows:

ds c

stc
�

(B + 3 × 3) × C × W × H

B × C × W × H × 3 × 3
�
1
B

+
1

3 × 3
. (12)

When a lot of data are processed, the difference between
the two calculation methods is more prominent.

2.3. Group Normalization Method. *e calculation result of
the BN layer depends on the data of the current batch. When
the batch size is small, the mean and variance of the batch
data are less representative, so the final result is also greatly
affected. As shown in Figure 4, as the batch size becomes
smaller and smaller, the reliability of the statistical infor-
mation calculated by the BN layer becomes worse and worse,
which will quickly lead to an increase in the final error rate.
However, when the batch size is more significant, there is no
noticeable difference. In target detection, segmentation, and
video-related algorithms, the batch size is generally set
relatively small due to large input images, diverse dimen-
sions, and computer performance reasons. To weaken the
influence of small-batch training on the detection results and
make the CenterNet algorithm more flexibly applied to
different hardware configuration environments, this paper
improves the BN (batching normalization) in the backbone
network to GN (grouping normalization).

Unlike BN, which normalizes channel by channel, GN
groups channels and normalizes them in groups. First, the C
channels are divided into G groups, and Sk� c|[(c/G) � k],{

c � 0, 1, . . . , C} is the channel number set composed of the

3X3
Depthwise BN ReLU BN

BN

BNReLU ReLU
Conv

3x3
Conv

1X1
Conv

1X1
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Conv

Figure 5: *e residual module after introducing DSC.
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Figure 4: *e residual module in the Hourglass-104 network.
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channel numbers that fall into the k-th channel group, where
k ∈ 0, 1, . . . , G − 1{ }, let the i-th feature of the j-th sample of
the current mini-batch sample set in the c-th channel be
x

(j,c)
i , the result after normalization is y

(j,c)
i , and the cor-

responding calculation formula is as follows:

x
(j,c)

i �
1

σ(k)
i

x
(j,c)

i − μ(k)
i  and (13)

y
(j,c)

i � ax
(j,c)

i + b, (14)

where sum is the mean and standard deviation of the i-th
feature of each feature map of the k-th channel, respectively,

μ(k)
i �

1
m · Sk





m

j�1


c∈Sk

x
(j,c)

i and (15)

σ(k)
i �

���������������������������

1
m · Sk






m

j�1

c∈Sk

x
(j,c)
i − μ(k)

i 
2

+ ε




. (16)

*e group-based normalization groups the feature map
channels, making each channel’s mean and standard devi-
ation more stable, effectively weakening the influence of the
number of samples in the small-batch sample set on the
feature normalization, and at the same time, the learning
efficiency of the model based on the gradient descent
method under low memory capacity is improved.

2.4. Weighted Feature Map Fusion. In the CenterNet net-
work structure, the input image is input into the Hourglass-
104 network after being subsampled 4 times. After 8 times,
16 times, 32 times, 64 times, and 128 times of subsampled in
turn, and then 2 times of upsampling in turn, only one
feature map is output. *e output feature map size is
subsampled 4 times from the input image. It can be seen that
only using the most extensive feature map for target de-
tection will inevitably lose some features of the image.

To make full use of the feature map generated after the
convolution operation, improve the detection ability of
small-sized targets, and reduce the algorithm’s complexity.
In this paper, the input image is subsampled 2 times, and
then sent to Hourglass, and then subsampled2 times, 4 times,
8 times, and 16 times in a turn, and output four featuremaps,
namely, P1, P2, P3, and P4, each feature’s layer resolution is
(1/2i+1) times the input image, and multiple output feature
maps are fused. Since each feature map contributes differ-
ently to the final fusion output, feature fusion cannot be
performed directly. *is paper uses a weighted method to
fuse the features of each feature map; that is, when the
feature map is fused, a learnable weight is assigned to each
input feature map. During training, the network can learn to
change the fusion weight of each feature map to change the
importance of each feature map to the final detection result.
To reduce the number of parameters and computation, the
improved model directly uses short-circuit connections in
the bypass convolution and instantly removes the convo-
lution operation. *e schematic diagram of feature fusion is

shown in Figure 6. *e feature maps from high-level to low-
level are obtained after upsampling, and then added, and the
final output has only one fused feature map pout.

*e calculation formula of feature fusion is

O � 
i

ωi

ε + jωj

· Ii, (17)

where Ii is the input feature map, the fused feature map, and
ωi, ωi ∈ [0, 1] is the corresponding weight. A minimum
value ε � 1e − 4 is set to avoid the situation where the de-
nominator in the above formula is 0.

*e fast normalized fusion method is also used for
weight fusion of the feature maps output by the two
Hourglasses, and the calculation formula is

Pout �
ωij · Pij

ωij + ε
. (18)

*e schematic diagram of weight fusion is shown in
Figure 7.

*e final improved CenterNet (Improve-CN) algorithm
network structure is shown in Figure 8.

3. Experiments and Analysis

3.1. Data Preprocessing and Labeling. *e dataset images in
this paper include two types of gangue and iron. *e gangue
is mainly coal road gangue and washing gangue, and the iron

Figure 6: Feature fusion.

Figure 7: Weight fusion.
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includes bolts, drills, steel bars, and channel steel. *e data is
obtained through industrial infrared surveillance cameras.
*e foreign bodies obtained with this mounting type have
the largest geometry. Detecting the foreign object early in
entering the belt, effectively reducing the missed detection
rate. *ere is no additional light source in the experiment,
only the underground lighting source, and the possible
miner’s head-mounted lamp.

Due to low brightness in the coal mine and the uneven
illumination caused by the irritating light source, the image
quality obtained is poor. It is necessary to preprocess the
directly acquired coal mine images to solve this problem.
*ere is a lot of underground impulse noise in coal mines, so
median filtering is performed first to eliminate the influence
of noise and slight jitter. Although the effect of noise is
eliminated, the contrast of the denoised image is still not
high, and it is not easy to distinguish the foreground and
background accurately. *erefore, the image continues to be
enhanced. *e method used is adaptive histogram equal-
ization (AHE). AHE achieves the purpose of adjusting the
image contrast by calculating the local histogram of the
image and redistributing the brightness. *e AHE algorithm
improves the local contrast of the original image, makes the
dark image brighter, suppresses the overbright area, and
obtains more detailed information, which enhances the
quality of the image.

Figure 9 compares the original image and the image after
median filtering and adaptive histogram equalization.

*e dataset in this paper is mainly composed of two
classes, namely, “gangue” and “iron” (including channel
steel, anchor rod, drill bit, and I-beam), which are marked

with label software. After an image is observed, a file with the
suffix “json” will be generated in the directory, which
contains the name and ID of the marked image, the category
label of the significant object, and the coordinates of the
object frame. *e coordinates are marked as the coordinates
of the upper left corner and the lower right corner of the box.
A total of 5,605 images of two types were collected in the
dataset of this paper. Since the foreign objects in the coal
conveyor belt are mainly gangue, the majority of gangue
images are 3,421, and there are a total of 2,184 iron images.
*e pictures are divided in the dataset, 70% of which are
used as the train set, 20% are used as a validation set, and the
remaining 10% are used as the test set. *e distribution of
the datasets is shown in Table 1.

3.2. Network Training. Since the collected dataset pictures
are few and cannot meet the training requirements of deep
learning, the dataset needs to be augmented. In this paper,
the dataset is augmented by random cropping, flipping,
rotation, translation, and scaling. *ere are five types of
scaling factors in augmentation (0.5,0.8,1,1.2, and1.5).
During training, Batch size is set to 8, an epoch is 140, and
the initial learning rate is 5 × 10− 5. At 90 rounds and 120
rounds, respectively, it is attenuated 10 times, and SGD is
used for network optimization. *e weight decay rate and
momentum factor are designed to be 10− 4 and 0.9, re-
spectively, and the input image is uniformly scaled to 512 ×

512 sizes. *e experiments are all completed on
Ubuntu18.04, Nvidia GTX1060 graphics card, E5-2650 v2
CPU, CUDA10.1, cudnn7.6.5, Pytorch1.2.0, and the

Hourglass-104
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Feature fusion1x1 Conv
Keypoint
Heatmap

1x1 Conv

1x1 Conv

Keypoint
Heatmap

network
Hourglass-104

network
Conv+GN+ReLu

Conv+GN+ReLu

Conv+GN+ReLu

Conv+GN+ReLu

Conv+GN+ReLu

Input

Figure 8: Improved CenterNet (Improve-CN) algorithm network structure.
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hyperparameters selection of each algorithm is completely
consistent.

3.3. Experimental Results and Analysis. After about 100
rounds of training, the network converges. *e loss function
comparison between the improved algorithm and the
original standard CenterNet algorithm is shown in
Figures 10–13. *e four figures are in order of total loss
function curve, center point prediction loss function curve,
target box regression loss function curve, and center point
bias loss function curve. *e abscissa is the number of
training rounds, and the ordinate is loss change value. *e
blue line in the comparison image is the loss curve of the
standard CenterNet algorithm and the orange line is the loss
curve of the improved algorithm. It can be seen that the loss
of the enhanced algorithm is reduced by about 0.3 compared
with the original algorithm, and the original algorithm
converges in about 120 rounds, that is, the improved

algorithm speeds up the convergence speed. It can be seen
from the loss function comparison curve that the improved
algorithm has a smaller loss value than the original
algorithm.

original image

median filter image

AHE enhancement image

Figure 9: Comparison of the three images.

Table 1: Foreign object dataset in the coal belt.

Datasets Gangue/piece Iron/piece
Train set 2388 1545
Validation set 676 423
Test set 355 223
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Figure 10: Total loss function curve.
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*e quantitative comparison results of the two algo-
rithms on the test set at 140 rounds are shown in Table 2.
*e main test indicators are average precision (AP) and
average recall (AR), AP reflects the algorithm’s accuracy and
AR reflects the false detection level of the algorithm. *e
larger these two indicators are, the better the algorithm’s
performance is. AP50 and AP75 in Table 2 are the average
accuracy rates when they are IOU ≥ 0.5 and IOU≥ 0.75,
respectively. APS, APM, and APL are the average accuracy
indicators for small targets, medium targets, and large
targets, respectively, and the AR indicators are marked in
the same way.

It can be seen from Table 2 that the improved algorithm
has a significant improvement in accuracy compared to the
original algorithm, and the improved algorithm has

improved target accuracy and recalls for various scales,
which is related to feature weighted fusion. By fusing the
features at multiple scales, on the one hand, the rich se-
mantic information of the high level can be fully utilized. On
the other hand, the spatial location information of the low
level can be obtained, which significantly improves the
accuracy of the target detection.

Four test images are randomly selected from the test set
and tested with the algorithm designed in this paper. *e
detection results are shown in Figure 14. It can be seen that
the proposed algorithm can accurately detect targets of
various scales, and the improved algorithm can also accu-
rately detect slender “iron objects,” especially those close to
the edge of the conveyor belt and along with the movement
direction distribution target.

Table 3 compares the detection results of different
target detection algorithms in the test set after training
under the same dataset. It can be seen that nearly 130ms
reduces the average detection time of the improved al-
gorithm compared with the original algorithm, and the
overall accuracy rate is improved by 6.9% or so. Compared
with the two-stage faster R-CNN algorithm [23–26], the
algorithm before and after the improvement significantly
shortens the detection time, but the accuracy rate de-
creases because the improved algorithm only needs to
predict the target’s center point compared to the anchor
frame. *e computational complexity is significantly re-
duced, so the speed is improved. Still, many anchor boxes
provide a greater possibility of correctly detecting the
target, so the accuracy rate is higher, and the application
can be used to monitor the same transmission belt through
multiple cameras to offset this shortcoming. Compared
with the one-stage detection algorithm YOLOv3, the de-
tection speed and accuracy of the improved algorithm have
been improved. *e results show that the enhanced al-
gorithm achieves a good balance between detection speed
and accuracy.
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Figure 11: Center point prediction loss function curve.
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4. Conclusion

As fixed-point monitoring by network cameras is gradually
replacing manual inspection and becoming an essential
underground monitoring method for coal mining enter-
prises, the proposed foreign object detection method can be
directly deployed on this basis. As long as the host computer
that meets the hardware requirements is configured, the
noncoal foreign matter can be detected at the early stage
when it enters the coal conveying belt, and an alarm re-
sponse can be made. In the later stage, the robot can au-
tomatically sort the detected foreign objects to realize the
integration of foreign object detection and grasping, which
can improve work efficiency while protecting personal safety
and further reducing potential safety hazards.
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*e dataset can be accessed upon request.
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Table 2: Comparison between CenterNet and Improve-CN.

Evaluation indicators CenterNet Improve-CN

Average precision (AP)

AP50 0.4822 0.5522
AP75 0.2669 0.3080
APs 0.1056 0.1834
APM 0.2778 0.3422
APL 0.4531 0.4734

Average recall (AR)

AR50 0.3888 0.5025
AR75 0.2522 0.3138
ARs 0.1835 0.3221
ARM 0.4341 0.5551
ARL 0.5012 0.5982

Table 3:*e comparison among other objects detection algorithm.

Algorithm Average detection Time/s MAP
Faster R-CNN 4.1671 0.5877
YOLOv3 0.0943 0.4344
CenterNet 0.0626 0.4828
Improve-CN 0.0508 0.5521

Figure 14: *e foreign objects detection result with the proposed algorithm.
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Fault diagnosis technology is the science of identifying the operating state of a machine or unit, and it studies the response of the
change in the operating state of the machine or unit in the diagnostic information. It can give an early warning to the failure state
of the machine and stop the machine before a major failure occurs so as to protect the life safety of the on-site sta� and avoid huge
economic losses to the enterprise. For mechanical equipment, fault diagnosis consists of three main links: fault detection; fault
identi�cation; and fault classi�cation. Aiming at the problems that need to be solved in the fault diagnosis of industrial robots, this
paper adopts a data-driven intelligent diagnosis method to establish a fault diagnosis model of industrial robots based on Deep
Belief Network (DBN) and DSmT theory. Firstly, based on wavelet transform and information energy entropy correlation theory,
the vibration signal of industrial robot is extracted, and the energy entropy normalized eigenvector is established.�en, the energy
entropy normalized feature vector is divided into training set and test set to complete the creation of DBN network model. Finally,
using DSmT theory to carry out decision-making fusion, a fault diagnosis model for industrial robots is established, and ex-
periments are carried out on the K-R-R540 robot to verify the applicability of the established fault diagnosis model. It is proved by
experiments that the industrial robot fault diagnosis model based on the deep belief network can meet the requirements of the
recognition accuracy of robot faults, and the model will perform poorly when the faults coexist with multiple faults.

1. Introduction

�e e�cient production of industrial robots is the key to
ensure the whole product production system of the enter-
prise. �erefore, enterprises and researchers pay attention to
keeping industrial robots in an e�cient working state. For
enterprises, once the system of industrial robots breaks
down, it will lead to the stagnation of the whole production
line. If the faulty robot cannot be repaired in time, the robot
fault may evolve into a huge production accident, and even
threaten the life safety of enterprise sta�. After the industrial
robot is put into use, its application is under the arti�cial
inspection and maintenance mechanism under strict reg-
ulations. �e enterprise needs to invest a lot of human
resources to complete the daily, weekly, and monthly in-
spection and maintenance of the industrial robot, and
according to the inspection and maintenance record, the
itinerary of the �nal equipment working state, and take this

as the basis to form the equipment maintenance manual of
the industrial robot and summarize the equipment pa-
rameters of the industrial robot in the fault state. After data
analysis, the failure frequency of each equipment, as well as
the failure law and failure cause, is obtained so as to ac-
cumulate practical experience for dealing with the failure in
the future. �is traditional industrial robot fault diagnosis
has obvious disadvantages. It needs to consume a lot of
human and material resources to complete, which is un-
bearable for ordinary small enterprises. Because they do not
have a professional enterprise maintenance team to ensure
production safety, they are �nally banned in the �erce
market competition. Moreover, with the continuous prog-
ress of production and the uncertainty and randomness of
industrial robot fault itself, it is still unable to achieve timely
early warning and fault isolation for unexplained faults,
which is di�cult to meet the e�cient and safe requirements
of industrial production.
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Fault diagnosis is to identify and judge the early fault
characteristics of the equipment through various monitoring
methods based on the operation status of the equipment so
as to formulate relevant maintenance plans. Based on the
above research background, this paper will take industrial
robot as the research object, based on signal processing
knowledge and deep learning theory, and with the help of
industrial robot fault simulation platform, study the ap-
plication of deep confidence network in industrial robot
fault diagnosis. From the perspective of practical consid-
erations, when the industrial robot has faults or potential
faults, the research in this paper can accurately identify the
fault type and judge the fault degree, provide the basis for
subsequent maintenance decisions, greatly reduce the
downtime, and reduce the direct and indirect economic
losses. From the perspective of theoretical research, it can
enrich the content of industrial robot fault diagnosis
methods and provide a certain theoretical reference and
basis for the development of related research work [1–10].

2. Related Work

)e widespread use of industrial robots requires researchers
to monitor and evaluate their working status in real time. In
order to achieve this goal, domestic and foreign scholars and
experts have done a lot of research. Freeman et al. proposed
that, by analyzing the robustness of the fault cause, the
corresponding filter can be designed to eliminate strong
interference, and the fault diagnosis of the underwater robot
can be realized by calculating the residual error of the model.
Saleh Ahmad et al. established a fault diagnosis system based
on a reconfigurable robot model by applying additional
force and torque sensors at the joints of the robot. )is
method requires additional sensors to be added to the
structure of the robot, resulting in the failure of the robot
hardware.Additional Charges. Hashimoto et al. established a
fault diagnosis model based on Bayesian time series by
analyzing the failure causes of the robot under working
conditions, which can quickly identify the occurrence of
robot faults and isolate them. )is method requires a large
number of system parameters of robot faults as prior
conditions to guarantee the accuracy of the model. Verma
et al. established a robot fault diagnosis method based on
discrete-time observer by designing an observer method and
completed the fault diagnosis of robot joints through the
cooperation of detection and diagnosis observers. )is
method requires a large amount of joint sensor information.
Jaber et al. analyzed the fault signals of the robot under
various working conditions by collecting the vibration signal
of the working state of the robot, using wavelet transform,
time-frequency domain analysis, and other methods to
realize the fault diagnosis of the robot. Ferreira et al. used the
synovial observer to establish a robot fault diagnosis model
and applied it to the fault diagnosis of the COMAU robot.
)e experiment proved that this method can achieve ac-
curate diagnosis for a single fault, but it does not perform
well in the diagnosis of robot fault states with multiple faults
coexisting. )e safe operation of industrial robots requires
maintenance personnel to complete the processing of the

faults that have occurred or will occur in time. )e tradi-
tional fault diagnosis methods have been unable to adapt to
the current production mode of enterprises. )e estab-
lishment of a fault diagnosis model suitable for industrial
robots is to solve this problem. Due to the complex structure
of industrial robots, concurrent failures often occur. It is
precisely because of the existence of this problem that a fault
diagnosis method for industrial robots based on analytical
thinking logic has been proposed. By using the idea of deep
learning, it is possible to explore and identify the intrinsic
relationship between various types of faults in industrial
robots. So that when the robot fails, it can easily solve the
failure problem in the operation of the industrial robot
[11–15].

3. Related Theoretical Methods

3.1. FailureAnalysis of IndustrialRobots. )e failure forms of
industrial robots usually manifest as control system failures
and drive system failures. )erefore, industrial robot failures
can be divided into two categories: logical failures and
physical failures. Logical faults are mainly caused by the
failure of the industrial robot control system, and the robot
cannot complete tasks according to the instructions, which is
mainly manifested in the decline of performance indicators;
physical faults are mainly due to the robot shutdown caused
by the hardware failure of the industrial robot, including
circuit aging or damage, motor failure, bearing wear, and
reducer failure. Table 1 shows several common failure forms,
failure characterizations, and failure causes of industrial
robots. It can be seen from Table 1 that there is not a simple
one-to-one correspondence between the failure forms of
industrial robots, the failure representations, and the failure
causes. Some more complex failure forms and failure rep-
resentations correspond to multiple failure causes, and some
failure causes will also occur.)ere are many different forms
of failure characterization. Since the failure of industrial
robots will be accompanied by changes in vibration signals,
and it is precisely because of this unique feature, the easiest
way to evaluate the current working state of industrial robots
is to judge the vibration signals of industrial robots.
According to the basis, as well as having good applicability,
using vibration signal as the fault of industrial robot is also
used as a main research method to study the fault of in-
dustrial robot [16].

3.2. Deep Belief Networks

3.2.1. Restricted Boltzmann Machines. Ordinary Boltzmann
Machine (BM) is the predecessor of RBM. Each BM
structure consists of two layers of networks, which are
defined as the visible layer v and the hidden layer h, re-
spectively. Figure 1 shows the BM structure. It can be found
that the network structure of BM is fully connected by
random neurons, so it has a strong ability to learn specific
rules from complex data in an unsupervised form, but at the
same time its disadvantages are also obvious. )e fully
connected structure makes the network. )e training time is
long, and the computational cost is high. )e emergence of
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RBM is to improve the defects of BM network structure; it is
a new unsupervised learning network structure model based
on greedy learning. Except for the undirected nature of the
interlayer connection, there is no difference from the general
BM principle in terms of network definition of each layer,
neuron output and representation, and neuron state value
rules. Figure 2 shows the RBM structure organization. )e
energy model of RBM can be intuitively understood as
follows: a small ball with a rough surface and an irregular
shape is placed anywhere in a large bowl with a very rough
surface. Affected by gravitational potential energy, generally
speaking, when the state is stable, the probability of the ball
staying at the bottom of the bowl is the greatest, and of
course there is a certain possibility that it will stay at other
positions in the bowl. In the theory of the energy model, the
final stable stop position of the ball is defined as a state, each
state corresponds to an energy, and this energy can be
represented by an energy function. So, in a sense, the
probability that the ball is in a certain state can be expressed
by the energy of the ball in the current state [17].

3.2.2. Basic Structure of Deep Belief Network. RBM is an
important foundation of DBN. From the macroscopic point
of view, the network structure of DBN is mainly composed
of several RBM stacks and a labeled classifier, as shown in
Figure 3. As can be seen from Figure 3, this deep DBN
network has four layers of hidden units, the input of the
network is the sample data that meets the requirements, and
the top is the label information corresponding to the input
data. First, the prepared input sample data is assigned to
each neuron in the visual layer of the first layer one by one,
after a series of iterative training and learning (i.e., forward
greedy learning and backward fine-tuning; the specific
process will be introduced later), the weight matrix between
each layer and the bias value of each neuron will reach a
certain stable state, which can fit the training samples to the
maximum extent. After the training is completed, when a
test data sample is input, the trained network will auto-
matically analyze and process the data and assign the
possibility of each category according to the calculation

result, and the sample will be included in the corresponding
category with the highest probability. Inside the network, all
feature data can share the entire network information to-
gether. )is sharing mode makes it more convenient to
extract the deep features of the data and can significantly
enhance the memory capacity of the entire network. )e

Table 1: Several common failure forms, failure characterizations, and failure causes of industrial robots.

Failure form Fault characterization Cause of issue

Power system failure
)e robot cannot be powered on Power circuit failure

Robot cannot move Power chip failure
)e host computer restarts Short circuited

Control system failure

Controller cannot be powered Damaged control chip

)e control port is unstable Control chip soldering
Controller failure

Robot out of control Control program run away
Damaged control chip

Motor failure
Motor stuck

Driver chip failure
Motor overcurrent protection

Drive joint failure
Bearing failure Bearing wear

Bearing fracture

Reducer failure Damaged reducer
Coupling loose

h1

h2

h3

v1

v2 v3

v4

Hidden layer

Visible layer

Figure 1: Schematic diagram of BM structure.
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Figure 2: Basic structure of RBM.
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training process of DBN mainly includes two processes:
forward greedy learning and backward fine-tuning. )e
greedy learning process of RBM is mainly to extract and
mine the feature information of the input data layer by layer,
and the backward fine-tuning process is to fine-tune the
structural parameters of the entire DBN network through
the known labels so as to adjust the parameters in the deep
layer containing multiple hidden layer parameter vectors
[18]. )rough the neuron of the deep belief network and the
ability to extract and mine the feature information of the
input data layer by layer, it has a good application perfor-
mance in industrial robot diagnosis.

3.2.3. Forward Greedy Learning. )e forward greedy learning
process is also called stacked RBM pretraining. In the whole
process, the algorithm itself learns the data without the par-
ticipation of label information, which belongs to a category of
unsupervised learning. Before the DBN algorithm was pro-
posed, one of the main bottlenecks encountered by the BP
neural network was that when the number of network layers

was too large, the problem of gradient dispersion would occur
during the training process, resulting in a poor learning effect
of the entire model. )e proposed unsupervised greedy
learning method solves this problem, it divides the deep
network into multiple shallow network structures and restricts
model training and parameter adjustment to this shallow
network. It turns out that by adequately training these net-
works, good training results for the entire model can be
achieved. )e forward greedy learning process is shown in
Figure 4. As can be seen from Figure 4, the training in each step
is completed within a certain RBM. In the first step, the input
data is assigned to the neurons of the visual layer, the data of the
visual layer v is mapped to the hidden layer h1 through greedy
learning, and then the hidden layer h1 is reconstructed through
the CD-k algorithm to return to the hidden layer. View layer,
and adjust the internal weights and biases after calculating the
reconstruction error. On the basis of the first step, use the fully
trained parameter vector to solve the hidden layer h1, and use it
as the input of the second RBM structure, and train the
subsequent RBM structure in the sameway until the training of
the entire DBN network is completed [19–21].

top unitLabel
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hidden unit

hidden unit

RBM

Input data

Hidden layer

Weights

Visible layer

RBM
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fifth floor

Second floor
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fine-tuning
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Figure 3: Schematic diagram of DBN network structure.
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3.2.4. Backward Fine-Tuning. Forward greedy learning is a
typical unsupervised training process, which can roughly
capture information on the input vector, that is, obtain a
solution set within a large range, and the corresponding
internal parameter vector of each RBM is initially determined,
but the model cannot be obtained. For a high-precision
optimal solution, so it is necessary to use the backward fine-
tuning strategy to find it from this large-scale solution set.
Different from the forward greedy learning, the backward
fine-tuning process is a supervised learning method. )e
pretrained parameters are used as initialization parameters,
and the label information is used to further optimize each
layer of the DBN network to improve the overall recognition
rate and enhancement of the DBN network. Robustness of the
Model. )e principle of DBN’s backward fine-tuning algo-
rithm is similar to that of BP’s reverse adjustment, mainly
including fast gradient descent method and conjugate gra-
dient descent method. Compared with the model obtained by
the BP algorithm alone, the performance of the model after
fine-tuning the network as a whole by using the gradient
descent method combined with the label information tends to
be better. Because the pretraining step has been performed
before fine-tuning, it is now equivalent to only needing to do a
local search within a specific parameter space, so it is relatively
easier to converge, and it takes less time. )e reverse fine-
tuning process is shown in Figure 5.

4. The Establishment of Four Major Industrial
Robot Fault Diagnosis
Experimental Platforms

4.1. Introduction to the Experimental Platform

4.1.1. Experimental Equipment. )e experimental platform
is designed with the KR-3-R540 robot as the main equip-
ment. )e experimental equipment mainly includes KR-3-
R540 robot, vibration exciter, several acceleration sensors,
data acquisition and storage system, and data analysis sys-
tem. Among them, the data acquisition and storage system
and the data analysis system together constitute the

experimental host computer, which can realize the calling
and analysis of the vibration signal through the computer
and obtain the experimental results; since the fault used in
this chapter is described as the fault at the joint of the robot,
the vibration excitation is used. )e controller applies a
preset continuous excitation at the robot joints, in this way
to simulate the failure of the robot joints. )e data analysis
system is a computer equipped with Modal Genius software
provided by Yiheng Company, the operating system is
Windows 10, the CPU is Intel Core i7, and the running
memory is 16 G.

4.1.2. Experimental Platform Function. In order to realize the
acquisition of the vibration signal of the KR-3-R540 robot
joint and the end effector, the main functions of the exper-
imental platform designed in this chapter are as follows: (1)
Acceleration sensor is used to collect the vibration signal of
the acceleration sensor, of which a single acceleration sensor
can only collect the vibration signal on the Z-axis; the three
acceleration sensors can collect the vibration signal in the
three directions ofXYZ and store it in the data acquisition and
storage system, which is convenient for the computer to
retrieve the vibration data of the robot joints at any time.)is
system is Hangzhou Yiheng, the sensor data acquisition and
storage system provided by the company. (2) )rough the
KR-3-R540 robot teach pendant, change the trajectory of the
robot and the running speed of the robot (resp., 30%, 50%,
and 70% of the maximum speed) so that the acceleration
sensor can collect data at different speeds and different
working trajectories. )e robot vibration signal provides data
support for model creation. (3) )rough the modal analysis
software, the modal analysis of the robot is carried out
through the modal test. )rough modal analysis, determine
the cut-off frequency of the robot resonance frequency and
vibration frequency. Provide data support for designing filter
parameters in the next step. Figure 6 shows the sensor layout
of the KR-3-R540 robot. A single acceleration sensor is ap-
plied from joint 1 to joint 5, corresponding to sensor 1 to
sensor 5, respectively; because the structure of the end effector
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Figure 4: Greedy learning process before and after.
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and joint 6 is close, it is only at the end. )ree acceleration
sensors are applied to the actuator, corresponding to sensor 6,
and no acceleration sensor is added to joint 6. Figure 6 shows
the schematic diagram of the experimental platform. )e
vibration data is transmitted to the data acquisition and
storage system through the single acceleration sensor applied
to the robot joint and the three acceleration sensors of the end
effector, and the subsequent analysis is performed by the
computer.

4.2. Experiment Content and Data Collection

4.2.1. Experiment Content. Due to the interference of the
motion frequency and resonance frequency of the robot,
there is a large error in the original signal of the sensor. )e
range of the motion frequency and resonance frequency of
the robot is obtained through the modal analysis experi-
ment, and the signal is filtered by designing a filter. )e time
length is divided into experimental samples to obtain ex-
perimental data sets. In order to realize the creation of the
robot fault diagnosis model, it is necessary to design ex-
periments to collect the response joint vibration signals. Due
to the limitation of technology and cost, the robot failure
state used in this section is described as the robot’s end pose
deviation, which is not within the allowable range. )e fault
is a fault at the joint, and the fault is in the form of a
simulated fault. )e vibration exciter is set to continuously
excite and interfere with the joint motion of the robot,
resulting in the deviation of the robot’s end pose beyond the
allowable range. Set the robot running trajectory as a straight
line in space. As shown in Figure 7, the vibration exciter
interferes with the movement trajectory of the robot end
effector before and after joint 1. In Figure 7(a), the move-
ment trajectory of the robot end effector is in normal state;
Figure 7(b) is the motion trajectory of the robot end effector
after the vibration exciter interference (the point where the
maximum deviation is intercepted is enlarged and displayed,
and the different colors in the figure represent the repetitive
motion trajectory of the robot). Since the error range of the
robot’s end effector is [0, 0.35mm], comparing Figures 7(a)

and 7(b), it can be concluded that the pose accuracy of the
robot’s end effector is accurate after applying continuous
excitation with the exciter. Serious deviation occurs. At this
time, the robot state is regarded as a fault, and the specific
fault is the fault at joint 1.

)e specific content of the experiment includes the
following steps: (1) Using the KR-3-R540 robot teach
pendant, randomly set 10 closed-loopmotion trajectories for
the robot, and let the robot run at 30%, 50%, and 70% of the
maximum speed. Complete the command movement, and
the movement time is 20 s. (2) According to the above, set
the robot joint fault; the fault status is divided into five
categories; the first type of fault is expressed as no fault, the
second type of fault is expressed as a joint fault, and the third
type of fault is expressed as two joint faults, the fourth type of
fault is represented as three joint faults, and the fifth type of
fault is represented as four joint faults; the fault locations are
set as joint 1, joint 2, joint 3, and joint 4. )e detailed
description of the fault is shown in Table 2. (3) Acceleration
sensors are used to collect vibration signals of joints and end
effectors in all working states of the robot. )e sensors at the
joints are single-term sensors, and the end-effectors are
three-term sensors.

Sensor 1

Sensor 2

Sensor 3

Sensor 4

Sensor 5
Sensor 6

Figure 6: KR-3-R540 robot sensor layout.
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4.2.2. Experimental Data. )e joint vibration data of the
robot is used to complete a series of steps to establish a fault
diagnosis model suitable for the robot. Due to the limitation
of technology and operation space, the acceleration sensor
cannot be set inside the robot, but the sensor can only be set
on the robot shell, which will inevitably collect the motion
vibration signal and the robot resonance signal generated by
the robot during the movement process. Filters need to be
designed to eliminate these two interference signals.
According to the modal analysis results, it can be known that

the motion frequency of the robot is about 100Hz; the
resonance frequency is about 2200Hz.

In this study, the vibration data acquisition system
under the LabVIEW platform was designed, and experi-
ments were carried out on the gear fault simulation test
bench, and the gear fault diagnosis data set under different
working conditions was obtained. After the vibration signal
is collected under all working states of the industrial robot,
the corresponding experimental data are obtained, and a
total of 150 sets of different experimental source data are
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Figure 7: Comparison of the movement trajectories of the robot end effector before and after the exciter interference. (a) )e motion
trajectory of the robot end effector under normal conditions. (b) )e exciter interferes with the movement trajectory of the robot end
effector of joint 1.
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obtained. Each group includes the vibration signals of each
joint and the end effector, a total of 1200 sets of sensor
source data. First, filter the source data, and set the filter
parameters as follows: the low-pass filter frequency is
100Hz, and the high-pass filter frequency is 2200Hz. )en,
1200 sets of source data are divided with 0.1s as the sample
length, and 240000 experimental samples are obtained, of
which the number of experimental samples in normal state
is 48000, and the number of experimental samples in all five
fault states is 192000. )e vibration signal dataset of the
robot is shown in Table 3.

5. Fault Diagnosis of Industrial Robot Based on
Deep Belief Network

5.1. Creation Process of Fault Diagnosis Model. )is section
creates an industrial robot fault diagnosis model based on a
deep belief network (DBN). First, the wavelet transform is
used to decompose and reconstruct the vibration signal of
the industrial robot joint and the end effector. )en, the
energy entropy normalized eigenvector of the wavelet
reconstructed signal is constructed using the information
energy entropy and normalization theory. Finally, the
normalized feature vector is divided into a training set and a
test set. )e training set is used for forward layer-by-layer
training and reverse fine-tuning of the basic parameters of
the fault diagnosis model. )e test set is used to test the
accuracy of the fault diagnosis model.

5.2. Initialize DBN Network Parameters. In the process of
establishing a fault diagnosis model, it is necessary to ini-
tialize the basic parameters of the DBN network, including
the number of layers of the DBN network model, the di-
mension of the underlying input sample, the dimension of
the upper output label, and the forward unsupervised layer-
by-layer training learning rate, inverse fine-tuning learning
rate, number of iterations, momentum factor, and weight
matrix and bias. Among these basic parameters, the number
of model layers and the number of iterations can be set
according to experience, mainly based on model training
time and model accuracy; the underlying input sample di-
mension is determined by the number of elements of the
energy entropy normalized feature vector. )e label di-
mension is determined by the fault category labels contained
in the sample data; the weight matrix, bias, learning rate, and
momentum factor can be determined according to the
following rules. (1) Initial setting of the weight matrix and
bias: the initial setting of the weight matrix directly affects
the training speed of the model. If the initial setting of the

connection weight is too large, the fault classification result
will not meet the requirements, and the setting value is too
small. )is can lead to severely slow model training, neither
of which is desirable. Usually, the initial setting of the weight
should be a normal distribution conforming to N (0, 0.01),
and the initial setting of the bias between the visible layer and
the hidden layer can be 0. Because in the process of DBN
network training, the weight matrix and bias will be con-
tinuously updated according to the update criterion, which
can be initialized according to the empirical formula. )e
empirical formula is expressed as follows:

w � 0.1 × randn(n, m),

a � zeros(1, n),

b � zeros(1, m).

(1)

In the formula, n is the number of input layer neuron
units and m is the number of output layer neuron units.

(2) Initial setting of learning rate: the learning rate is a
key parameter of the gradient descent algorithm, an im-
portant basic algorithm in the DBN network training
process, which determines the gradient descent distance
each time the algorithm is executed. If the initial set value of
the learning rate is relatively small, it will cause the model
to step too slowly towards the minimum loss function
value, which will take extra time to complete the model
training; if the initial set value is large, it will lead to DBN.
)e reconstruction error of the network is too large, which
will seriously cause model training failure. )e initial
setting of the forward unsupervised layer-by-layer training
learning rate of the DBN model is generally 0.1, and the
initial setting of the reverse fine-tuning learning rate is
generally 0.01.

(3) Initialization of momentum factor: the main role of
momentum factor in DBN model training is to improve the
antioscillation performance of the training process by in-
troducing the estimated gradient value after the previous
iteration into the algorithm so that the algorithm can
converge quickly and stably to the allowable range.

θt+1 � θt + Δθt,

Δθt � mbΔθt−1 + ε ×
z ln L

z ln θ
.

(2)

In the formula, mb is momentum factor; ε is learning
rate; and zlnL/zlnθ is sample gradient.

)e formula is the parameter update formula of the DBN
network after adding the momentum factor. After the
momentum factor is introduced, the update value of the
DBN network parameter is calculated by the sample gradient

Table 2: Robot fault description.

Fault description Type 1 fault Type 2 fault Type 3 fault Type 4 fault Type 5 fault
Joint 1 0 1 1 1 1
Joint 2 0 0 1 1 1
Joint 3 0 0 0 1 1
Joint 4 0 0 0 0 1
Note. “0” means there is no fault at the joint; “1” means there is a fault at the joint.
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and the correction value after the last iteration. )e initial
value of the momentum factor is generally set to [0.5, 0.9].

5.3.ModelAccuracyAnalysis. According to the analysis, it can
be determined that the number of wavelet envelopes is 7.
Figure 8 shows the energy entropy normalized eigenvectors
corresponding to different wavelet base numbers. )e abscissa
is the wavelet packet decomposition node, and the ordinate is
the element value in the energy entropy normalized eigen-
vector. It can be seen from the comparison in the figure that
when the wavelet base is db1, there are still obvious differences
after the 96th node, and the signal information is relatively
complete; when the wavelet base is greater than db1, especially
when the wavelet base is above db4, at 96. )e normalized
energy entropy of all nodes after the node is close to 0, the
difference between the nodes is very small, and the signal
information is seriously lost. In order to make the normalized
energy entropy feature vector have a good representation and
meet the requirements of the underlying input of the DBN
model, the wavelet base is selected as db1 in this paper.

)e software used in this section is MATLAB 2019b, the
operating system is Windows 10, the CPU is Intel Core i7,
the graphics card is NVIDIA 930M, and the running
memory is 8G. Divide the sample data into training set and
test set according to the ratio of 4 :1. )e training set in-
cludes 192,000 experimental samples (38,400 normal ex-
perimental samples and 38,400 each of 4 types of fault
experimental samples); the test set contains 48,000 experi-
mental samples (9,600 normal experimental samples and
9,600 each of 4 types of fault experimental samples).
According to the decomposition level of 7 and the wavelet
base of db1, the wavelet packet is decomposed and nor-
malized. Each experimental sample can construct an energy
entropy normalized feature vector containing 128 elements.
)e training set of the DBN network model is 192,000 input
samples, and the test set is 48,000 input samples. )e input
layer item of the DBN networkmodel is 128, the output layer
is represented as the sample fault label, and the output layer
item is 6. )e basic parameters of the DBNmodel are shown
in Table 4, and the sample labels corresponding to the output
layer are shown in Table 5. )e number of iterations of the
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Figure 8: Node energy entropy under different wavelet bases. (a) db1. (b) db2. (c) db3. (d) db4.

Table 3: Robot vibration signal dataset.

Running speed Type 1 fault Type 2 fault Type 3 fault Type 4 fault Type 5 fault
30% 16000 16000 16000 16000 80000
50% 16000 16000 16000 16000 80000
70% 16000 16000 16000 16000 80000
Total 48000 48000 48000 48000 24000
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DBNmodel is set to 100, the number of inverse tuning times
is preset to 100 and multiplied to 1000, and the learning rate
and momentum factors are set to 0.1 and 0.9, respectively.
Figure 9 shows the fault identification accuracy under dif-
ferent tuning times. It can be seen from Figure 9 that when
the number of iterations reaches more than 900, the fault
identification accuracy tends to a fixed value of 99.4%. It can
be seen that the number of forward iterations of the DBN
model used in this paper is 100 times, and the number of
reverse tuning times is 100 times, should not be less than 900
times.

Figure 10 shows the fault identification accuracy of the
fault diagnosis model based on DBN network when dealing
with different fault states. It can be seen from the figure that
the fault identification accuracy of the fault diagnosis model
based on the DBN network can reach 99.4% when dealing
with a single fault, and with the increase of the number of
faults, the fault identification accuracy of the model also
begins to decline, especially when dealing with the first fault.
When there are five types of faults, the fault recognition
accuracy is only about 85%. It is concluded that the fault

diagnosis model based on DBN network used in this chapter
is not good in dealing with the fault diagnosis of multiple
faults coexisting, and the model needs to be further improved.

6. Conclusion

)e status of industrial robots in industrial production is getting
higher and higher, and its normal operation is directly related to
production safety, and it is also particularly important for the
fault diagnosis of industrial robots. In order to improve the fault
recognition accuracy of the industrial robot fault diagnosis
model, this paper is based on theDSmTtheory, and the results of
the DBN networkmodel diagnosis are fused at the decision level
to achieve the purpose of improving the fault recognition ac-
curacy of the model. Taking the output layer of the fault di-
agnosis model of the DBN network as the fault evidence, the
conflict between the pieces of evidence is analyzed, the fusion
rules and decision rules of DSmT are selected, and the fault
diagnosis model based on DBN and DSmT is established.
According to the requirements of the model for the experi-
mental sample data, an experimental platform is built, the basic
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Figure 9: )e fault identification accuracy of the fault diagnosis model based on DBN network when dealing with different fault states.

Table 4: DBN model parameters.

Parameter Numerical value
Wavelet packet decomposition layers 7
Wavelet packet wavelet basis db1
Initial bias 0
Initial weight 0.001
Learning rate 0.1
Momentum factor 0.9
Input layer item 128
Output layer project 6

Table 5: Sample labels corresponding to the output layer.

Sample description Sample label
Class I failure 0 0 0 0 0 0
Type II fault 1 0 0 0 0 0
)ree types of faults 1 1 0 0 0 0
Four types of faults 1 1 1 0 0 0
Five types of faults 1 1 1 1 0 0
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parameters of the DBN fault diagnosis model are determined
through MATLAB programming, and a fault diagnosis model
suitable for robots is established; finally, the fault diagnosis used
in this experiment is verified by design experiments. )e ap-
plicability of the model: It can be seen that the fault recognition
accuracy of the industrial robot fault diagnosis model based on
the DBN network can reach 99.4% when dealing with a single
industrial robot fault. With the increase of the number of in-
dustrial robot faults, the industrial robot fault recognition ac-
curacy of the model also begins to decline. Especially when
dealing with the fifth type of fault, the accuracy of industrial
robot fault recognition is only about 85%.
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Public cultural services for the elderly are part of the government-led public services for society in order to meet the needs of
people’s spiritual and cultural life. As the global problem of ageing becomes increasingly serious, the problem of balancing the
supply and demand of public cultural services for the elderly has become increasingly serious. How to realize a public cultural
service system for the elderly with wide coverage and e�ective integration of resources has become a pressing problem to be solved.
In order to solve the above problems, this article designs a public cultural service system for the elderly based on intelligent
computing. Firstly, the problems that lead to the ine�cient use of public cultural resources for the elderly are analyzed. Secondly, it
attempts to introduce an advanced intelligent computing technology (Cuckoo Search) to build a three-dimensional public cultural
resource sharing system for the elderly.�en, the standard Cuckoo algorithm is improved by using chaotic mapping and dynamic
step size for the characteristics of public cultural services in order to improve the convergence speed and the accuracy of the
search. �e experimental results show that the designed system can e�ectively integrate the grassroots resources of cultural
institutions such as libraries, cultural centres, and cultural service centres, verifying its e�ectiveness and feasibility.

1. Introduction

�e right to culture is one of the fundamental rights of
citizens. It is an important duty of governments to attach
importance to and protect the basic public cultural rights of
citizens. With the rapid development of the economy, the
people have begun to pursue spiritual satisfaction after
satisfying their material needs. People’s demand for public
cultural services is growing rapidly and is characterised by
multilevel, di�erentiation and personalization. �e ageing
of the population is a major social issue in the twenty-�rst
century and a major feature of human development in the
twenty-�rst century. With the development of the coun-
try’s economy and the improvement of people’s living
standards, the number of elderly people is increasing at an
unprecedented rate [1–3]. Under the premise that material
living conditions are basically satis�ed, the spiritual and
cultural needs of the elderly are receiving more and more
attention.

�e cultural industry for the elderly is an ageing business
that aims to meet the spiritual and cultural needs of the
elderly. �e content of social security is divided into three
levels: economic security, service security, and spiritual
security [4–7]. Social security for the elderly is an important
element of social security. Maslow’s Hierarchy of Needs
theory gives an incisive overview of the hierarchy of human
needs. It is of great signi�cance at this stage to organically
combine public cultural services with the cause of the elderly
so as to drive up the level of elderly services for the whole
society.�e construction andmanagement of public cultural
services is a process of gradual rise and improvement. Public
cultural resources for the elderly are an important support to
meet the growing cultural needs of the general public. In this
context, it is of great practical importance to make a sci-
enti�c analysis of the problems in using public cultural
resources and to explore new ways of integrating resources.

With the growing di�erentiation in demand for public
cultural services, a single cultural resource is no longer able
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to meet the cultural needs of the majority of older people,
and the integration of public cultural resources has begun to
attract the attention of academics. Due to different research
perspectives and local practices, researchers have conducted
different studies on the integration of public cultural re-
sources. After summarising, current research mainly dis-
cusses the integration of public cultural digital resources, the
integration of public cultural resources, and the integration
of public cultural resource paths [8–11]. -e comprehensive
use of various current advanced management methods and
technologies to optimise the allocation of resources and to
develop a reasonable integration plan are key elements in the
design of public cultural service systems for the elderly.
Currently, most of the public cultural resources manage-
ment methods and integration schemes are still only in the
original fixed manual mode.-e low level of automation and
informatization has resulted in a public cultural service
system that is unable to meet the changing needs of older
people. In other words, the existing public cultural service
system for older people does not meet the time-sensitive
requirements of changing needs. -erefore, the main ob-
jective of the design of public cultural services for older
people is to optimise the allocation and path of the main
resources according to the changing needs in real time.

At present, researchers have applied integer program-
ming, linear programming, dynamic programming, and
objective programming methods in operations research to
solve a part of representative public cultural resources in-
tegration and optimisation problems. However, most of the
public cultural resources integration and optimisation
problems are NP-Hard problems, so the existing solution
methods and strategies are not yet effective in solving the
allocation of public cultural resources in real life. For ex-
ample, the optimal solution algorithm can find the optimal
solution to the scheduling problem in polynomial time for a
specific optimisation objective, including the branch-and-
bound method, mathematical planning method, and dy-
namic planning method. Kolpakov [12] used the branch-
and-boundmethod to find the optimal solution to the small-
scale problem with this objective based on the actual situ-
ation of production management with the objective of
minimising time cost. For the feasible boundary problem
along the positive direction of the gradient, Okon [13]
proposed a multiobjective optimal solution for linear pro-
gramming. Although the optimal solution algorithm can
obtain an optimal solution, it requires an infinite exhaustion
of the solution space of the problem and is therefore
computationally too costly in terms of time. Based on
knowledge and experience in solving scheduling problems,
heuristic algorithms can obtain suboptimal solutions in a
short time, such as goal tracking methods, linear relaxation
methods, and domain search algorithms. For example,
Güney [14] proposed a linear programming relaxation
method for solving sequencing problems, implementing a 2-
approximation algorithm based on three certainties. Al-
though heuristic algorithms can construct problem solutions
quickly, the quality of the solutions is poor. Heuristic al-
gorithms often require a large number of iterative opera-
tions, and the solution efficiency and quality are greatly

influenced by the structure of the algorithm and the choice
of parameters.

Intelligent computing is a new type of algorithm de-
veloped by simulating natural organisms, with features such
as self-organization, self-learning, and self-adaptation. -e
collective movement of groups of animals in nature is a very
interesting phenomenon. Each member of a group of ani-
mals is an individual, yet all the individuals are able to form a
whole. Intelligent computing mainly includes genetic al-
gorithms, forbidden search algorithms, simulated annealing
algorithms, particle swarm algorithms, and ant colony al-
gorithms. Intelligent computing is easier than general
heuristic algorithms to find suboptimal solutions close to the
optimal solution of a problem. Gong et al. [15] proposed an
ensemble genetic algorithm for solving interval multi-
objective optimisation problems and demonstrated that
intelligent computing has faster solution speed and better
solution accuracy. Pan et al. [16] proposed a caching strategy
for ethnic traditional sports video resources based on in-
telligent computing. Experimental results show that the ant
colony simulated annealing algorithm can improve the hit
rate of the content on mobile edge computing servers.

-e most important issue in the design of public cultural
services for older people is the optimisation of resource
allocation and pathways. However, when the number of
individual older people is large, the traditional method of
manual resource integration consumes a lot of time and
effort. In addition, the lack of adaptiveness of the traditional
manual resource integration method leads to public cultural
resources being restricted to a fixed path, which is inflexible
and cannot meet the timeliness in real life. -erefore, in
order to solve the above problems, this article proposes
introducing intelligent computing [17–20] into the design of
public cultural services for the elderly. By simulating the
movement behaviour of a large-scale group of elderly people
in real time, the optimal location and path of cultural re-
sources can be planned. -e Cuckoo Search (CS) algorithm
[21–24] is an emerging type of group intelligence algorithm
that can imitate the movement behaviour of a flock of birds
searching for the best nest location, with strong local and
global search capability and convergence speed. -erefore,
the CS algorithm is used in this article to simulate the
movement behaviour of groups of elderly people.

-e main innovations and contributions of this article
include the following:

(1) -is article introduces advanced intelligent com-
puting technology (Cuckoo Search) to build a three-
dimensional system for sharing public cultural re-
sources for the elderly.

(2) -e standard CS algorithm is improved for the
limited range of optional spaces in public cultural
services using chaotic mapping and dynamic step
size in order to improve the convergence speed and
optimisation finding accuracy.

-e rest of the article is organized as follows: in Section 2,
the problems in the existing public cultural services system
for older people are studied in detail, while Section 3
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provides the problem statement and research ideas. Section 4
provides the public cultural service system for the elderly
based on an improved CS algorithm. Section 5 provides the
simulation results and analysis. Finally, the article is con-
cluded in Section 6.

2. Problems in the Existing Public Cultural
Services System for the Elderly

2.1. Inadequate Supply of Public Cultural Resources. Older
people use public cultural facilities through cultural insti-
tutions such as libraries, cultural centres, and cultural service
centres. A statistical survey was conducted on the public
cultural resources for older people in a provincial capital city
in China, for example. It was found that the service effec-
tiveness of cultural institutions was unevenly distributed in
most areas. For example, cultural service centres are too
small and not well equipped. In addition, the number of
mass cultural and sports activities organized by cultural
institutions was less than 10 per year. Although public li-
braries and cultural centres at all levels have public electronic
reading rooms and provide free access to the Internet, the
speed of access to the Internet is unsatisfactory, and the
facilities are not well equipped. However, the speed of access
to the Internet is not satisfactory, and the resources available
are very limited.

2.2. Public Cultural Resources Are Too Dispersed. For a long
time, public cultural resources for the elderly have been
scattered across a number of grassroots departments. Each
department uses the public cultural resources it has in its
own area to provide public cultural services for the elderly
population. -e constraints of the administrative system
have created a situation where grassroots public cultural
resources are too scattered to be effectively integrated, which
is not conducive to the full utilisation of grassroots public
cultural resources. In particular, the layout of grassroots
public cultural facilities is unreasonable.

Firstly, the government deliberately pursues the ag-
glomeration effect of public cultural facilities, resulting in
many public facilities being concentrated around local ad-
ministrative centres.-is type of layout planning ignores the
service radius of public cultural facilities, which makes it
very inconvenient for the public to use public cultural fa-
cilities. Due to the rapid development of urbanisation, local
administrative centres are located far away from the city
centre. Secondly, due to the constraints of construction land
conditions, many cultural centres or cultural service centres
are built in the corners of cities, towns, and villages. Such a
layout is also very unreasonable. It is not convenient for the
masses to participate in activities, resulting in the margin-
alisation of cultural service institutions. In the long run,
grassroots cultural service facilities have become orna-
mental, resulting in a great waste of cultural resources.
Finally, the lack of communication and coordination be-
tween departments results in a poor layout. -e lack of
communication between the planning and construction
departments of public cultural facilities and their users has

led to deviations between the completed public cultural
facilities and the needs of the public. -is standardised
construction planning ignores the actual needs of the users
and, to a certain extent, also results in a waste of resources.

2.3. *ere Is Structural Waste in the Supply of Public Cultural
Resources. -e structural waste in the supply of grassroots
public cultural resources refers, on the one hand, to the lack
of coordinated planning resulting in the duplication of the
construction of grassroots public cultural facilities; on the
other hand, it refers to the inability to effectively match the
supply of grassroots public cultural resources with the needs
of the grassroots. Both of these aspects lead to low utilisation
of grassroots public cultural resources, resulting in a waste of
resources. Due to the administrative system, each depart-
ment is responsible for the construction of public cultural
facilities within its own area. -is approach to resource
planning is a “compartmentalised” construction model. -e
lack of coordination among all parties involved in the
provision of public cultural services has led to the dupli-
cation of public cultural facilities and, to a certain extent, to a
waste of resources. -e imbalance between supply and
demand leads to low utilisation of public cultural resources
at the grassroots level. Public cultural resources are supplied
in a single way, and there is a lack of feedback mechanisms
on the needs of the public. -e allocation of resources in
public cultural institutions does not meet the needs of the
public, which ultimately leads to low utilisation of public
cultural resources at the grassroots level.

3. Problem Statement and Research Ideas

-e group behaviour of animals shows consistency as a
whole, but each member of the group is independent, i.e.,
having a certain freedom of behaviour. -e behavioural
trajectory of each individual is different. -erefore, due to
this specificity of group behaviour, each individual’s motor
control is required to have certain random properties in
order to make the final simulated group behaviour more
natural.

-e basic principle of the group intelligence algorithm is
to simulate animal evolution and natural competitive be-
haviour, and it has strong advantages in solving process
arrangement and route planning problems. -e Cuckoo
Search (CS) algorithm is an emerging kind of group intel-
ligence algorithm [25–27] with strong local and global
search ability and convergence speed. -erefore, in order to
solve the most important problems of resource allocation
optimisation in the design of public cultural services for the
elderly, this article proposes introducing intelligent com-
puting into the design of public cultural services for the
elderly. By simulating the movement behaviour of a large-
scale group of elderly people in real time, the optimal lo-
cation of cultural resource subjects is planned. Collision
detection is introduced in the generation of individual
movement paths in order to solve the problem of collision
between individuals. In addition, the standard CS algorithm
is improved with chaotic mapping and dynamic step size in
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order to increase the spatial range of group behaviour op-
tions and smoothly adjust the trajectory curve in order to
improve the convergence speed and optimisation accuracy.

4. A Public Cultural Service System for the
Elderly Based on an Improved CS Algorithm

4.1. Modelling of Individual Goals for Older People. -e
system designed simulates the public cultural services as a
bird’s nest and each individual elderly person as a cuckoo. By
simulating the natural behavioural changes of the elderly
population, the final birdhouse location is generated that
best matches the actual needs. In order to provide a com-
prehensive view of the individual behaviour of the elderly, an
RGB colour space model is used to represent the individual
target characteristics of the group. -e entropy of the in-
dividual image is first analyzed by RGB information H(U).

H(U) � E log pi  � −Epilog pi, (1)

where pi represents the probability of a single letter pixel
occurring. -e logarithm in the above equation generally
takes the value of 2.

-e colour degrees are calculated as follows:
1

|Ω|

p∈Ω

Rp − Gp



 + Gp − bp



 + Bp − Rp



, (2)

where |Ω| is the individual size. Rp, Gp, and Bp are the RGB
colour components.

-e gradient distribution of individual targets in the
population is then represented by a gradient histogram g(p)

, which is calculated as follows:

g(p) � min max Rp, Gp, Bp , 1.1 , (3)

where 1.1 is the curve truncation value.
Finally, the texture features of individual targets in the

population are represented using a grey-scale cooccurrence
matrix P(i, j) , which is calculated as follows:

P(i, j) � # x1, y1( , x2, y2(  ∈M × N|f x1, y1( 

� i, f x2, y2(  � j,
(4)

where f(x, y) represents the input population target of size
M × N and #(x) represents the number of individuals in set
x. i and j represent two different grey-scale values.

4.2. Basic CS Algorithm. A new global search algorithm,
called the Cuckoo Search (CS) algorithm, was proposed in
2009 by modelling the behaviour of cuckoos searching for
nests to lay their eggs [28]. In nature, cuckoos search for
suitable nest locations to lay their eggs in a random way. To
simulate the behaviour of the cuckoo in its nest search, first,
three ideal states are set as follows:

(1) Each cuckoo lays one egg at a time and chooses a nest
at random to incubate it.

(2) In a random selection process of nests, the best nest
selected will be retained for the next generation.

(3) -e number of available nests n is fixed and the
probability of discovery by the nest owner is
pa ∈ [0, 1].

Based on the three ideal states mentioned above, the
updated formula for the optimal path and location of the
bird’s nest is shown as follows:

x
t+1
i � x

t
i + α⊕L(λ)(i � 1, 2, . . . , n), (5)

where xt
i denotes the position of the nest of the i-th cuckoo

in the t-th literation and a denotes the step parameter. S
denotes the random walk step length. To facilitate the
implementation of the algorithm, S in this article uses the
vegetable dimensional flight formulation [29]:

S �
μ

|v|
(1/β)

, (6)

where the flight parameters μ and v follow a normal
distribution.

μN 0, σ2μ , vN 0, σ2v , (7)

σμ �
Γ(1 + β)sin(πβ/2)

Γ[(1 + β)/2]2(β−1)/2β
 

(1/β)

,

σv � 1.

(8)

4.3. ImprovedCSAlgorithm. Chaotic mapping [30–32] is the
inherent characteristic of nonlinear dynamical system,
which is a kind of random process with the certainty of the
regular expression. -erefore, it is often used to improve the
performance of intelligent algorithms to find the best per-
formance. -erefore, in this paper, the standard CS algo-
rithm will be improved using chaotic mappings. -e logistic
formulation of the standard chaotic mapping system is
shown as follows:

yn+1 � 4yn 1 − yn( , (9)

where n � 1, 2, . . . is the state, yn denotes a chaotic variable,
and yn ∈ [0, 1].

In order to increase the range of optional spaces for
group behaviour and improve global optimisation perfor-
mance, the current optimal position of the bird’s nest in the
CS algorithm xbest is chaotically optimised:

y
k
1 �

xbest − x
k
min

x
k
max − x

k
min

. (10)

-e above equation is the process of mapping xbest to the
defined interval [0, 1] of yn+1. -e chaotic sequence yk �

(yk
1, yk

2, . . . , yk
T) is generated by performing T iterations on

yk
1 according to equation (10):

y
k
n+1 � 4y

k
n 1 − y

k
n . (11)

Next, the chaotic sequence yk � (yk
1, yk

2, . . . , yk
T) is

mapped back to the original space by the inverse of equation
(11):
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x
∗k
best,m � x

k
min + x

k
max − x

k
n y

k
m, m � 1, 2, . . . , T. (12)

At each iteration, the adaptation value for each nest is
calculated and the best location x∗kbest,m in each iteration will
be selected. -e best location x∗kbest,m is then used to replace a
randomly selected nest location in the nest.

In the basic CS algorithm, Levy flight is used to generate
a random step size. However, the variation of this step size
is very unstable. During the search process, the larger the
step size is, the easier it is for the CS algorithm to search for
the global optimal solution; however, it reduces the search
accuracy and even sometimes oscillates. -e smaller the
step size, the lower the search speed of the CS algorithm,
but the local search ability is enhanced, which improves the
solution accuracy. -erefore, the use of Levy flight to
generate step size, although random, lacks adaptivity. To
address this problem, the step size needs to be dynamically
adjusted adaptively according to the search results at dif-
ferent stages, and the relationship between the global
search ability and the search accuracy needs to be properly
handled.

di �
x

k
i − x

k
best,m

�����

�����

dmax
, (13)

where xk
i is the location of the nest i at the iteration k and

dmax is the maximum distance between the best nest location
and the other nest locations in the group.

-e specific dynamic step adjustment method is as
follows:

stepi � stepmin + stepmax − stepmin(  di, (14)

where stepmax is the maximum step size and stepmin is the
minimum step size. Equations (13) and (14) allow for the
automatic adjustment of the dynamic step size.

4.4. CollisionDetection Based onNURBSModelling. In order
to prevent collisions between different individuals in a
group, a group model was constructed by means of NURBS
modelling and collision detection was introduced in order to
solve the problem of collisions between individuals. -e
NURBS model is defined as follows:

C(t) �


n
i�0 ωiPiNi,k(t)


n
i�0 ωiNi,k(t)

, (15)

where Pi represents the position of the surface vertices of the
target model, Ni,k(t) represents the basis function of the
nonuniform rational B spline curve, and ωi represents the
control adjustment weights. -e method for collision de-
tection is shown as follows:

velj � 

n

i�1.i≠ j

1
dist(i, j) · n

· velj⎡⎢⎢⎣ ⎤⎥⎥⎦ · S + velj · (1 − S), (16)

where velj indicates the current speed of movement of the
detected individual j and S ∈ [0, 1] indicates the weight that

controls the degree of aggregation of the group. dist(i, j)

denotes the distance between different individuals.
In order to keep the direction of each individual in the

group consistent with that of other individuals, equation (16)
only selects the average direction of the neighbouring in-
dividuals of the target individual.

velj � 
n

i�1.i≠ j

1
n

· velj⎡⎢⎢⎣ ⎤⎥⎥⎦ · S + velj · (1 − S). (17)

Finally, to complete the aggregation behaviour, to bring
all individuals closer to the centre of the whole cluster, the
final calculation of velj is shown as follows:

velj � 
n

i�1.i≠ j

posi
n

⎛⎝ ⎞⎠ − posi⎡⎢⎢⎣ ⎤⎥⎥⎦ · S + velj · (1 − S), (18)

where posi represents the vector of cluster centres.

4.5. Steps for Planning the Best Cultural Resource Subject.
An improved CS algorithm is used to simulate the move-
ment behaviour of large groups of elderly people in real time
so as to obtain the best locations for cultural resources. -e
aim of the planning is to obtain the best locations for cultural
institutions, including libraries, cultural centres, and cultural
service centres, so as to improve the coverage and utilisation
rate of elderly public cultural service resources. -e steps for
the simulation of movement behaviour of elderly groups
based on the improved cuckoo algorithm are as follows:

Step 1: set the number of individuals in the group, the
nest location, the initial adaptation value, the maxi-
mum step size stepmax, and the maximum step size
stepmin.
Step 2: calculate the fitness function value for each nest
in order to obtain the current optimal nest location and
optimal value. -e individual fitness values fitness are
calculated as follows:

fitness �

���������������������������

x − gx( 
2

+ y − gy 
2

+ z − gz( 
2



− rand(t),

(19)

where (x, y, z) is the current position of the individual,
(gx, gy, gz) is the 3D coordinate of the cluster target
location and rand(t) is the threshold value. -is
threshold is needed for distance spacing because the
individuals in the group cannot all gather to the final
target point but rather surround it.
Step 3: perform chaotic mapping of the current optimal
nest and a nest update process using equation (14) to
produce a new generation of nest locations, such as
cultural service centres.
Step 4: determine whether the stopping condition is
met; if so, output the optimal location (e.g., cultural
centres) and the optimal fitness value; otherwise, repeat
step 3.
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Step 5: after obtaining the optimal solution (the central
position of the entire cluster, e.g., the library), the
individuals in the population are collision detected with
all other individuals, and if a collision occurs, then skip
back to step 3 until no collision occurs.

5. Simulation Results and Analysis

5.1. Experimental Configuration Parameters. -e experi-
ments in this article are divided into two parts: (1)
standard function testing and (2) simulation of the
planning of public cultural resources. -e environment
used for the experiments is MATLAB R2016a, PC con-
figuration of Intel 2.4 GHz, 8G RAM, Window 10 op-
erating system. -e basic parameters of the improved CS
algorithm were set as follows: maximum step size is 1,
minimum step size is 10−4, variation probability is 0.5,
crossover probability is 0.9, probability of the bird’s egg
being found by the host is 0.25, and population size is 50.
-e experiment was conducted to simulate the move-
ment behaviour of a large group of elderly people in real
time by the improved CS algorithm so as to obtain the
best location and path of the cultural resource subject.
-e aim of the experiment is to obtain the best locations
of cultural institutions, including libraries, cultural
centres, and cultural service centres, so as to improve the
coverage and utilisation of elderly public cultural service
resources.

5.2. Standard Function Tests. -e optimal solution perfor-
mance of the improved CS algorithm was tested using six
classical test functions, and the results obtained were
compared with typical CS, ASCS [33], and DECS [34]. -e
maximum number of iterations in the tests was 1000, with
20 runs of each function and a dimension of 30. -e
variables of the six test functions took values in the range
[−5.12, 5.12]. -e six classical test functions were defined as
follows:

(1) Sphere function:

f1(x) � 
n

i�1
x
2
i . (20)

(2) Schwefel function:

f2(x) � 
n

i�1
xi


 + 

n

i�1
xi


. (21)

(3) Rastrigin function:

f3(x) � 

n

i�1
x
2
i − 10 cos 2πxi(  + 10 . (22)

(4) Griewank function:

f4(x) � 1 +
1

4000


n

i�1
x
2
i − 

n

i�1
cos

xi�
i

√ . (23)

(5) Ackley function:

f5(x) � −20 exp −0.2

������

1
n



n

i�1
x
2
i




⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠ − exp

1
n



n

i�1
cos 2πxi( ⎛⎝ ⎞⎠

+ 20 + e.

(24)

(6) Quartic (noise) function:

f6(x) � 

n

i�1
ix

4
i + random[0, 1), (25)

where both f1(x) and f2(x) are a single-peaked
function. -e global optimal solution of f3(x) is
within a steep canyon. f4(x) has numerous local
optimum points. f5(x) and f6(x) are both complex
multipeaked functions with a large number of local
minima. -e minimum, maximum, mean, and
standard variance of each run were obtained. -e
results of the comparison of the six test functions are
shown in Table 1.

As can be seen from Table 1, when the number of it-
erations is the same, the improved CS algorithm proposed in
this article obtains results that are closer to the global op-
timal solution when solving for six functions than the other
five algorithms.-e average fitness value of the improved CS
algorithm is improved by 10 orders of magnitude, and the
variance is significantly reduced. In particular, for functions
f4 with an infinite number of local optima, both the
minimum and average fitness values of the improved CS
algorithm reach the theoretical optimum, while the CS al-
gorithm falls into the local optimum. -e Schwefel function
is a complex single-peaked function and the Rastrigin
function is a complex multipeaked function, and other
existing algorithms are prone to produce local optimum
solutions. -e algorithm in this article enters the chaotic
mapping and uses its ephemeral nature to improve the
search range and accuracy.

In order to directly observe the optimisation-seeking
effect of the improved CS algorithm and the typical CS
algorithm on the six test functions, the evolutionary curves
of the optimal fitness values of the two were compared, as
shown in Figures 1–6. It can be seen that the improved CS
algorithm has higher optimisation accuracy and faster
convergence. In summary, the improved CS algorithm has
improved in terms of convergence accuracy and conver-
gence speed compared to CS. -is is due to the use of a
dynamic step size adjustment method, compared to a typical
cuckoo algorithm with random step sizes, thus enhancing
the search speed while ensuring global optimisation-seeking
capability.

5.3. Modelling the Movement Behaviour of Large Groups of
Older People. MATLAB programming was used to imple-
ment the improved CS algorithm based elderly group
movement behaviour control, and the obtained path data
was imported into NURBS software to simulate the crowd
animation. -e simulation of the elderly gathering group
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movement behaviour based on the improved CS algorithm is
shown in Figure 7, which verifies its feasibility.

5.4. Examples of Public Cultural Resources Planning. -e
essence of planning the public cultural resources is the
Traveling Salesman Problem (TSP). -is is the most basic
route problem and a classical combinatorial optimisation
problem. -e feasible solution to the problem is the full
permutation of all vertices. As the number of vertices

increases, the corresponding number of feasible solutions
increases accordingly. -erefore, public cultural resource
planning is an NP-Hard problem. As shown above, the
improved CS algorithm is very effective in finding the op-
timal solution to the continuous function problem. Next, the
effectiveness of the improved CS algorithm in public cultural
resource planning will be tested. -e designed system
modelled the public cultural service institution as a bird’s

Table 1: Comparison results of six test functions.

Function number Algorithms Minimum adaptation value Maximum adaptation value Average adaptation value Variance

f1

CS 2.74E− 08 1.21E− 07 5.82E− 08 5.93E− 16
ASCS 1.22E− 17 7.09E− 15 4.61E− 16 1.48E− 30
DECS 9.22E− 12 4.70E− 11 1.91E− 11 7.25E− 23

Improved CS 1.59E− 20 9.33E− 17 2.41E− 18 1.71E− 34

f2

CS 2.32E− 03 7.19E− 03 3.91E− 03 1.00E− 6
ASCS 9.32E− 10 5.71E− 09 2.22E− 09 7.28E− 19
DECS 5.94E− 06 7.84E− 05 4.68E− 05 2.01E− 10

Improved CS 1.45E− 11 5.13E− 10 6.47E− 11 4.95E− 21

f3

CS 0 3.30E− 26 1.07E− 27 2.21E− 53
ASCS 0 1.97E− 29 8.63E− 31 1.49EE− -61
DECS 0 0 0 0

Improved CS 0 0 0 0

f4

CS 1.22E− 06 1.66E− 03 1.85E− 04 9.43E− 08
ASCS 2.95E− 07 2.53E− 03 1.21E− 04 1.33E− 07
DECS 5.12E− 13 5.14E− 12 1.77E− 12 9.97E− 25

Improved CS 0 0 0 0

f5

CS 3.36E− 03 5.76E− 02 1.51E− 02 1.35E− 04
ASCS 6.73E− 09 3.46E− 07 5.40E− 08 5.08E− 15
DECS 1.94E− 06 7.19E− 06 4.04E− 06 1.26E− 12

Improved CS 1.03E− 10 6.48E− 08 2.81E− 09 1.38E− 16

f5

CS 3.67E− 03 4.32E− 02 2.22E− 02 6.41E− 05
ASCS 3.47E− 03 2.36E− 02 1.13E− 02 1.49E− 05
DECS 3.45E− 06 1.91E− 03 5.23E− 04 2.05E− 07

Improved CS 7.88E− 05 3.26E – 03 8.44E− 04 4.25E− 07
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nest and each individual elderly person as a cuckoo. -e
natural behavioural changes of the elderly population are
simulated to ultimately produce the bird’s nest location that
best meets the actual needs. -e location of the bird’s nest
location is the location of cultural institutions such as li-
braries, cultural centres, and cultural service centres.

-e typical CS, ASCS, DECS, and improved CS algo-
rithms were used to simulate the planning of public cultural
resources for the elderly in each of the four cities, and a
comparison of the simulation results is shown in Table 2. In
City A, there are only 10 public cultural resources for the
elderly. In City B, there are 30 public cultural resources for
the elderly. In City C, there are 50 public cultural resources
for the elderly. In City D, there are only 75 public cultural
resources for the elderly.

As can be seen from Table 2, for the very-small-scale
problem with 10 public cultural resources, all four algo-
rithms can find the optimal solution. For the problem with
30 public cultural resources, the improved CS algorithm can
find the optimal solution. For problems with 50 and 75
resources, the improved CS algorithm obtains optimal
values that are closer to the optimal solutions compared to
the other algorithms. It can be seen that the improved CS
algorithm has better optimality finding accuracy. Finally, the
coverage rate and utilisation rate of public cultural service
resources for the elderly after using the designed systemwere
counted in City D, and the results are shown in Figure 8.

As can be seen from Figure 8, the coverage and uti-
lisation rate of public cultural service resources for the el-
derly in City D increased over time after using the designed
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Table 2: Simulation comparison of public cultural resources planning.

City
number

Optimum
solution Algorithms Minimum adaptation

value
Maximum adaptation

value
Average adaptation

value Variance

A 2.6907

CS 2.6907 2.6907 2.6907 1.43E− 30
ASCS 2.6907 2.6907 2.6907 5.23E− 31
DECS 2.6907 2.6907 2.6907 6.11E− 31

Improved
CS 2.6907 2.6907 2.6907 5.82E− 31

B 423.741

CS 719.7529 787.0031 753.4504 442.0143
ASCS 469.7712 782.6938 677.0514 8162.634
DECS 499.4739 761.8066 607.7832 6354.7997

Improved
CS 423.741 720.4089 525.0658 6085.8082

C 427.855

CS 982.206 1018.3668 972.1053 564.1535
ASCS 766.8296 1073.2126 981.7529 2517.9561
DECS 635.8675 993.1679 904.5333 6125.7093

Improved
CS 510.5747 1040.1288 707.4548 13865.9908

D 594.18

CS 1664.7828 1815.353 1741.3225 1291.9662
ASCS 1585.4851 1868.9838 1789.8069 2376.4924
DECS 1568.5247 1775.9432 1707.7098 1795.046

Improved
CS 953.8732 1738.1591 1451.5683 25983.4133

Scientific Programming 9



system. At 160 days, both the coverage and utilisation rates
reached their highest values of 74.8% and 79.8%, respec-
tively, verifying the effectiveness of the improved CS algo-
rithm in the planning of public cultural resources for the
elderly.

6. Conclusion

-is article designs an intelligent computing-based public
cultural service system for the elderly. Intelligent computing
is introduced into the design of public cultural services for
the elderly, thus solving the most important resource
planning problem in the planning of public cultural services
for the elderly. -e CS algorithm is used to simulate the
movement behaviour of large groups of elderly people in real
time to plan the best location and path for cultural resource
subjects. Collision detection is introduced in the generation
of individual movement paths in order to solve the problem
of collision between individuals. In addition, the standard
CS algorithm is improved with chaotic mapping and dy-
namic step size in order to increase the spatial range of group
behaviour options and to smoothly adjust the trajectory
profile in order to improve the convergence speed and
optimisation accuracy. Experimental results from six stan-
dard function tests show that the improved CS algorithm is
very effective in finding the best for continuous function
problems. -e experimental results of the simulation with
the planning of public cultural resources show that the
coverage and utilisation rate of public cultural service re-
sources for the elderly have been increasing with the im-
proved CS algorithm, reaching 74.8% and 79.8%,
respectively.
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�e “pursuit of deep learning” is mentioned among the recent trends driving the key trends driving educational technology in
schools. “Deep learning” is widely used as a term, and classroom teaching has begun to focus more andmore on deep learning.�e
heuristic teaching method is gradually accepted and used by educators all over the world with its scienti�c teaching mode and
novel teaching methods. In today’s children’s physical education classroom, the heuristic teaching method has achieved certain
results and e�ects, but in the process of trying, there is still room for development and improvement. Based on the deep learning
model, this research will improve the existing heuristic teaching methods, through the experimental research on children's
physical education classroom, observe the data results obtained by the deep learning-based children's physical education heuristic
teaching, and analyze according to the results, so as to achieve the e�ect of heuristic teaching. A multilabel classi�cation model
ALSTM-LSTM is proposed according to the algorithm adaptation method in the multi-label learning method. �e experimental
results obtained an accuracy of 95.1%, which is higher than other deep learning models, and also reached the best in the evaluation
indicators of precision, recall, and F1 score.

1. Introduction

With the continuous development of science and tech-
nology and the progress of society, the future society needs
talents who can create high technology and new resources.
Based on such a situation, it is urgent to deepen the reform
of education. In the educational reform, heuristic teaching
is a key point of the reform. Heuristic teaching emphasizes
the combination of educators’ follow-up guidance and
students’ thinking expansion, so that a class should not
only learn the content of knowledge but also open up a new
way of thinking for students, that is, independent inquiry
learning. As the main body of education, students should
actively participate in the curriculum and the process of
knowledge exploration, so as to achieve the purpose of
integrating knowledge. Educators should also respect
students, fully mobilize students’ interest in the inquiry

process, care for students, not criticize students’ wrong
answers in class, give correct guidance, and encourage
students to think. It can also improve students’ self-con-
�dence in mathematics learning. �e multi-label analysis
of posture in rope skipping refers to the use of the con-
structed deep learning model to judge which limb posture
meets the standard and which limb posture needs to be
corrected in the process of rope skipping. In arti�cial
intelligence science, the multi-label limb posture analysis
problem in children’s physical education heuristic teaching
can be transformed into multi-label learning problem.
Based on the principle of deep learning, through the
combination of multi-label limb posture analysis in chil-
dren’s sports heuristic teaching, this paper designs a
heuristic teaching algorithm for children’s sports, so as to
solve the problems in the process of children’s sports
heuristic teaching [1–10].
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2. Related Work

With the rapid development of Internet of )ings tech-
nology, the combination of sports industry and emerging
industries has become closer and closer.)e first extension is
based on reducing the subspace and swimming style in-
formation of possible posture configuration.)e researchers
have developed a class of label coding with spatial redun-
dancy, which allows the network to learn the specific filter of
swimming style. )is principle is applicable to any form of
activity information. )e second extension focuses on the
time of swimming video and proposes a two-step method, in
which the initial pose estimation is refined in a fixed length
sequence by an independent CNN module, and the ex-
perimental results show that the LSVM has reached the best
first extension based on reduction possible. )e second
extension focuses on the time of swimming video, which
proposes a two-step method in which the initial posture
estimate is refined by a separate CNN module in a fixed
length sequence. )e experimental results show that the
method has the ability to predict and improve the posture,
which clearly improves the baseline CPM architecture,
which provides help to attitude analysis during the player
swimming. Extract human appearance characteristics and
motion characteristics by using the OpenPose network
model. Use supervisory machine learning to identify four
activities categories, including sitting, standing, walking, and
falling.)e results show that the activity recognition method
based on two-dimensional bone data can obtain better
matching results as compared with the method based on
three-dimensional bone data. Classification of KNN clas-
sifier is found by comparing the performance of K-nearest
neighbor (KNN), support vector machine, Naive Bayes,
linear discriminating formula (LDA), and feedforward re-
verse neural network (BPNN). )e effect is best, and the
overall accuracy is 98%. )e robustness of the method also
tests in two multi-camera view scenarios, and the results
show that the CNN has better classification effect than other
classifiers, and the classification results are 100%. From the
current development of intelligent sports in the world, it has
been gradually realized. )is paper realizes the principle of
intelligent sports in the heuristic teaching of children’s
sports, which involves many contents, mainly including the
collection and processing of sports data and sports char-
acteristics, the extraction of sports network model, the re-
search on the development of the rope skipping action
analysis system, etc., and the heuristic teaching experience
research based on rope skipping in sports [11–15].

3. Related Theoretical Methods

3.1. Circulating Neural Network Model. )e time series is a
series of data accumulated in the time dimension, and many
applications are analyzed in time series data. Assuming 1 =
{x,. . .,x}, Xn is a time series of a length N, X= {X1,. . .,XM}
consists of M different single-dimensional time series, and
for each 1≤i≤M, the length of the time sequence is n. On the
classification problem of the time series, the format of the
data is usually as follows: dataset D � (x1, y1), (x2, y2), . . . ,

(xN, yN)} indicating the time series and corresponding
label, yi is achieved by one-hot coding, and the length k
indicates that there isK category. From a whole, in a network
model based on a time series, the input is the corresponding
classification probability of the continuous learning of the
neural network in the middle of the time series. Because time
data are complex and unstable, the depth learning method is
not assumed to assume the basic mode of the data, which is
more robust to noise, so the depth learning model is the
preferred method in time series data analysis. Circulating
neural networks are complex depth learning networks that
can be remembered, so they are widely used in the pro-
cessing of sequence data. )e RNN unit is the backbone of
the circulation network, and there are two incoming con-
nections and two outgoing connections in the RNN. LSTM
can select an input sequence area that contributes to class
tags in the context vector by attention. Note that mecha-
nisms are often used in natural language processing. In the
machine translation, a set of context vectors C is conditioned
in the target sequence y, and the context vector Ci depends
on the annotation sequence (h1,. . .,hTx) that maps the input
sequence to the encoder. In each comment, Hi contains
information about the entire input sequence, and the model
will focus on the part around the i-th word of the input
sequence where ci is weighted and calculated by hi [16]:

ci � 

TX

j�1
aijhj. (1)

Each comment aij’s weight hj is calculated as follows:

aij �
exp eij 


Tx

k�1 exp eik( 
, (2)

where eij = a(si− 1, hj) is the alignment model, which scores
the matching degree of the input around the j position with
the output at the i position. Bahdanau et al. parameterized
the alignment model as a feedforward neural network that is
co-trained with all other parts of the model, computing the
soft alignment directly during the computation of the
alignment model [17].

3.2.Heuristic TeachingNetwork Structure Based onOpenPose.
In preschool physical education, OpenPose, an open source
library for real-time multi-person pose estimation based on
deep learning, is introduced. It can accurately estimate the
pose of each person in the image in physical education
teaching in real time, so as to realize the extraction of face,
trunk, limbs, and hand bone points. It takes into account
real-time performance and accuracy and has strong ro-
bustness. )e core of this method is a bottom-up human
pose estimation algorithm based on part affinity fields
(PAFs), that is, to detect key points before acquiring the
skeleton, which avoids the long calculation time in multi-
person scenarios [18].

3.2.1. OpenPose Network Structure. Figure 1 shows the
multi-level prediction network structure designed by
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OpenPose. )e framework is based on the VGG19 network
model and converts the input image into image features F,
L(p), and S(p) by stage prediction. L(p) is the affinity vector
field PAFs, and S(p) represents the confidence of the key
points in the skeleton. )e structure divides the prediction
into 6 stages, the first 4 stages predict the affinity vector field,
and the last 2 stages predict the confidence. At each sub-
sequent stage, the predictions from the previous stage are
concatenated with the original image features as input to
generate more refined predictions. After obtaining the
confidence and affinity of the key points, the Hungarian
algorithm is used to optimally match the adjacent key points
to obtain the skeleton information of each person. OpenPose
has good real-time performance and has designed a variety
of model architectures to be compatible with different
hardware configurations. It uses a monocular camera for
reliable key point information without the need for a
dedicated depth camera like Kinect. Parts that can be es-
timated are eyes, ears, nose, neck, shoulders, elbows, wrists,
hips, knees, and ankles [19].

3.2.2. Confidence Map. In the human body pose estimation
based on OpenPose, in order to obtain the coordinate in-
formation of the key points of the human body, the Gaussian
modeling method is used to obtain the confidence map of
the position of the key points, and the confidence map is
used to represent the key points, wherein the value in the
confidence map is expressed as a certain probability of key
point locations. )e confidence map of key point locations
can be expressed as [20]

cj,k � exp −
p − xj,k

�����

�����
2

2

δ2
⎛⎜⎜⎝ ⎞⎟⎟⎠,

cj(p) � maxS
j,k

k (P),

(3)

where j represents the joint point of the human body, k
represents the kth target person in the image.

4. Action Analysis Algorithm in Heuristic
Teaching Sports Scenario

Computer vision-based motion analysis during exercise is a
complex problem, especially when analyzing vigorous
sports. In order to achieve a detailed description of the body
movements during the movement process, this paper uses
deep learning to build a model of the network.

4.1. Problem Definition. )e content of this paper is an
implementation method of intelligent sports in the rope
skipping motion analysis system, which involves many
fields, including data collection and processing, feature
extraction, data transmission, network model design, system
implementation, etc. According to the flowchart, it can be
clearly seen that the analysis of the swaying and jumping
action mainly includes two modules: one module is used to
obtain the key point information of the human body, and the

other module is used to mathematically model the obtained
key point information and build a multi-label classification
network model [21].

)e problem can be defined as given m groups of rope
skipping records, preprocess m groups of sequence data to
obtain a data sequence D= (r1, r2,. . .,rm), where rj,
i= 1,. . .,m represent m sequence data, where the label set
L= (l1, l2,. . .,ln), lj, j= 1,. . .,n represent the limb labels
during the rope skipping process, and each record in D is
associated with multiple labels in L. Multi-label pose analysis
can be represented by a tuple (ri, Yi), where Yi is contained in
L. Our goal is to design and implement a label classification
model that judges the limb labels Yi during rope skipping
based on the new pose dataset ri′ [22–24].

4.2. Network Framework Design

4.2.1. MobileNetV2 Framework. Convolutional neural net-
works have made breakthroughs one after another in the
field of computer vision, but the application of deep learning
models on the mobile terminal is not wide enough. At
present, the recognition effect of the lightweight network on
the ImageNet dataset is based on top-1, which is improved
compared with ResNet-34 and VGG19, and its accuracy is
slightly lower than that of ResNet-50, which is lightweight.
)e high-level network model has a certain balance in real-
time performance and accuracy. In order to train and apply
the model in an environment with few resources and low
hardware support, a lightweight network model is more
needed in real scenarios. When obtaining the human body
pose, the OpenPose network model first sends the image
frame to VGG19 to obtain the set of image feature maps
F= (F1, F2,. . .,Fx), where x represents the number of feature
maps. However, VGG19 consumes more computing re-
sources and will generate a lot of parameters during the
training process, which will take up more memory. In view
of the high performance and efficiency of MobileNetV2, this
paper modified the original OpenPose method when
extracting image feature maps.

)eMobileNetV2 network is an improved version based
on the MobileNet network. Its innovation is that an inverted
residual structure is added to MobileNetV2. )e inverted
residual structure is different from the original residual
structure.

4.2.2. ALSTM-LSTMNetwork Framework. In this paper, the
human posture analysis problem in rope skipping obtained
in physical education teaching is transformed into a multi-
label classification problem according to the time order
relationship. Because LSTM can play a role in global pro-
cessing and storage unit, it can maintain good performance
in time series. Attention mechanism is a global approach to
processing. Applying attention mechanism to LSTM can
improve the performance of LSTM. )erefore, inspired by
LSTM and attention mechanism, this paper creatively
proposes a method of applying attention mechanism in
LSTM and combining a single LSTM for multi-label
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classi�cation. �e network framework of ALSTM-LSTM is
shown in Figure 2.

�e most typical example in the breakthrough of the
algorithm is the proposed batch normalization (Batch-
Norm) method. BatchNorm smoothes the solution space
of related optimization problems, thereby ensuring more
predictable gradients, which in turn allows the use of a
wider range of learning rates for faster network conver-
gence. �is study demonstrates that adding a BatchNorm
layer to a deep learning network model greatly improves
the Lipschitzness of the loss function and gradient in the
model. So, this article adds a BatchNormalization layer
before using the LSTM and ALSTM layers. In addition,
since this paper studies a multi-label classi�cation
problem, according to the multi-label algorithm trans-
formation method, the activation function of the ALSTM-
LSTM model in the last layer is set to the sigmoid acti-
vation function, and the loss function selects the binary
cross-entropy loss function.

4.3. Attitude EstimationOptimizationAlgorithm. In the two
branches of OpenPose, one branch is used to predict the
con�dence map (S) of the key point, that is, the proba-
bility value of this key point, and the other branch is used
to predict the a¤nity �eld PAFs between the two key
points (L).
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∑
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2
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ftL �∑
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j�1
∑
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w(p). Ltj(p) − L
∗
j (p)

�����
�����
2

2
.

(4)

�e overall loss is the loss sum of each stage:

f �∑
T

t�1
∑
p

fts + f
t
L( ). (5)

In order to further improve the generalization ability of
the pose estimation algorithm and improve the accuracy of
the algorithm, this paper introduces two weights and a
penalty term into the total loss function:

f �∑
T

t�1
αfts + βftL + θ( ). (6)

By introducing weights, we analyze how much the losses
in the two branches a�ect the results.

5. Design and Implementation of Heuristic
Physical Education Teaching System

5.1. Overall Design of the System. �e overall design of
children’s physical education teaching system determines
which functions the system should realize according to
the analysis of children’s physical education teaching
needs and generally explains how the system is realized.
�e overall design of children’s physical education
teaching is to introduce the functions of each module and
the relationship between each other. �e overall design of
children’s physical education teaching system includes
the design of system function module and database table.
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Figure 2: ALSTM-LSTM network framework.
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5.1.1. Functional Module Design. )e function module de-
sign is to divide the smart rope skipping teaching system into
several subsystems and then divide the subsystems into
different modules according to their functions. )e division
of project modules can help developers simplify complex
problems. )e design of functional modules is a further
refinement of the requirements. )e appropriate division of
functional modules can provide a detailed understanding of
each function of the system, reduce the time for developers
in the development process, and enhance themaintainability
of the system. In this design, the Android-based smart rope
skipping teaching system APP is implemented on the server
side using the SSM framework and MySQL database. )e
SSM framework is a combination of three frameworks,
namely, Spring Framework, SpringMVC, and MyBatis. At
present, the SSM framework has been widely used in the
development of websites and has become more and more
popular in the development of commercial software. )e
APP client of this system adopts the basic mode of the
current popular MVP (model view presenter), which is
mainly composed of three major components: view, model,
and presenter. )e view is responsible for displaying the
page, the model is responsible for providing data support for
business processing, and the presenter is responsible for
processing business logic. )e entire system architecture is
shown in Figure 3. )e user transmits data through the
mobile phone camera, the MySql database is responsible for
storing the data, and the server accepts the user’s data re-
quest, processes, and feeds the result back to the user.

5.1.2. Database Table Design. )e design of infant physical
education teaching database table further describes the in-
fant physical education teaching data by relying on the
conceptual structure design of infant physical education
teaching database. )e early childhood physical education
teaching system includes four basic tables: personnel basic
information table person, video information table video,
information message table news, and rope skipping analysis
results. )e database table is established according to the
relational schema as follows:

(1) User table: the user table is used to store the basic
information of the user, including the user’s id, user
name, user’s password, and user’s authority.
According to the user’s authority, users can be di-
vided into administrators and ordinary users. )e
structure of the user table is shown in Table 1.

(2) User video table: the user video table is used to store
the id of the video uploaded by the user and the
storage path of the video. )e structure of the user
video table is shown in Table 2.

(3) Message table: the message table is used to store the
information and consultation related to the rope
skipping test issued by the administrator, as well as
some rope skipping skills. )e message table con-
tains the id of the message, the title of the message,
and the content of the message. )e structure of the
message table is shown in Table 3.

(4) Analysis result table: analysis result table mainly
stores the contents of the results of the analysis and
analysis results. )e analysis result surface structure
is shown in Table 4.

5.2. Detailed Design and Implementation of the System

5.2.1. Environment Introduction. )e development of the
APP is carried out on the Android Studio platform. It is an
Android integrated development environment that only
supports Android development. It is a plug-in focused on
Android development that Google excludes other functions
from the IntelliJ IDEA Community Edition. It is equivalent
to a weakened version of the IntelliJ IDEA which is different
however. Before using Android Studio, you need to
download Java JDK first. During use, Android Studio’s
prompt tool supports ProGuard and application signature.
Android Studio’s powerful layout editor can directly drag UI
controls and preview the effect. )ere is also an Android
emulator on Android Studio, which makes it easy to debug
during the development of the APP. During the develop-
ment of the software, the Android emulator was used and
several models of mobile phones were used in the testing
phase. On the server side, we use HUAWEI CLOUD server
as data storage and model invocation and build the deep
learning model on HUAWEI CLOUD server. )e training
process of deep learning is implemented through Python
language, and SpringMVC is used to realize the controller
layer of the server side. At the same time, it also realizes the
communication interface between the server and the APP.
Table 5 describes the environment used for the development
of this system.

5.2.2. System Function Test. )e goal of functional testing is
to test each functional module of the system, determine
whether each functional module is optimal, and make
subsequent improvements based on the test results.
According to demand analysis, the system is mainly di-
vided into seven modules: system login registration
module, model upload module, user management mod-
ule, message release module, data upload module, and
analysis report viewing module. According to the test, you
can check whether each function can be carried out
smoothly and optimize the interface according to the user
experience. Test for each functional module is shown in
Table 6. )e purpose of the system registration login
module test is to detect whether the user can jump
normally when logging in, and whether the registered
information is encrypted in the database.

)e purpose of themodel upload function test is to check
whether the administrator can upload the newly trained
model to the location specified by the server and ensure that
the model can be called correctly, as shown in Table 7.

)e purpose of the analysis report viewing function
module test is to detect whether the server can return the
results normally after the user uploads the one-minute rope
skipping dataset to the server and correctly display it on the
mobile phone page, as shown in Table 8.
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Table 1: User information table.

Field name Field type Width Primary key Description
Person_id Int 25 Yes User unique ID, primary key
Person_name Varchar 16 Username
Person_password Varchar 16 User password
Person_power Int 2 User rights

Table 2: User video table.

Field name Field type Width Primary key Description
Video_id Int 25 Yes Video unique identi�er, primary key
Video_address Varchar 100 Video address

Table 3: Message table.

Field name Field type Width Primary key Description
News_id Int 25 Yes Message unique identi�er, primary key
News_title Varchar 50 Message name
News_content Varchar 500 Message content

Table 4: Result analysis table.

Field name Field type Width Primary key Description
Results_id Int 25 Yes Analysis result unique identi�cation, primary key
Results_content Varchar 500 �e content of the analysis results

Table 5: System environment introduction.

Client Android
Service terminal Java
Deep learning model Python 3.5
Database MySql

user

upload data

data storage

mysq1
database

information 
reception

Information
transfer

server

Figure 3: System architecture diagram.
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5.2.3. System Performance Test. )e performance of the
system can directly affect the user’s experience. In order to
upload the model, the system performance is tested during
the analysis report generation process. Its test is shown in
Table 9.

6. Conclusion

Traditional teaching methods can play a certain role and
effect in imparting knowledge and skills. It has the advantage
of being able to popularize educational knowledge quickly,
imparting knowledge to students under the circumstance of
limited teaching environment, single teaching method, and
tight teaching time. Combined with the literature, we can see
that traditional teaching is derived from class-based teaching
under specific social conditions. However, in the classroom
of traditional teaching method, the shortcomings of this
teaching method can be clearly found, including the lack of
subjective initiative of students in learning, low learning
interest, less interaction between teachers and students, and
depressed classroom atmosphere. With the development of
the times, predecessors have conducted more research on
heuristic teaching, which has laid a solid foundation for the

popularization of heuristic teaching in primary and sec-
ondary schools. Teaching research is rarely involved, and a
set of elementary school basketball heuristic teaching ex-
perimental program has not been formed. )erefore, heu-
ristic teaching is a new type of teaching method at present,
which can be improved according to the inner development
and actual needs of young children and is in line with the
development needs of the current new era. In view of the
current research hotspots for human behavior detection and
recognition, this paper seldom studies the recognition of
continuous actions in actual scenes, focusing on the im-
provement of the recognition rate and accuracy of motion
actions, and is committed to solving traditional sports
training equipment to realize the scientific, standardized,
and unified management of children’s sports training.

Data Availability

)e dataset can be accessed upon request.

Conflicts of Interest

)e authors declare that there are no conflicts of interest.

Table 6: System registration and login function test case table.

Test module
name System registration login

Condition )e user registers and logs in after the registration is successful.)e password and account must meet the requirements.

Serial number Results required for needs analysis Actual effect Whether it is
expected

1 RegisterLoginJump Able to realize the jump of registration and login Yes

2 )e registration password needs to be
encrypted

)e registration password is encrypted in the
database Yes

Table 7: Model upload function test case table.

Test module name Model upload
Condition Upload and train the new network model
Serial number Results required for needs analysis Actual effect Does it meet expectations
1 Upload the locally trained model to the server Ability to upload and apply models Yes

Table 8: Analysis report view functional test case table.

Test module
name Analysis report view

Condition )e user uploads the rope skipping video to view the rope skipping analysis results

Serial number Results required for needs analysis Actual effect Does it meet
expectations

1 User clicks the query report button query
report

Correctly return query results and generate
reports Yes

Table 9: System performance test cases.

Serial number Test performance name Start event End event Time consumption (s)
1 Model upload Click the model upload button Model uploaded successfully 20.23
2 Analysis report query Video upload Analysis report query 75.23
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In recent years, the interdisciplinary exploration of combining traditional visual communication design with somatosensory
interaction technology has become a new form of artistic expression. In order to explore the feasibility of somatosensory in-
teraction technology in visual communication design, this study proposes a 2D dynamic graphic generation method based on
somatosensory interaction parameterisation and uses traditional Chinese elements as an example for speci�c applications in visual
communication design. Firstly, the motion parameters recognised using the Kinect somatosensory interaction device are bound to
the function variables used to generate the images in the development environment, thus enabling human somatosensory
interaction with di�erent characters in the scene. Secondly, a linear discriminant analysis based on kernel functions is used to
reduce the dimensionality of the vector space, thus solving the problem of real-time and accurate capture of human movements.
�en, using the skeletal parameter binding technique, the association between the motion parameters of the somatosensory
interaction and the two-dimensional dynamic graphics is achieved.�e experimental results show that the visual communication
technique based on somatosensory interaction has a high recognition accuracy. Distinguished from traditional digital video, the
proposed method can greatly enrich the visual representation of traditional Chinese elements.

1. Introduction

In recent years, there have beenmany points of convergence
between the rapidly developing digital economy and the
cultural industries. Science and art are beginning tomerge in
terms of technology and form. In today’s cultural commu-
nicationapplication scenarios, audiences increasinglyneeda
good liveexperience.However, in thecurrentpresentationof
design content, spatial interpretation is still usually done by
means of printed posters or by showing o�ine videos [1–5].
As the design content itself is independent, the audience
cannot communicate with the design content. To achieve
real-time interaction between the design content and the
audience, a fundamental change in the design approach is
required. �e interdisciplinary exploration of traditional

visual communication design in combination with so-
matosensory interaction is a new solution to these problems.

In the landscape of museum exhibitions and tourism
developments, designers prefer to use immersive interactive
experiences to attract foot tra�c. Unlike traditional interface
interaction, somatosensory interaction emphasises the use of
bodymovement responses to communicate with the product
[6–8]. As a representative of Human-Computer Nature
Interaction (HCI), somatosensory interaction is a new stage
of technological development. With good immersion, low
learning cost, and good user experience, somatosensory
interaction has won wide application prospects and has
received attention from scholars in various �elds at home
and abroad [9–12]. More advanced somatosensory inter-
action �rst appeared in 2007. During this period, Nintendo
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combined somatosensory with gaming and introduced the
concept of “health gaming.” In 2010, Microsoft launched
Kinect v1.0, which was released with the X-BOX console and
won high reputation and sales. At this stage, Kinect v1.0
began to be used in the medical, fitness, and retail industries,
with various leading-edge applications being attempted. As a
noncontact means of interaction, somatosensory interaction
has a natural advantage for scenario applications on
immersive and large digital spaces. Currently, rapid ad-
vances in science and art are leading to increasing demands
for spatial visual applications. )e use of interactively
updated visual information to improve spatial functionality
is a future area for joint development across media.

In order to explore the feasibility of somatosensory
interaction technology in visual communication design, this
study proposes a 2D dynamic graphics generation method
based on somatosensory interaction parameterisation and
uses traditional Chinese elements as an example for specific
applications in visual communication design. It is important
to note that somatosensory interaction technology requires
real-time and accurate capture and recognition of human
movements. )erefore, this paper employs the latest Kinect
v2.0 device and designs a method for action parameter
feature extraction based on linear discriminant analysis.

2. Related Studies

Humans sometimes do not always speak the truth, but body
language often expresses their truest emotions. )erefore,
the recognition of human body movements has been an
important research direction in the field of computer image
recognition [13–16]. Currently, popular algorithms for body
movement recognition include BP neural networks, decision
trees, and Support Vector Machine (SVM), among others.

At this stage, the most commonly used hardware device
for body movement recognition is the Kinect body sensor.
For example, Ying et al. [17] proposed a human motion
recognition method using the Kinect body sensor. Lai et al.
[18] proposed a DSP-based portable human gesture action
recognition system in real time, using a combination of
spectral analysis and linear discriminant analysis (LDA)
strategy. Although these two methods improve the accuracy
and efficiency of action recognition, respectively, there are
more types of actions in practical applications. At the same
time, human actions are more complex in Kinect-based
somatosensory interaction, resulting in real-time and high-
dimensional action data, so the dimensionality of the vector
space must be reduced as much as possible in order to
recognise more action types in real time.

)e main objective of this research is to visualise 2D
motion graphics using the Kinect v2.0 device and apply it to
visual communication design. When the body posture data
obtained from the Kinect v2.0 device is used as a “parameter”
in the 2D motion graphics, changes in body posture can
trigger changes in the 2D motion graphics, creating an
interaction between somatosensory and traditional Chinese
elements. When a person walks across the screen, the Kinect
sensor recognises the person’s x-coordinates and maps them
to the computer, which then projects the motion parameters

onto the screen via a projector, causing the traditional
Chinese elements in the 2D graphics to change dynamically
by panning. )e experimental results validate the effec-
tiveness and accuracy of the proposed method.

)e main innovations and contributions include the
following: (1) )is paper proposes an LDA-based feature
extraction method for motion parameters in order to im-
prove the recognition accuracy of the Kinect v2.0 device. (2)
Using the binding technique of skeletal parameters, the
association between somatosensory interaction motion
parameters and 2D dynamic graphics is achieved.

3. Kinect v2.0-Based Parameterisation of
Somatosensory Interaction

3.1. Key Technologies. Microsoft first announced Kinect in
June 2009 [19, 20] with the hope that the hardware would
merge motion with communication. )e device was offi-
cially launched in November 2010, and in May 2013,
Microsoft demonstrated the next generation Kinect v2.0,
which allows developers to design based on the voice,
gesture, and player sensory information sensed by Kinect
v2.0, bringing users an unprecedented interactive experi-
ence. In this paper, we decided to use the Kinect 2.0 device as
the base hardware for development.

)e colour resolution of Kinect v2.0 has been dramat-
ically increased from 640× 480 to 1920×1080, enabling very
beautiful images to be acquired. Kinect v2.0 can bone bind
all 6 of the maximum number of identified users and identify
25 keys. )e Kinect V2.0 will be able to bone bind all 6 users
and identify 25 key nodes. Also, because of the increased
resolution of the depth sensor, the user data can be separated
from the person with a simple cut, and the detection range
has been increased from 0.8–4m to 0.5–4.5m. It is im-
portant to note that the infrared sensor does not require
light, i.e., it can still be used in dark or dark environments.

Kinect consists of a colour camera, an IR camera, and an
IR projector with a microphone array underneath [21–23] as
shown in Figure 1. )e IR camera and IR projector work
together to achieve the depth image function. )e main
hardware features of Kinect v2.0 are shown in Table 1.

)e colour image is based on the data stream acquired by
the colour camera on the far left of Kinect v2.0. )e colour
camera sensor is shown in Figure 2.

Depth image and skeleton tracking technology is the
dominant technology in the Kinect device and is somewhat
representative. It contains information about the distance of
the current object from the camera’s point of view in ad-
dition to the grey scale value. Each pixel has its own in-
formation, and when there are enough of them, they can
form a point cloud that recreates the geometry of the object

Figure 1: Kinect v2.0.
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as well as its position and distance. )e closer the object is,
the darker the colour in the depth image, while the more
distant the object is, the more white it tends to be. )e TOF
technique allows infrared light to be emitted and the at-
tenuation of the light to be offset by phase detection, as
shown in Figure 3.

)e pixel information obtained from the depth image
contains two parts, where the higher order 13 bits of in-
formation is the detected object pixel distance depth in-
formation. )e Kinect sensor can detect the target human
depth information in the valid range of 0.6m to 4.5m. )e
depth image pixel information is shown in Figure 4.

3.2. Feature Extraction and Recognition of Action Parameters.
)e motion data captured in Kinect-based somatosensory
interaction is complex. In particular, when the types of ac-
tions to be recognised are large and variable, the action data
can contain a large number of high-dimensional nonlinear
features. )erefore, this paper uses linear discriminant
analysis based on kernel functions to reduce the dimen-
sionality of the vector space and thus solve the problem of
capturing human actions accurately and in real time.

Due to the complexity and variability of human actions
in VR scenes, it is not possible to extract some important
high-dimensional nonlinear feature information hidden in
the action data. )erefore, this paper introduces the kernel
function in the LDA algorithm for nonlinear projection to
extract the expression features.

In the Kinect captured human movement dataset, let A
be the action matrix and A be the full rank matrix with class
labels in the LDA algorithm [24, 25].

A � a1 . . . an  � B1 . . . Bk  ∈ Rm×n
, (1)

where each ai(1≤ i≤ n) is a data point in an m-dimensional
space. Each block matrix Bi ∈ Rm×n(1≤ i≤ k) is the set of

data items in class i. ni is the size of class i, and the total
number of data items in the data setA is n. Let Ni denote the
index of the columns belonging to class i. )e global centre c

of A and the local centre ci of each class Ai are denoted,
respectively, as follows:

c �
1
n

Ae,

Ci �
1
ni

Biei, i � 1, . . . , k.

(2)

Suppose that the following settings are met:

Sb � 

k

i�1
ni ci − c(  ci − c( 

T
,

Sw � 
k

i�1


j∈Ni

aj − c  aj − c 
T
,

St � 
n

j�1
aj − c  aj − c 

T
,

(3)

where Sb, Sw, and St are referred to as the interclass scatter
matrix, intraclass scatter matrix, and total scatter matrix,
respectively.

St � Sb + Sw. (4)

)e standard LDA objective function can be shown as
follows:

Table 1: Kinect v2.0 key hardware features.

No. Kinect key
modules Brief description of functions

1 Colour camera Colour data streams are available and essentially all the functions of a normal camera can be achieved

2 IR projector Emits infrared light into the external environment. Infrared light waves are picked up by the IR camera through
scattering and provide a source of thermal energy

3 IR camera Receives scattered infrared light and performs depth processing of the information to draw a depth image of the
Kinect

4 Microphone array Sound is collected from multiple microphones, filtered for ambient noise, complementary to the user’s sound
source, and can determine the user’s location

Color camera sensor

Figure 2: Colour camera sensor.
Figure 3: Imaging principle of TOF technology.

1001 1100 0001 0010

Depth information Depth information
User index information

Figure 4: Depth image pixel information.
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G � argmax trace
G∈Rm×1

G
T
StG 

− 1
G

T
SbG  . (5)

As the standard LDA algorithm uses a linear compu-
tational principle, it leads to less effective results in dealing
with nonlinear problems and has a singularity problem.
)erefore, kernel function-based LDA is used to reduce the
dimensionality of the vector space and thus effectively ex-
tract the nonlinear features in human action data.

Set the kernel matrix is K � ϕ(X)Tϕ(X) � [k1
1,

. . . , k
j
i , . . . , k

NC

C ], where k
j
i � ϕ(X)Tϕ(x

j
i ). )e Fisher cri-

terion functions in H can be expressed as follows [26]:

J(w) �
w

TSϕb w

w
TSϕt w

, (6)

where, w is the kernel space projection vector.

Sϕw � 
C

i�1


Ni

j�1
ϕ x

j
i  − ui  − ϕ x

j
i  − ui 

T
,

Sϕb � 
C

i�1
Ni ui − u(  ui − u( 

T
,

(7)

where ui is the mean of the ith sample in H, u is the overall
mean, and Sϕw is the intraclass scatter matrix w .)is can be
expressed as follows:

w � ϕ(X)a, (8)

where a � [a1, . . . , aN]T. Equation (6) can be expressed as
follows:

J(a) �
aTKba
aTKta

, (9)

whereKt denotes the overall scatter matrix of kernels andKb

denotes the scatter matrix between kernel classes [27].

Kw � 
C

i�1


Ni

j�1
kj

i − mi  kj

i − mi 
T
,

Kb � 
C

i�1
Ni mi − m(  mi − m( 

T
,

Kt � Kw + Kb,

mi �
1

Ni



Ni

j�1
kj

i ,

m �
1
N



C

i�1


Ni

j�1
kj

i ,

(10)

where Kw is a kernel intraclass scattering matrix. For any
collected human action data point x, let Aopt denote a set of
feature vectors of the optimal solution; then, we obtain the
kernel space projection matrix [28, 29].

Wopt � ϕ(X)Aopt,

z � WT
optϕ(x) � AT

optϕ(X)ϕ(x).
(11)

Finally, an SVM classifier is used to implement the
recognition of human actions. Combined with a SVM
classifier, complex action classification recognition is finally
achieved.

4. Two-Dimensional Motion Graphics in
Visual Communication

4.1. Association of Movement Parameters with Two-Dimen-
sional Dynamic Chinese Traditional Elements.
Somatosensory is the perception of body posture, which can
be achieved through a variety of sensors. Sensors can capture
changes in our body posture, including the position of our
head and individual joints, the speed and direction of
movement, and even facial expressions, joint flexion of the
hands, gestures, and so on. Essentially, these changes in body
posture are changes in some data. Changes in the parameters
of the posture data then cause changes in the generated
graphics. When the body posture data obtained from so-
matosensory is used as a “parameter” in 2D dynamic
graphics, changes in body posture can naturally lead to
changes in 2D dynamic graphics. )is creates an interaction
between body sensing and 2D motion graphics, enabling the
association of body sensing with 2D motion graphics. From
a design and user experience perspective, this enables the
user’s behaviour to be involved in the design, resulting in a
better user experience.

As shown in Figure 5, the Cleveland Museum of Art has
developed a somatosensory interaction installation in Ohio,
USA. In this installation, when a person approaches the
screen, the image unfolds to form a Dunhuang fresco
containing traditional Chinese elements. )e Kinect body
sensing device captures the movement signals of the audi-
ence and maps the recognised movement parameters to the
traditional Chinese Figs on the mural. )is interactive ap-
proach allows the audience to control the movement of a
character in the image.

)e motion of the character’s arms, head, body, and legs
in the motion graphics are motion-bound to the viewer’s
captured bone points, allowing the viewer to directly ma-
nipulate the character on-screen. )is type of interaction

Figure 5: Live physical interaction in the Cleveland Museum of
Art.
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allows for a more fluid experience. )e characters in the
Dunhuang murals can be synchronised with the viewer’s
movements. By binding the motion parameters recognised
by the Kinect interaction device to the function variables

used to generate the images in the development environ-
ment, human interaction with the different characters in the
murals can be achieved. )e person can sense the motion
graphics in different screens when they are in different areas.

4.2. Binding of Skeletal Parameters. )e most resource-in-
tensive part of the Kinect hardware is the bone tracking
technology. )e bone coordinate system is the most im-
portant part of the Kinect hardware, accounting for 50% of
the resources of the entire Kinect system. Using this tech-
nology, 2D motion graphics applications based on so-
matosensory human-computer interaction can be
developed. Kinect v2.0 can simultaneously identify the
position information of six people and bind the user’s pose
to the coordinate information of key bone points. Bone data
is also one of the most commonly utilised parts of action
recognition based on Kinect hardware. )e correspondence
between the human skeleton recognised by Kinect and the
character’s bones in the mural is shown in Figure 6.

Each bone point is represented by a Joint. In Kinect v2.0,
5 new bone points have been added, as well as 20 bone points

Human bones recognized 
by Kinect Character bones in murals

Figure 6: Correspondence between human bones recognised by Kinect and characters’ bones in murals.

Table 2: Skeletal key point parameters.

Serial number Bone point
1 SpineMid
2 Neck
3 Head
4 ShoulderLeft
5 ElbowLeft
6 WristLeft
7 HandLeft
8 ShoulderRight
9 ElbowRight
10 WristRight
11 HandRight
12 HipLeft
13 KneeLeft
14 AnkleLeft
15 FootLeft
16 HipRight
17 KneeRight
18 AnkleRight
19 FootRight
20 SpineShoulder
21 HandTipLeft
22 )umbLeft
23 HandTipRight
24 )umbRight
25 SpineBase

Table 3: Experimental hardware configuration.

Configuration Parameters
Processor I9-9900 10 cores 20 threads
Memory 8GB DDR4 3000MHz
Video cards AMD radeon pro WX 8G
Operating systems Windows 10
USB interface USB 3.0
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in the previous version, all of which have corresponding
names in the JointType, as shown in Table 2.

5. Experimental Results and Analysis

5.1. Experimental Setup. In order to implement the inter-
active features offered by the somatosensory device Kinect,
the Kinect Development Kit needs to be installed before
running the device. )e main development software cur-
rently available is the official Microsoft SDK, which manages
the colour images and depth information obtained by the
Kinect camera through the SDK 2.0, sharing it with Unity 3D
and writing language functions to control it. In the devel-
opment environment configuration, the Kinect forWindows
SDK 2.0 tool needs to be applied. )e Kinect v2.0 device has
a resolution of 1980×1080 and an FPS value of 30. )e
experiments were carried out using the official Kinect
wrapper plugin. )e experimental hardware configuration is
shown in Table 3.

During the experiment, when a person walks across the
screen, the Kinect sensor recognises the person’s x-coor-
dinates and maps them to the computer through arithmetic.
)e computer then projects the motion parameters onto the
screen through a projector, causing the two-dimensional
graphics in the mural to change dynamically in translation.
)e experimental environment for somatosensory interac-
tion is shown in Figure 7.

5.2. Visual Communication Effects Based on Somatosensory
Interaction. )e Kinect recognition range is: 0.5–4.5m,
without special circumstances the whole body bone is
generally selected for recognition and the full body sensory
interaction is selected through subsequent program control.
Kinect v2.0 device eliminates the generation of motors and
the capture angle needs to be set manually. )erefore, after
the capture angle has been determined, a horizontal plane

distance conversion is performed for the farthest interaction
distance threshold. )e closest distance threshold is the
horizontal plane distance at which the colour image just fully
accommodates the user’s entire body. In the absence of
special requirements, the threshold can be contracted by
10% to ensure tracking stability. After the interaction range
was set for the real environment, interaction capture de-
tection was performed and the experimental results are
shown in Table 4.

Using the test data recognised by Kinect, the results and
statistical analysis of the nine human movements were
derived as shown in Figures 8 and 9 respectively.

As can be seen in Figures 8 and 9, the visual commu-
nication technology based on somatosensory interaction
achieved 92.1% and 92.2% on the precision and accuracy
metric averages, respectively. )is indicates that the tech-
nology exhibits excellent performance across the nine action
types. Unlike traditional digital video that does not have an
interactive experience, somatosensory interaction associates
a relationship between the person and the digital landscape.
)e viewer can assume that they are in the space depicted in
the mural and canmove freely.)is allows the viewer and the
digital work to break out of the binary spatial relationship

Table 4: Interaction range test.

Distance (m) Number of tests Number of times lost
0.5–0.55 30 4
0.55–1.0 30 0
1.0–1.5 30 0
1.5–2.0 30 0
2.0–2.5 30 0
2.5–3.0 30 0
3.0–3.5 30 0
3.5–4.0 30 0
4.0–4.05 30 0
4.05–4.5 30 0

x

x
y

z

Computer

Kinect

Projector

Figure 7: Experimental environment for somatosensory interaction.
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and achieve a moremulti-dimensional spatial expansion.)e
application of somatosensory interaction to the visualisation
of two-dimensional motion graphics can greatly enrich the
visual representation of traditional Chinese elements.

6. Conclusion

In order to explore the feasibility of somatosensory inter-
action technology in visual communication design, this study
proposes a 2D motion graphics generation method based on
somatosensory interaction parameterisation and uses tradi-
tional Chinese elements as an example for specific applica-
tions in visual communication design. )e latest Kinect v2.0
device is used and an LDA-based feature extraction method
for action parameters is designed in order to improve the
recognition accuracy of the Kinect v2.0 device. Using the
skeletal parameter binding technique between the human
body and the characters in the graphics, the association
between physical interaction action parameters and 2D

dynamic graphics is realised, thus greatly enriching the visual
representation of traditional Chinese elements.
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�is study adheres to the principle of combining empirical analysis and normative analysis and establishes an analytical
framework according to the research ideas from theoretical analysis to empirical analysis to countermeasures. Suggestions for
high-quality economic growth in my country and paths for promoting coordinated regional development were made. �is study
will take the data from 1993 to 2020 as a unit, taking into account factors such as education, consumption, investment, and labor
costs and using SAR model, SEM model, and spatial panel data model to measure the degree of economic complexity in my
country. For the research on the di�erence of regional economic growth in my country, this study is re�ned to the county level to
measure the degree of regional economic development and compare and analyze the regional development di�erences, and we
strive to use empirical evidence to scienti�cally analyze the degree of economic complexity and regional development di�erences,
using the spatial panel model, SAR model, and SEM model to comprehensively consider the impact of my country’s economic
complexity on regional economic growth di�erences; �nally, combined with theoretical analysis and empirical test results, based
on the perspective of economic complexity, coordinated development provides countermeasures and provides corresponding
suggestions for the high-quality development of my country’s economy, the continuous optimization of industrial structure, and
the establishment of regional cooperation mechanisms.

1. Related Introduction

�e continuous upgrading of industrial structure, diversi-
�cation of industrial types, and increasing economic com-
plexity enable enterprises to formulate a reasonable
development direction according to social needs. Finally,
China encourages enterprises to take the path of green
development, strengthen the content of science and tech-
nology, reduce resource consumption, actively realize the
transformation of industrial structure, and make China’s
industrial structure scienti�c and reasonable. All this means
that the stability of China’s economic growth has been
enhanced, and the diversity and complexity of the economy
are also improving. With the continuous upgrading and
optimization of industrial structure, industrial diversi�ca-
tion, and the improvement of economic complexity, higher

requirements are put forward for the measurement of
economic development e�ciency. More comprehensive,
more speci�c, and more complex measurement indicators
are indispensable for China’s economic development in the
construction of modern economic system. All regions pay
more and more attention to the healthy development of
market economy, actively explore regional cooperation and
regional mutual assistance mechanisms, and pay more and
more attention to the relationship between government and
market. �e current situation of China’s regional economic
development still has the problems of large regional eco-
nomic di�erences and unbalanced regional social and
economic development. In recent decades, most of the work
of quantifying the complexity of socioeconomic systems and
�nancial markets has been done by physicists. �ey help
promote economic research by introducing Physics related
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research methods and models into economic research. Al-
though scholars have conducted a series of studies on
economic development, international economic complexity,
regional development balance, and other issues, under the
background of China’s economic growth from high speed to
medium high speed, from high speed to high quality, based
on the perspective of economic complexity, there is a lack of
research on the level of economic development and regional
development differences in China [1–10].

*is study adopts a relatively novel nonmonetary index-
economic complexity index as the measurement index of
China’s economic development and analyzes the differences
of regional economic growth in China by subdividing
counties. SEM model analyzes the impact of China’s eco-
nomic complexity on regional economic growth differences
and improves the relevant theoretical research. Finally,
based on a series of research evidence, this study attempts to
put forward the countermeasures to control the dynamic
and coordinated development of regional economy from the
perspective of economic complexity, so as to provide some
reference for broadening the research field of economic
complexity and regional economy and growth differences.

2. Related Research Methods and
Measurement Models

2.1. #eil Index. *eil entropy standard index calculates the
inequality degree of regional or individual indicators
through entropy, which is abbreviated as TL index in the
article. *e value of the TL index ranges from 0 to 1, with a
coefficient approaching 0 indicating a small amount of
difference, and a coefficient approaching 1 indicating a large
developmental difference in the subject variable. And the
*eil index has a decomposition property, which has a fine-
grained role in the analysis of the difference properties of the
measured subjects. *e main formula of *eil index is as
follows [11–15]:

T �
1
n



n

i�1

yi

y
ln

yi

y
 . (1)

*e following formula is the application formula after
data grouping:

T � 
k

k�1
wk ln

wk

ek

 . (2)

*e good decomposability of the index can refine the
research on the differences of the subjects and, more spe-
cifically, measure the degree of inequality of the measure-
ment subjects. When the number of subject samples is large,
it can be regarded as multiple group samples, and the
disassembly of the main expression of *eil formula can
analyze the contribution of the gap between sample groups
and the gap within the group to the total gap specifically as
follows:
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*e difference between groups Tb is expressed as

T � 
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yk ln

yk

nk/n
 . (4)

*e intragroup gap Tw is expressed as follows:

Tw � 
k

k�1
yk 

i∈gk

yi

yk

ln
yi/yk

1/nk

⎛⎝ ⎞⎠. (5)

T is the *eil index to measure inequality; k is the
grouping sample value; yi is the value of the individual; yk is
the variable value of the k group; ek is the population
proportion; nk is the number of individuals in the k group gk;
wk is the proportion of k groups of values to the total value.
*e sum of the within-group gaps of each group constitutes
the within-group gap term, and the specific calculation
methods are not very different.

2.2. Moran’s I. Combine spatial data and variable data to
analyze the characteristics of spatial data. *e highlight of
spatial measurement is that relatively common panel data or
cross-sectional data take into account the effect of mutual
distance to take into account the spatial effects and spatial
dependencies between variables. Before constructing a
spatial econometric model, it is necessary to consider the
spatial relationship between regions and construct a spatial
weighting matrix. In this paper, a geographic weight matrix
W is constructed based on the geographic adjacency rela-
tionship. W contains the regional distance spatial matrix of
31 provinces and cities in my country (excluding Hong
Kong, Macao, and Taiwan). Ordinary time series are only
unidirectionally correlated, while spatial series have multi-
directional correlations of variables, and there is the pos-
sibility of mutual influence. Before constructing a related
spatial model, it is necessary to test the dependence and
correlation of geographic space. For example, if Moran’s I
passes the test, a spatial econometric model can be used for
analysis, and a spatial econometric model can be constructed
for analysis.*e correlation test shows that there is no spatial
correlation in the tested area, so the time series model of
Putin is suitable for analysis. Moran’s I is actually the co-
efficient between the observed variable and the spatial lag,
and the equation is expressed as

Moran′sI �


n
i�1 

n
j�1 Wij xi − x(  xj − x 

S
2


n
i�1 

n
j�1 Wij

. (6)
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*e construction of Moran’s index is based on the es-
tablishment of the spatial weight matrix W, i and j are
expressed as the distance between regions, and S2 is the
sample variance, expressed as

S
2

�


n
i�1 xi − x( 

2

n
. (7)

2.3. Spatial LagModel (SAR). Spatial lag model SAR is a kind
of spatial econometric model. *e spatial lag model is also
known as the spatial autoregressive model. *e model lag
process is an autoregressive process. *ere are many
complex classifications of spatial econometric models, and
there are higher-order and more complex situation settings
in order. In view of the difficulty in estimating the spatial
weight problem in the model, the current spatial econo-
metric models are mostly based on the first-ordermodel.*e
first-order autoregressive model and the first-order average
moving model are set based on adding spatial weights to
consider. *e spatial lag model SAR reflects whether the
correlation of the dependent variable affects the nearby area
through a spatial mechanism. Formally, the space lag model
is related to the ordinary time lag model, and there are
similarities between the two, but the space lag model adds
space factors to consider, and the multidirectionality of the
space correlation makes the calculation of the space effect
necessary. *e expression of the spatial lag model SAR is as
follows [16]: SAR model has a negative impact on my
country’s economic complexity and poor regional economic
growth. Comprehensive consideration of the impact of
different

y � λWy + Xβ + ε. (8)

W is the established spatial matrix. *ere are various
types of matrix, including geospatial weight matrix, eco-
nomic distance spatial weight matrix or traffic weight matrix,
etc. X is the data matrix, and λ is the spatial autoregressive
coefficient, that is, the parameter of the lag term, the
measurement. *e significance of the influence of the spatial
lag matrix on y is to measure the spatial multidirectional
effect of each observation variable introduced into the
model, β is the correlation coefficient, and ε is the white noise
interference term.

2.4. Spatial Error Model (SEM). *e spatial dependence of
variables can also be represented by the error term. *is
model form reflects the effect that the regional spillover is a
random outflow and is called the spatial error model SEM.
*e spatial error model expression is as follows:

y � Xβ + μ � Xβ +(PMu + ε), ε ∼ N 0, σ2In  . (9)

μ is the disturbance error term, and the regression value
residual vector has spatial dependence; M is the spatial
weight matrix; p is the autoregressive parameter, which
means to measure the influence scale and degree of the
variables in the local area on the surrounding area, etc.
Spatial dependence: ε is the white noise interference term.

*is model is suitable for the measurement of the spatial
relationship between the spatial dependence value and the
variable due to the difference of the geographical relative
position of the region in the presence of the spatial effect.

3. Spatial Econometric Analysis of the Impact of
Economic Complexity on Regional Economic
Growth Differences

3.1. Data Sources. In this experiment, the basic data of 31
provinces and cities in my country from 1993 to 2020 were
selected for analysis. *e reason why the study area does not
include Hong Kong, Macao, and Taiwan is because the
differences in the basic conditions of listing in various re-
gions may lead to errors in model setting and parameter
calculation. *e data of this study come from “China Sta-
tistical Yearbook,” “China County Statistical Yearbook,”
“China Financial Yearbook,” “China Fixed Asset Investment
Statistical Yearbook,” “China Labor Statistics Yearbook,”
“China Science and Technology Statistical Yearbook,”
“China Education Statistical Yearbook,” China Education
Expenses Statistical Yearbook, China Price and Urban
Residents Income and Expenditure Survey Statistical
Yearbook, and provincial (municipal and autonomous re-
gion) statistical yearbooks and social statistical bulletins.*e
listed company data used to measure economic complexity
in my country comes from the reset financial database. *e
selected dataset mainly uses the basic registration infor-
mation and financial information of all listed companies on
the Shanghai Stock Exchange and Beijing Stock Exchange
since 1993 to 2020. *e relevant experimental data in [17]
can be viewed from the public official website, the data is
authentic and reliable, and it has a certain representative
significance. *e relevant experimental data can be accessed
from the public official website, and the data is authentic and
reliable and has certain representative significance.

3.2. SpatialAutocorrelation Test ofRegionalEconomicGrowth
Differences in My Country. *e most common method to
measure the spatial sequence and the spatial autocorrelation
is Moran’s I. Correlation: the Moran index I is between −1
and 0; that is, the measurement high-value area is adjacent to
the low-value area. First of all, the article sets the spatial
matrix of the 31 provinces and cities observed, and the 0-1
spatial weight matrix of 31× 31 is used here. Table 1 shows
the results of the global autocorrelation bilateral test on the
*eil index of the explanatory variables in 31 provinces and
cities. *e global spatial autocorrelation index of my
country’s regional economic disparities, the Moran index, is
all greater than 0, indicating that regional economic dis-
parities have spatial correlations (Table 1). Except from 1993
to 1997 and 2004, the rest of the years passed the P test at the
5% level, and the test results are true and valid as a whole.
*is proves that the differences in regional economic growth
inmy country from 1993 to 2020 are spatially correlated, and
the differences in economic growth between provinces and
cities are interrelated and affect each other, rather than being
single and independent [18].
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According to the trend chart of Moran index drawn in
Table 1, it can be found that, with the continuous devel-
opment of the economy, the spatial relationship of regional
economic growth differences in my country has shown a
trend of fluctuation as a whole (Figure 1). *e spatial
correlation curve has been fluctuating and rising since 1993,
reaching a peak in 2009, and then decreasing slightly. *e
curve change is relatively stable. *is is because with the
continuous development of social economy and the con-
tinuous improvement of transportation and communication
construction, the connection in regional space has become
closer, and the spatial correlation has been continuously
strengthened. *e economic development of a certain area
will directly affect the economic situation radiating to the
surrounding areas, coupled with population mobility and
policy influence, resulting in a positive spatial correlation of
economic growth differences.

3.3.#e Spatial Impact ofMyCountry’s EconomicComplexity
on Regional Economic Growth Differences

3.3.1. Construction and Selection of the Spatial Econometric
Model. In order to better construct a spatial econometric
model and choose whether there is a spatial effect between
the variables to be diagnosed. In order to conduct a more
accurate spatial econometric analysis of my country’s eco-
nomic growth differences, it is necessary to perform a
Lagrange multiplier test (LM test for short) on the estimated
results of the spatial model to select a better spatial
econometric model. After the spatial weight matrix is set, the
reference items need to be tested for Spatial error and Spatial
lag. *e spatial effect test is set based on the ordinary linear
model OLS test. Before the spatial effect test, it is assumed
that there is no spatial autocorrelation in the level of eco-
nomic growth differences between 31 provinces and cities in
my country from 1993 to 2020. As can be seen from Table 2,
among the three tests on spatial error, Moran’s index, LM
test, and RL test all rejected the hypothesis that there is no
spatial autocorrelation in my country’s economic develop-
ment level, and the P values were all significant at the level of
0.05, and the statistical RL test was passed, and the LM test

results were relatively good in the two tests after the space,
and the above results all rejected that there is no space for the
differences in economic growth levels of 31 provinces and
cities in China from 1993 to 2020. *e relevant null hy-
pothesis shows that spatial econometric analysis is needed to
measure the influencing factors of the differences in the level
of economic development in my country (Table 2) [19, 20].

In the spatial econometric model, the spatial lag model
(SAR) and the spatial error model (SEM) play an important
role. Both of them take into account the spatial multidi-
rectional effects between the variables in the model. *e
biggest difference between the two is the disturbance term
constitute. *e SAR model pays more attention to spatial
dependence, and the key error items in the spatial error
model are the product of the dependent variable and the
corresponding spatial weight matrix. *e SEM reflects the
spatial dependence between variables through the error
term.*e components of the spatial lag item are the product
of the corresponding spatial weight matrix and the error
term. *e SEM model lag term interprets the error term
rather than the dependent variable of the model reference. In
order to better explain the impact of my country’s economic
complexity on regional economic growth differences, the
SAR model and the SEM model are now constructed to
measure and analyze it.

3.3.2. Analysis of the Impact of My Country’s Economic
Complexity on Regional Economic Differences. In order to
more accurately measure and evaluate the differences in my
country’s economic growth, it is necessary to conduct a
comprehensive analysis of the geographic space of our city’s
*eil index. *is paper divides my country’s geographical
space into eastern, central, western, and northeastern re-
gions and analyzes the economic development and eco-
nomic growth differences of cities located in different
geographical locations. Specifically, each region has its own
local economic characteristics, so the selected regions in-
clude both the eastern and central regions, as well as the
western and northeastern regions.

*e difference in economic growth in the eastern region
of my country is generally high. As an important region for

Table 1: Spatial correlation test of regional economic differences from 1993 to 2020.

Years Moran I Z value P value Years Moran I Z value P value
1993 0.039 2.07 0.07 2007 0.272 2.90 0.00
1994 0.039 3.07 0.07 2008 0.531 1.26 0.01
1995 0.001 2.33 0.07 2009 0.371 1.93 0.03
1996 0.039 2.06 0.07 2010 0.128 1.50 0.07
1997 0.007 3.37 0.06 2011 0.309 3.16 0.00
1998 0.038 3.06 0.05 2012 0.192 2.13 0.02
1999 0.055 3.81 0.02 2013 0.199 2.07 0.02
2000 0.055 2.20 0.04 2014 0.199 2.15 0.02
2001 0.061 2.86 0.02 2015 0.233 2.61 0.00
2002 0.064 2.91 0.02 2016 0.352 3.30 0.04
2003 0.028 1.57 0.03 2017 0.298 -2.86 0.02
2004 0.121 1.43 0.08 2018 0.179 1.99 0.02
2005 0.161 1.80 0.03 2019 0.228 3.48 0.02
2006 0.105 1.30 0.04 2020 0.164 1.93 0.03
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my country’s reform and opening up, the economic de-
velopment level of the eastern region ranks high. In addition,
the establishment of special economic zones has greatly
promoted the social and economic development of the
eastern region. As shown in Figure 2, Shijiazhuang,
Shanghai, Fuzhou, Quanzhou, Huizhou, Shenzhen, Wenz-
hou, and other cities have relatively high*eil indices. *ese
cities are the representatives of my country’s economic and
trade development and the development of the tertiary
industry. Due to the successful transformation of foreign
trade and some industries, the economic situation of some
people in the city is good. At the same time, the social and
economic developed areas are attractive to talents. Such
areas are easy for most people to flow, and the quality and
quantity of labor force are improved. It will counteract the
development of the regional economy, strengthen the de-
velopment of local industries, and add icing on the cake for
the regional economy. *e development of transportation
and roads in such areas is convenient for the development of
trade and the improvement of the economic level, but the
rapid growth of economic development will accelerate the
silence and elimination of other industries, causing outdated
and technologically backward industries to stop developing
and accelerate their elimination. However, the development
of regions without excellent enterprises and convenient
transportation is easy to be ignored, so that the economic
growth rate of some regions is slow, and the economic
development is lagging. Compared with some regions with
ultra-high economic growth, the *eil coefficient increases,
and the level of interregional economic development ap-
pears different. Compared with Shanghai and Shenzhen, the

difference in economic growth in Beijing is not very high,
first, because Beijing occupies a relatively small area in terms
of geographical location; secondly, Beijing is the capital of
my country, and its political significance is greater than its
economic significance; Beijing pays attention to the grasp of
macro-control. *e eastern region is an important economic
development region in my country and has made out-
standing contributions to the high-quality social and eco-
nomic development and industrial optimization and
upgrading in China. *erefore, when formulating regional
development strategies, it is more important to adjust
measures to local conditions and formulate scientific de-
velopment policies.

*e economic growth differences in the western regions
of my country are generally large, and the *eil index of
some cities is more prominent. As can be seen in Figure 3,
Lhasa, Nyingchi, Shigatse, Shannan, Yushu Tibetan Au-
tonomous Prefecture, Xilingol League, Yulin, Zunyi, and
other regions are regions with relatively unbalanced eco-
nomic development and large differences in economic
growth. *ere are many cities with unbalanced economic
development in Tibet, Gansu, and InnerMongolia, and there
are some common reasons for the high *eil index in the
western region: first, the provinces and cities in western my
country generally have problems of being deep in the inland
and difficult to build traffic roads; secondly, due to the
geographical characteristics and development mode of the
west, it is difficult to optimize and upgrade industries in
some areas, and the backward productive forces cannot
promote the improvement of social and economic levels;
finally, due to the lack of education and the loss of talents, the
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Figure 1: Spatial correlation test of regional economic differences from 1993 to 2020 (Moran I index).

Table 2: Spatial effect test of factors influencing my country’s economic growth differences.

Statistic df P

Moran’s I (spatial error) 6.403 1 0.02
Lagrange multiplier (error) 6.099 1 0.03
Robust Lagrange (error) 9.811 1 0.01
Lagrange multiplier (lag) 4.521 1 0.05
Robust Lagrange (lag) 7.233 1 0.02
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speed of economic development is not easy to improve.
*ere is a general problem in the west that productivity
restricts the development of talent education, and the lack of
high-quality labor will lead to a decline in social produc-
tivity. *e western region has a wide geographical coverage,
and the ecological environment in some regions is relatively
fragile, which means that if the production mode of other
regions is copied, the blind development of the primary and
secondary industries will increase ecological pressure and
pose a threat to green development. Within the western
region, Xinjiang, Chongqing, and Guangxi do not have

particularly prominent differences in economic growth
among cities. Xinjiang, Inner Mongolia, Guangxi, and other
regions are vast and sparsely populated, and their economic
level is relatively average. Chongqing, as a municipality
directly under the Central Government, has made some
achievements in economic development, constantly
strengthening foreign exchanges and industrial upgrading,
and its social development level and per capita income are
relatively considerable. *e western region has a large area,
uneven levels of economic development, a large number of
poor people and regions, and an obvious gap between the
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Figure 2: Differences in economic growth among cities in eastern region in 1993, 2002, 2011, and 2020.
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Figure 3: Differences in regional economic growth in western my country in 1993 (a), 2002 (b), 2011 (c), and 2020 (d).
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rich and the poor. *is poses challenges and requirements
for the government’s scientific regulation and control pol-
icies. In formulating development strategies and economic
development guidance, it is even more necessary. Adjust
measures to local conditions and strengthen the grasp of
regional economic and geographical features.

Compared with other regions, the difference in social
and economic growth in the central region of my country is
relatively small. Except for some provincial capital cities and
transportation hub cities, the *eil index of other cities has
little difference (Figure 4). Hefei, Nanchang, Changsha, and
Wuhan, as provincial capitals, have a significantly higher
degree of difference in economic growth compared with
surrounding cities. *is is due to the fact that such cities are
the economic and political concentration points of a
province, and the diversification of industries and scientific
development of technology is more convenient. Provincial
capital cities are more attractive to talents and labor, and at
the same time, the infrastructure is more complete. As an
important area connecting the north, south, and east of my
country, the central provinces play an important role in
transportation development. *is is also the central urban
area. We also explained one of the reasons for the relatively
low *eil index. Jiujiang City, Yichang City, Zhuzhou City,
Shiyan City, and other cities due to their excellent geo-
graphical location and traffic conditions have led to an
increase in the economic development speed of some
counties, and the difference in economic growth with the
surrounding regions has increased, which shows that the
city’s *eil index is relatively high. *e central region is
linked to the whole country in terms of geographical location
and has a vast territory; in terms of transportation devel-
opment, water, land, and air transportation have huge innate
development advantages, and the flat terrain and developed
river channels can help speed up regional economic de-
velopment; in terms of labor force, Henan, as the most
populous province in my country, provides high-quality
labor for regional development. Generally speaking, the
development potential of the central region is huge.With the
continuous construction of infrastructure and the contin-
uous increase of investment, the economic development of
the central region will continue to improve. However, in the
process of development, it is still necessary to pay attention
to the development caused by regional natural and human
factors. With the steady improvement of the social economy,
the economic growth differences between regions are con-
tinuously narrowed, and the social and economic devel-
opment model is optimized.

Observing the differences in economic growth in
Northeast China from 1993 to 2020 through Figure 5, it can
be found that, except for Changchun City, Dalian City,
Shenyang City, Daqing City, Anshan City, Yanbian Korean
Autonomous Prefecture, and other cities, the economic
growth of other regions as well as the growth differential is
relatively stable, and the *eil index is on the small side.
However, these regions with high *eil indices and large
differences in economic growth often have their own
characteristics and reasons for the differences in economic
development levels.

*rough a series of verification and consideration of the
model, this study chooses to construct spatial lag model
(SAR) and spatial error model (SEM) to analyze the spatial
impact of China’s economic complexity on the level of
regional economic growth difference. *rough the study of
Table 3, it can be found that, in the spatial lag model, China’s
economic complexity is negatively correlated with the dif-
ference of regional economic growth, and the coefficient is
−0.069. It shows that the improvement of China’s economic
complexity plays a catalytic role in narrowing the difference
of regional economic growth. *e economic complexity
index can explain China’s economic development. In the
spatial lag model for studying the impact of China’s eco-
nomic complexity on regional economy, the Z value is −1.29,
and the results pass the P test, which is significant at the level
of 5%, indicating that the SAR coefficient is effective in the
model results. *e estimated value Rho of spatial autore-
gressive coefficient is 0.054, and the estimated value shows
significant results at the level of 1%, indicating that there is a
spatial effect on the impact of China’s economic complexity
on regional economic differences, and the model result is
more significant. From the perspective of spatial measure-
ment, Moran I index proves that there is spatial correlation
between provinces and cities in China in terms of regional
economic growth differences. *e degree of regional eco-
nomic growth difference in China does not exist indepen-
dently but is closely related to the surrounding areas. Adding
economic complexity to measure, through the spatial lag
model, it can be concluded that if the economic complexity
index of a province and city changes, the degree of economic
growth difference between adjacent regions will also change,
which is reflected in the good economic development and
the improvement of economic complexity index, which will
not only reduce the difference of regional economic growth,
but also reduce the difference of economic growth in sur-
rounding regions, and vice versa. *is influence is bidi-
rectional, even multidirectional. *e result of the model
means that when formulating the regional development
strategy, the government needs to consider not only the
actual development of the region, but also the policy
implementation of surrounding provinces and cities and the
actual situation of the region, so as to formulate strategies in
line with the actual situation of the region. Science policy: by
comparing the results of OLS panel regression test with
those of SAR spatial lag model, it can be found that there are
differences in variable regression coefficients between the
two. *e spatial error model is used to analyze the spatial
characteristics of the impact of China’s economic complexity
on regional economic growth differences. Looking at Ta-
ble 3, it can be found that the regression coefficient of SEM
error term of spatial error model λ is shown as 0.049, and the
regression coefficient is significant at the level of 1%. *is
shows that the spatial error model is reasonable, and the
model results are true and effective. In the spatial error
model, the spatial impact value of economic complexity
index ECI on regional economic growth difference TL is
−0.061, which is significant at the level of 5%. *e Z value is
−1.93, and the standard error is 0.05328. *is result also
verifies that there is a negative correlation between China’s
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economic complexity index and regional economic growth
differences. Improving the regional economic complexity
index can reduce the difference of economic growth level,
accelerate the balanced development of China’s economy,
promote the coordinated development of industrial devel-
opment, and accelerate industrial transformation and
upgrading.

3.4. Spatial Econometric Analysis of Other Factors Affecting
My Country’s Regional Economic Growth Differences. *e
differences in my country’s economic development are not
caused by a single reason, but different types of reasons of
different natures lead to the differences in my country’s
economic development. In addition to my country’s eco-
nomic complexity index, the paper also adds other variables
to measure and evaluates the impact of different factors on
my country’s regional economic growth differences through

model analysis. *e specific analysis results are shown in
Table 4.

3.4.1. Analysis of the Impact of Investment Levels on Regional
Economic Growth Differences. By observing the data of the
IIFA terms in the SAM model, it can be found that the
coefficients of IIFA are significant at the 1% level (Table 4).
*e investment level is represented by fixed asset investment
here. *e data shows that the improvement of the invest-
ment level has a reducing effect on the difference of regional
economic growth in my country. If the regional investment
is insufficient, it will lead to insufficient vitality of regional
economic development and increase the difference of eco-
nomic growth. At the same time, due to the correlation
between different economic growth factors among different
regions, the backward investment level will also lead to the
slow development of the regional economy in the sur-
rounding areas, which has an adverse effect on reducing the
imbalance of regional economic development. Comparing
the investment level parameters in the SEM model, the IIFA
term coefficient in the SAM model is also significant at the
1% level (Table 4). *e coefficient value in the SEM model is
slightly higher than that of the investment level in the SAM
model, but it also shows that the difference in my country’s
regional economic growth is affected by the investment level,
and the improvement of the regional investment level is
conducive to reducing the economic growth in the region
and surrounding areas difference. *is result shows that
regional governments and enterprises should pay attention
to the grasp of investment level and investment intensity
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Figure 4: Differences in regional economic growth in central my country in 1993, 2002, 2011, and 2020.
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Figure 5: Differences in regional economic growth in northeastern region in 1993, 2002, 2011, and 2020.

Table 3: *e impact of my country’s economic complexity on
regional economic growth differences—estimated results from
spatial econometric models.

Dependent variable L
SAR SEM

ECI −0.069∗ −0.061∗
(−1.29) (−1.93)

cons 0.021 0.211
n 868 868
Rho 0.054∗∗ —
Lambda — 0.049∗∗
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when formulating development strategies, strengthen the
setting of scientific investment policies, and improve the
high-quality development of regional economy through the
introduction of investment [21–23].

3.4.2. Analysis of the Influence of Consumption Factors on
Regional Economic Growth Differences. From the perspec-
tive of spatial measurement, with the continuous develop-
ment of scientific and technological information and the
continuous improvement of transportation facilities, the
communication between populations in different regions
has been enhanced, and the changes in people’s lifestyles and
consumption habits have led to the consumption level and
consumption patterns in our country. *e impact of social
and economic development continues to increase. *e
consumption habits of the masses in a certain area will
directly affect the economic growth difference index between
this area and the surrounding areas. If the consumption level
in this area declines, or there are differences in consumption
patterns, it will directly lead to the expansion of the eco-
nomic growth difference between this area and surrounding
areas, and it is not conducive to regional economic devel-
opment, and the opposite will have an impact on people’s
lives. *e government should actively observe the charac-
teristics of the market in a timely manner, guide the masses

to develop healthy consumption habits, and continuously
improve the consumption level of the people through the
development of the social economy, and the improvement of
the consumption level of the people will also promote the
stable development of the social economy.

3.4.3. Analysis of the Impact of Educational Factors on Re-
gional Economic Growth Differences. By analyzing the ed-
ucational factors in Table 4, the results of the model show
that the educational factors have a positive effect on the
differences in regional economic growth in my country.
Excessive cultural differences may cause regional economic
growth differences to increase. In addition, there is a certain
mobility of regional talents. Influenced by the treatment of
regional talents, the impact of educational factors on the
differences in my country’s regional economy has spatial
characteristics. Differences in education level and education
level lead to differences in regional economic growth. *e
gathering of high-level talents will lead to the peak gathering
of regional economies. However, if basic education is weak,
regional economic differences will increase. *e impact of
educational factors on my country’s economic differences is
obvious. My country should pay attention to the develop-
ment of education and the allocation of educational re-
sources. It should not only pay attention to the development

Table 4: Influencing factors of regional economic growth differences in my country—estimated results of spatial econometric model.

Dependent variable:
TL

(I) (II) (III) (IV) (V)

ECI (SAR) −0.086∗∗ −0.069∗ −0.069∗ −0.072∗ −0.086∗
(−2.67) (−1.29) (−1.31) (−1.39) (−1.41)

ECI (SEM) −0.041∗∗ −0.061∗∗ −0.056∗ −0.06∗∗ −0.055∗∗
(−1.76) (−1.93) (−1.59) (−1.69) (−1.71)

IIFA (SAR) −0.179∗∗ 0.069∗∗
(−2.54) (1.72)

IIFA (SEM) −0.234∗∗ 0.087∗∗
(−2.83) (2.93)

CPI (SAR) −0.108∗∗ −0.036∗
(−2.4) (−1.84)

CPI (SEM) −0.234∗∗ 0.087∗∗
(−2.4) (−1.88)

EL (SAR) 0.118∗∗ 0.060∗∗
(−2.57) (−2.59)

EL (SEM) 0.143∗∗ 0.080
(2.69) (2.57)

HCS (SAR) 0.069 0.037∗
(0.93) (1.13)

HCS (SEM) 0.038 0.017∗
(0.79) (1.08)

IB (SAR) 0.309∗∗ 1.172∗∗
(4.63) (4.68)

IB (SEM) 0.352∗∗ 0.228
(5.03) (5.21)

n 868 868 868 868 868
Rho 0.051∗∗ 0.054∗∗ 0.049∗∗ 0.048∗∗ 0.056∗∗

Lambda 0.584∗∗ 0.049∗∗ 0.047∗∗ 0.049∗∗ 0.594∗∗
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of higher education, but also should not relax the con-
struction of basic education. *e development of education
in areas with relatively weak economic development and the
balanced development of education will play a role in re-
ducing the gap in economic growth in my country [24, 25].

3.4.4. Analysis of the Impact of Human Capital on Regional
Economic Growth Differences. *is study measures the
impact of human capital factors on regional economic
growth differences and finds that the level of human capital
has an impact on regional economic growth differences, but
the impact is weaker than other factors. *e level of eco-
nomic development in the region and surrounding areas is
rising; if the level of human capital declines, the difference in
economic growth in this region will also be narrowed. It will
have an impact on the level of human capital and regional
economic development in the surrounding areas and will
drive the level of human capital in the surrounding areas to
decline and reduce the difference in regional economic
growth. It should be noted that the representation vector of
the level of human capital in the article is the proportion of
the government’s investment in education in GDP. It is
necessary for my country to change from a country with a
large population to a country with excellent human capital,
but it also takes a certain amount of time. *e improvement
of the total amount of human resources, the rational dis-
tribution of human resources, and the rationalization of the
structure of human resources can promote the continuous
high-quality development of my country’s economy. *e
continuous improvement of the human resources system is
an issue that the society and enterprises have always paid
attention to, only the continuous optimization and
upgrading of human resources in order to better promote
the economic and social benefits of enterprises.

3.4.5. Analysis of the Impact of Technological Innovation on
Regional Economic Growth Differences. Whether it is the
SAR model or the SEM model, the coefficient of techno-
logical innovation factor is the highest among all evaluation
factors, which proves that, compared with other evaluation
factors, the level of technological innovation in this model
has the highest impact on the difference in economic growth
in my country. And the level of technological innovation IB
has a positive impact on the regional economic growth
difference TL. Both the spatial lag model and the spatial
error model show that, with the continuous increase of
scientific and technological innovation in some regions, the
economic value created by science and technology will in-
crease significantly, which will cause the economic growth
difference between the region and the surrounding regions
to increase. Although regions with a low level of techno-
logical innovation can reduce the difference in economic
growth between the region and surrounding regions, there
may be a general lack of economic development momentum,
which will affect the high-quality social and economic de-
velopment. At the present stage, my country is in the his-
torical intersection of industrial transformation and
technological innovation revolution affecting the

transformation of my country’s economic development
mode. *e government and enterprises need to better grasp
and control the technological innovationmode in a scientific
way. While promoting the continuous development of in-
dustrial informatization and intelligence, we should also pay
attention to the coordination of regional characteristics and
different technological innovations, develop technological
innovations according to local conditions, steadily improve
my country’s technological innovation capabilities, and
drive new models of industrial systems with technological
and intelligent production models. *e construction of
social production capacity and comprehensive national
strength will be the key to narrowing the gap in economic
growth in my country.

By analyzing the basic statistical data of 31 provinces and
cities in my country from 1993 to 2020, the following
conclusions are drawn:

First, the development of industries in my country is
diverse, and there are regional differences in the diversity of
industries. According to the measurement of industry in-
dicators, the development of my country’s regional eco-
nomic industries can be divided into four types of regions,
namely, regions with high industry diversity and low in-
dustry ubiquity, regions with low industry diversity and high
industry ubiquity, and regions with low industry diversity
and low industry ubiquity. Industry Prevalence Regions,
High Industry Diversity, and High Industry Prevalence
Regions.

Second, the time dimension of economic complexity in
my country is not very different, but the economic com-
plexity of regional spatial locations varies greatly. *e
economic complexity index is higher in the eastern region,
such as Shanghai, Beijing, Tianjin, Guangdong, Fujian, and
other regions. In the early stage of the western region, the
economic complexity index was relatively low. In the later
stage, due to the continuous development of the economy,
the strengthening of the government’s macro-control, and
the construction of regional infrastructure, the types of
industries in the region continued to increase, and the in-
dustry was upgraded. *e index keeps rising.

*ird, not only does the regional economic complexity
index have a spatial impact on regional economic devel-
opment, but also the levels of investment, household con-
sumption, education, human capital, and technological
innovation in the SARmodel and SEMmodel also show that
they are closely related to the regional economy. *ere is a
spatial correlation of growth differences. *e improvement
of investment level has a reducing effect on the difference of
regional economic growth in my country. If the regional
investment is insufficient, it will lead to insufficient vitality of
regional economic development and lead to the increase of
the difference in economic growth.

4. Conclusion

*is study combines my country’s economic complexity
with regional economic growth differences, puts the relevant
basic data from 1993 to 2020 into a panel model for research,
and uses the method of spatial econometrics to
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comprehensively analyze my country’s economic com-
plexity and other factors. *e impact of regional economic
development was measured. *e research highlights of the
article lie in the nonmonetary indicators—the calculation of
economic complexity, the measurement of regional eco-
nomic growth differences refined to the county level, and the
combination of economic complexity and regional eco-
nomic growth differences. In general, the observation time
span is long, the observation sample size is relatively
abundant, and the results of each model are significant.

Data Availability

*e dataset can be obtained from the corresponding author
upon request.
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Aiming at the problems of low building segmentation accuracy and blurred edges in high-resolution remote sensing images, an
improved fully convolutional neural network is proposed based on the SegNet network. First, GELU, which performs well in deep
learning tasks, is selected as the activation function to avoid neuron deactivation. Second, the improved residual bottleneck
structure is used in the encoding network to extract more building features. �en, skip connections are used to fuse images �e
low-level and high-level semantic features are used to assist image reconstruction. Finally, an improved edge correction module is
connected at the end of the decoding network to further correct the edge details of the building and improve the edge integrity of
the building. Experiments are carried out on the Massachusetts building dataset, and the precision rate, recall rate, and F1 value
reach 93.5%, 79.3%, and 81.9%, respectively, and the comprehensive evaluation index F1 value is improved by about 5% compared
with the basic network.

1. Introduction

With the development of remote sensing technology,
massive high-resolution remote sensing images provide data
guarantee for research in the �eld of remote sensing [1, 2]. As
the most important part of the national basic geographic
database, buildings have very important research value in the
�elds of urban planning, change detection, and geographic
information system construction. Building segmentation
using high-resolution remote sensing images has always
been the focus and di�culty of remote sensing research
[3–5]. Traditional building segmentation methods are
mostly based on traditional remote sensing image classi�-
cation technology, but this method cannot achieve high-
precision and fully automated segmentation. With the de-
velopment of deep learning in the �eld of computer vision,
Shao and Cai [6] proposed Fully Convolutional Networks
(FCN) for image segmentation tasks, which overcome the
shortcomings of traditional image segmentation methods
and become the mainstream mode in image segmentation
tasks. Subsequently, researchers have successively proposed

image segmentation networks such as U-Net [7, 8] and
SegNet [9, 10] on the basis of FCN. In order to improve the
segmentation e¡ect of buildings, many researchers in the
�eld of remote sensing have made improvements on the
basis of U-Net and SegNet networks. �ese methods either
improve the feature extraction part of the network or
compare the basic network with the classical structures in
other networks. Combined, the segmentation accuracy of
buildings is improved, but there is still the problem of edge
blur caused by loss of details [11–13].

�erefore, based on the SegNet network, this paper
designs a residual bottleneck structure that can extract
multiscale features in parallel by modifying the activation
function. Combined with the skip connection operation and
the improved edge correction module, an improved deep
semantic segmentation network RsBR-SegNet (Resi-
dual + Boundary Re�nement-SegNet) is used to improve the
accuracy and edge integrity of high-resolution remote
sensing image building segmentation and provide a refer-
ence for the practical application of remote sensing image
building segmentation.
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2. Experimental Data

2.1. Introduction to Datasets. In order to verify the effec-
tiveness and practicability of RsBR-SegNet in the task of
building segmentation, experiments were carried out suc-
cessively on the “Satellite dataset I (global cities)” [14] and
the aerial remote sensing image dataset “Massachusetts
Buildings Dataset” [15]. +e “Satellite dataset I (global cit-
ies)” dataset contains 204 satellite remote sensing images of
512× 512 pixels, with resolutions ranging from 0.3m to
2.5m. +e “Massachusetts Buildings Dataset” dataset con-
sists of 151 aerial remote sensing images in the Boston area,
each image is 1500×1500 pixels in size, and the data are
divided into 137 training sets, 10 testing sets, and 4 vali-
dation sets, with a resolution of 1m.

2.2. Dataset Preprocessing and Expansion. In this paper, the
“Satellite dataset I (global cities)” dataset is divided into the
training set and test set according to 4:1, without any
transformation, only to verify the effectiveness of the model
in the task of building segmentation. +en, in order to prove
the practicability of the network model in the field of remote
sensing image building segmentation and considering the
limited computing power of the computer, the “Massa-
chusetts Buildings Dataset” dataset was cropped and ex-
panded. First, each 1500×1500 image in the original
training set is cropped into 9 images of 512× 512 size, and
then the training set is expanded to 12330 images through a
series of data augmentation operations such as translation,
mirroring, rotation, and random combination. We are re-
quired to crop the test set only and expand it to 90 images of
size 512× 512.

3. The Working Principle of the RsBR-SegNet
Network Model

In order to improve the segmentation effect of buildings at
the edges and details, this paper improves the SegNet
network structure and builds a fully convolutional neural

network RsBR-SegNet for building segmentation in re-
mote sensing images. Its structure is shown in Figure 1.
RsBR-SegNet preserves the upsampling way of the orig-
inal SegNet, using GELU [16]. As an activation function,
we are required to avoid neuron necrosis; retain the first
layer of standard convolution in each convolution group
in the encoding network to undertake the maximum
pooling operation, and use the improved residual bot-
tleneck structure to replace the remaining volumes in the
encoding network. Layers are stacked to further extract
image features, deepen the network depth, and improve
the segmentation accuracy of buildings; use skip con-
nections between the encoding network and the decoding
network to fuse low-level features and high-level features
between image channels to further retain the original
detail information of buildings; the end of the decoding
network is connected to an improved edge correction
module to refine the edges of buildings and improve the
integrity of building segmentation. +e input of the
network is a three-channel (red, green, and blue) remote
sensing image of buildings, and the output is a single-
channel segmentation result map, where the white pixels
are the segmented buildings, and the black pixels are the
background.

3.1. Activation Function. +e original SegNet network uses
ReLU (Rectified Linear Units) [17] as the activation func-
tion, but when the input value of the function is negative, the
neuron will appear necrotic, which is an unavoidable defect
of the ReLU function. For this reason, this paper selects
GELU (Gaussian Error Linear Units, Gaussian Error Linear
Units), which performs well in deep learning tasks, as the
activation function in the RsBR-SegNet network because it is
derivable at the origin and introduces the idea of random
regularity. +erefore, the final activation transformation will
establish a random connection with the input, avoiding the
phenomenon of neuron necrosis and improving the speed
and accuracy of learning. +e function image is shown in
Figure 2.

pool index

Skip Connection
1 6 12 18

Edge Correction Moduledecode network Encoded network

Input Output

Conv+BN+GELU
Pool
Improved residual bottleneck structure

upsampling
Dilated Convolution
Sigmoid

Figure 1: RsBR-SegNet model structure diagram.
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3.2. Improve the Residual Bottleneck Structure. By increasing
the network depth, the model can learn more complex de-
tailed features, but the increase of the network depth will lead
to problems such as gradient instability and network deg-
radation during the training process. +e residual bottleneck
structure proposed in the ResNet network can alleviate this
phenomenon. +e MobileNetV2 network proposed by
Guillermo et al. [18] is based on the original residual bot-
tleneck structure and proposes a reverse residual bottleneck
structure, which reverses the original channel dimension and
uses depth-wise separable convolution for feature extraction,
which improves segmentation speed and accuracy.

Although the depth-wise separable convolution used in
the literature significantly reduces the number of weights,
there is still room for improvement in segmentation per-
formance. For this reason, this paper proposes an improved
residual bottleneck structure to obtain more feature map
information and improve the accuracy of building seg-
mentation. First, in the improved residual bottleneck
structure, the first layer adopts the convolution kernels of
5× 5, 3× 3, 2× 2, and 1× 1 for parallel calculation of
channel-by-channel convolution, receives the feature maps
of different receptive fields, concatenates the feature maps of
each path together to obtain more features, and then uses
point-by-point convolution to reduce the number of
channels to the original input size, so that the improved
residual bottleneck structure can effectively reduce the
number of weights and improve segmentation performance.
At the same time, the ReLU activation function will cause
information loss due to neuron inactivation in low-di-
mensional input. GELU can effectively alleviate this phe-
nomenon and improve performance. +erefore, GELU is
also used as the activation function after the channel-by-
channel convolution and the point-by-point convolution.
After reducing the nonlinear transformation, the improved
residual bottleneck structure is shown in Figure 3.

+e improved residual bottleneck structure is influenced
by the idea of the reverse residual bottleneck structure. In
this structure, the channel dimension is also expanded and
then contracted. By stacking depth-wise separable

convolutions of different sizes, global features are further
obtained and features improved. Extracting ability and re-
ducing the occupation of running memory, the number of
parameters is shown in equation (1). +e number of pa-
rameters of the reverse residual bottleneck structure in the
MobileNetV2 network is shown in equation (2).

P � [5 × 5 + 3 × 3 + 2 × 2 + 1 × 1] × M + 4 × M × 1 × 1 × N

� (39 + 4 × N − N) · M,
(1)

P � M × 1 × 1 × 6 × −M + 6 × −M × −3 × −3
+ 6 · × · M · ×1 × 1 × −N � (54 + 6 × N + 6 × M) × M.

(2)

In the above formula, P represents the number of pa-
rameters,M represents the number of input channels, andN
represents the number of output channels.

+e number of input channels of the residual bottleneck
structure in the RsBR-SegNet network is equal to the
number of output channels, so the number of parameters of
the improved residual bottleneck structure is less than the
number of parameters for the inverse residual bottleneck
structure in the MobileNetV2 network.

3.3. Improve the Edge CorrectionModule. At present, most of
the deep learning-based remote sensing image building seg-
mentation methods generate building segmentation results in
one step and do not make further corrections to the results.
+ere is a large difference between the segmentation results and
the ground truth [19–21]. In order to further correct the
segmentation results, this paper proposes an improved edge
correction module, which takes the single-channel probability
map output by the model as input, automatically learns the
residual between the input image and the corresponding real
result during the training process, and further refines the input.
Image for more accurate segmentation results. +e original

5 3 2 1

1×1 conv

+

GELU

Dwise

Figure 3: Improved residual bottleneck structure diagram.
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Figure 2: GELU activation function image.

Scientific Programming 3



edge correction module was originally proposed by Song et al.
[22] to further refine the boundary information, and the
structure is shown in Figure 4(a). Although this structure
improves the segmentation accuracy of the boundary to a
certain extent, due to the small number of network layers, the
deeper features of the input image cannot be extracted.
+erefore, an improved edge correction module is proposed,
which corrects the original edge. On the basis of the module,
the depth of the network layer and more receptive fields are
increased, and its structure is shown in Figure 4(b).

In the improved edge correction module, four holes
convolutions with expansion rates of 1, 6, 12, and 18 are used
to extract image features, and then the extracted feature
maps are superimposed. After each convolution operation,

normalization, and in the activation operation, in order to
avoid the phenomenon of neuron necrosis in ReLU [23–28],
GELU is also selected as the activation function, and then the
standard convolution of 3× 3 is used to convert the number
of feature map channels to 1, and then the obtained feature
map is compared with the input image of this module.
Fusion is performed to obtain the preliminary information
of the prediction module, and finally, the fused feature map
is classified by the Sigmoid function to obtain the final
segmentation result map [29–33]. Compared with the
original module, the improved edge correction module
proposed in this paper has a deeper structure, and the
extracted image features are richer. At the same time, the
dilated convolution with different expansion rates can also

Input

3×3 BN ReLU

3×3 BN ReLU

3×3 Conv

Output

+

(a)

Input

3×3 BN GELU

3×3 BN GELU

3×3 BN GELU

Output

+

3×3 BN GELU

+

3×3 Conv

(b)

Figure 4: Comparison (a) of edge (b) correction modules.
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obtain more global information, which makes the final
segmentation result of the building more accurate and
complete.

4. Experimental Results and Analysis

+e computer hardware configuration in this experiment is
Intel Xeon(R) Gold 5215@2.5GHz, 64G memory, NVIDIA
GeForce RTX 2080 Ti GPU. +e operating system is 64-bit
Ubuntu18.04, Cuda10.0 +Cudnn7.5, and the code is based
on the PyTorch framework.

4.1. Evaluation Indicators. We use precision rate, recall rate,
F1-score, and intersection over union (IoU) to evaluate and
analyze the segmentation effect of remote sensing image
buildings. +e calculation formula is as follows:

precision �
 tp

 tp +  fp
, (3)

recall �
 tp

 tp +  fn
, (4)

Original image

(a)

Label

(b)

FCN

(c)

Segnet

(d)

Unet

(e)

RsBR-Segnet

(f )

Figure 5: Comparison of segmentation results of satellite dataset I (global cities).
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F1 �
2(precision∗ recall)
precision + recall

, (5)

IoU �
 tp

 tp +  fp +  fn
. (6)

Among them, tp indicates the pixels that correctly
segment the building, fp represents the pixels that are
wrongly classified as buildings, and fn represents the pixels
that are buildings but not correctly segmented.+e precision
rate is used to measure the probability that the correctly
predicted building samples account for all the predicted
building samples in the prediction result. +e larger the
value, the more accurate the building segmentation is; the
ratio is actual building samples, the larger the value, the
more complete the segmentation of the buildings in the
sample; the F1 value is used to integrate the two evaluation
indicators of precision and recall, and the larger the value,
the better the network model. +e segmentation is more
effective; IoU is used to evaluate the similarity between the
identified building area and the ground truth area, and in
IoU, a higher value indicates a higher correlation between
the identified buildings and the ground truth.

4.2.EvaluationofSegmentationResults. In order to prove the
effectiveness of the network in this paper, the classical se-
mantic segmentation networks FCN, U-Net, SegNet, and the
network in this paper are tested on the small sample dataset “
Satellite dataset I (global cities),” and the experimental re-
sults are shown in Figure 5. Here, (a) is the original image,
(b) is the label corresponding to the building in the original
image, (c) is the segmentation result of the FCN network, (d)
is the segmentation result of the SegNet network, (e) is the
segmentation results of the U-Net network, and (f) is the
segmentation result of the network RsBR-SegNet. In this
paper, the area surrounded by the dotted frame is the
comparison of segmentation details, and the area sur-
rounded by the solid frame is the misclassification and
omission in the segmentation results. It can be seen from the
segmentation results that compared with other networks, the
image scale change has less impact on the network in this
paper, and there are fewer misclassifications and missed
classifications in the segmentation results, and it performs
better in the segmentation of small buildings. Edge recovery
is also more complete. It can be seen from the first line of
segmentation results that compared with other networks,
RsBR-SegNet can effectively overcome the misclassification
of buildings. From the second line of segmentation results, it

can be seen that U-Net has a better segmentation effect on
buildings than FCN and SegNet. RsBR-SegNet can further
identify small buildings that U-Net misses and loses detailed
information. +e phenomenon has been effectively allevi-
ated. +e third row of segmentation results shows that for
buildings interfered by vegetation and road shadows, RsBR-
SegNet has a certain antiinterference ability, and the in-
tegrity of the building edge is higher.

Table 1 records the test results of each network model on
the “Satellite dataset I (global cities)” dataset. As can be seen
from the data in the table, compared with SegNet, the
improved network has an increase of 3.5%, 13.4%, and 9.3%
in evaluation indicators such as precision rate, recall rate,
and F1 value, and an increase of 11.2% in IoU. It can be seen
from the index comparison results that compared with
SegNet and FCN, the improved network RsBR-SegNet
achieves a significant improvement in the segmentation
performance of buildings, and it also has certain improve-
ment advantages compared with the U-Net network. A good
segmentation effect can also be achieved on the dataset.

In order to prove the practicability of the network in this
paper in the task of building segmentation, each network is
tested on the expanded Massachusetts building dataset. +e
experimental results are shown in Figure 6.+emeaning and
legend of each column are consistent with Figure 5.

It can be seen from the segmentation results that the
improved network has more advantages in the intensive
small building segmentation task. +e first line of seg-
mentation results shows that compared with other networks,
RsBR-SegNet has fewer misclassifications and missed clas-
sifications, and the edges of buildings are restored more
completely. It can be seen from the segmentation results of
the following lines that for small buildings that cannot be
recognized by other networks in the figure, the improved
network can still identify them effectively, and the overall
segmentation effect of RsBR-SegNet is better than other
comparison networks.

+ey are tested on the expanded Massachusetts building
datase . Table 2 records the index evaluation results of each
network. From the data in the table, it can be seen that in the
large sample data set, the indicators of all networks have
improved. Compared with SegNet, the improved network is
improved by 1.7%, 6.1%, 5.0%, 6.7% in precision, recall, F1
value, and IoU, respectively. Compared with other classical
semantic segmentation networks, the RsBR-SegNet network
has improved various evaluation indicators, the accuracy
rate reaches 93.503%, and the IoU reaches 69.746%, which
fully proves the practicability of the improved network in the
task of remote sensing image building segmentation.

Table 1: Evaluation of satellite dataset I (global cities).

Network name Accuracy Recall F1 value Cross-over
FCN 0.86315 0.69252 0.72543 0.57586
SegNet 0.83997 0.62044 0.66617 0.50669
U-net 0.86616 0.73194 0.73196 0.59867
RsBR-SegNet 0.87526 0.75458 0.75907 0.61834
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5. Conclusion

+is paper proposes a fully convolutional neural network
RsBR-SegNet suitable for building segmentation. CELU as
the activation function in the network has to be used to
improve the learning ability of neurons, skip connections
have to be used to fuse the low-level semantic features and
high-level semantic features of the image, the phenomenon
of loss of details needs to be alleviated, and the improved
residual bottleneck structure and edge correction module
are to be used to extract more buildings It can improve the
segmentation accuracy and edge integrity of buildings.
Experiments are carried out on satellite and aerial remote
sensing image datasets, respectively, and the results show
that the RsBR-SegNet network has more accurate seg-
mentation results than the classical segmentation networks
FCN, U-Net, and SegNet and effectively overcomes the edge
blurring phenomenon. Compared with the evaluation in-
dicators such as precision rate, recall rate, F1 value, and IoU,
RsBR-SegNet has achieved the highest value, which is more
suitable for remote sensing image building segmentation
tasks.
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English teaching in general higher education is faced with great challenges. English teachers have to face a group of students from
di�erent regions, who have received di�erent English teaching methods during middle school, and their English pro�ciency is
uneven. At present, the teaching methods of most colleges and universities are backward, unable to make full use of modern
information technology, and students have low interest in learning, poor independent learning ability, and low learning e�ect,
especially in English. In order to comprehensively improve students’ English level, English teaching methods in colleges and
universities should be completely di�erent from the traditional teaching methods in middle schools. �is paper sorts out trial
research, questionnaire survey, and data analysis method and combines some problems existing in college English teaching and
the characteristics of microvideo, such as short, concise, sound, and text, to apply microvideo as a teaching resource in college
English grammar teaching. A trial group was set up to study the e�ectiveness of microvideo teaching. No students in the trial
group disliked the microvideo teaching and the average score of students in the trial group was 8.992 points higher than the
average score of students in the traditional group. �e results show that microvideo teaching can not only increase students’
interest in learning English but also improve their English language skills.

1. Introduction

In recent years, with the continuous development of the
network and modern education technology, the traditional
teaching methods need to change correspondingly, and the
teaching mode of microvideo has gradually entered the
teaching stage. �e integration of microvideo into English
classroom teaching allows students to freely enter the sit-
uation created by the microvideo to learn independently,
making the originally boring teaching process vivid and
interesting. [1–5] �rough rigorous design, microvideo can
give students a large amount of information in a short time,
which is suitable for students’ cognitive characteristics such
as short attention span. Microvideo can give di�erent stu-
dents di�erent learning needs and meet their learning needs.
In the case of intuitiveness and interest, students can
complete their learning tasks more e�ectively and improve
their self-con�dence. [6, 7].

�rough the application of microvideo in English
classroom teaching, students can use microvideo to arrange

and control their own learning according to their own
situation in the English classroom, which can be carried out
in a relaxed atmosphere, breaking the form of teacher
singing a solo show in the original classroom. [8–12] Stu-
dents can watch videos at their own pace, rather than closely
following the pace of the teacher. What you have learned can
be fast-forwarded, what you have not learned can be watched
over and over again, or you can stop to think carefully or
practice. In addition, you can also learn through group
cooperation or with the help of the teacher. �e teaching
reform that combines microvideo with English classroom
teaching truly focuses on learners, regards students as the
main body of the teaching process, and respects students’
individual di�erences and personalized needs. In China, in
the present stage of higher education, the teaching of English
subject is often valued as skills training, teaching form does
not have novelty, could not keep up with the pace of �e
Times development, and English teachers are still in ac-
cordance with the “speak, play, and practice,” the traditional
teaching method of teaching, not giving full play to students’
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various aspects and abilities. It is not conducive to the
cultivation of information literacy. [13–16].

In the traditional teaching mode, there is less exploration
in bring learners into the corresponding learning situation,
which is generally explained step by step based on the ex-
amination content, which is insufficient to mobilize stu-
dents’ interest in learning. Based on constructivism theory,
microlearning theory, situational teaching theory, and
knowledge visualization theory, this paper deepens the
unique advantages of microvideo teaching resources and
applies them to English grammar teaching in colleges and
universities through the integrated application of relevant
theoretical concepts, in order to obtain better teaching ef-
fects and gradually form a teaching model, so as to enrich the
theoretical research results of the application of microvideo
in English grammar teaching. [17–21].

Microvideo teaching is helpful to enhance students’
interest in Learning English and cultivating their indepen-
dent learning ability. In order to change the monotonous
and boring characteristics of traditional teaching and en-
hance students’ interest and enthusiasm in learning English
grammar, microvideo teaching should be applied in English
grammar teaching in a timely and appropriate way to create
a real and vivid language teaching situation. Meanwhile,
with the help of microvideo, students can play the video
unlimited times, anytime and anywhere, so that they can not
only check and fill in the gaps of knowledge that they do not
know but also review the old and learn the new, so as to
cultivate students’ ability of independent inquiry and
learning. Microvideo can help teachers change teaching
methods and improve classroom efficiency. Microvideo
teaching is a new teaching method. In English grammar
teaching, teachers can effectively integrate excellent
microvideos and share resources, which can not only reduce
the burden of teachers but also enable students to actively
learn grammar knowledge, which is convenient to improve
classroom efficiency and maximize classroom teaching.
[22–25] Exploring the application of microvideo teaching in
actual English grammar teaching, the microvideo teaching
resources are applied to judge the ultimate impact of this
teaching method on students’ academic performance and to
break through the key and difficult points. Based on the
application of English grammar in colleges and universities,
it is extended to all aspects of English listening, speaking,
reading, and writing. [25–27].

Taking college English classroom teaching as an ex-
ample, this paper analyzes the application ideas and status
quo of conventional English teaching. According to the
actual situation of college English classroom teaching, this
paper tries to combine microvideo with classroom teaching
to carry out classroom teaching reform, such as reasonable
use of classroom time and improving teaching effect and
efficiency.

2. Microvideo Theory

2.1. Microlearning %eory. 'e biggest characteristics of
microvideo are short, fast, fine, and mass participation.
Compared with traditional teaching resources, microvideo

teaching resources have vivid images, stimulates the senses,
make abstract knowledge interesting, short time, precise
content, simplifies the classroom, improves classroom effi-
ciency, and student participation.

Grammar is the basis of learning language subjects well.
Languages are governed systems, and such rules are
grammatical rules. Mastering grammar rules is the key to
improve the language skills of listening, speaking, reading,
and writing. Students not only need to master a variety of
advanced vocabulary but also must master a variety of
sentence patterns and tenses, which shows how difficult it is
for college students to learn English grammar well. English
grammar microvideo in higher education refers to the
production of English grammar knowledge into short and
concise video resources in accordance with English cur-
riculum standards and students’ cognition skills with the
help of modern tools, so as to facilitate students’ under-
standing and learning of grammar. We summarize the
grammar contained in the textbook, download or record
short videos of relevant grammar knowledge, and create a
vivid and interesting micro-video teaching situation, thus
causing a strong visual feast for students and motivating
them. Meanwhile, we summarize and categorise the relevant
grammar, simplify and systematise it in a piecemeal manner,
so as to help students structure their grammar knowledge
and build up their self-confidence in learning. 'e clear and
convenient grammar tutorials provided by the grammar
microvideo can meet the aim of some students to learn
grammar when they want, where they want, and to con-
solidate their grammar knowledge whenever and wherever
they want.

'e concept of microlearning theory was first introduced
in the early years of the 21st century and refers to learning
activities that deal with relatively small learning units and
focus on short periods of time. Microlearning also refers to
“learning activities that break down knowledge into smaller
learning units and that people can do in their daily com-
munication and work”, emphasising the convenience of
microlearning. Microlearning is a learning activity sup-
ported by information technology with micromedia,
microprocesses, and microresources based on the concept of
ubiquity, connectivity, ecology, and uniqueness. Micro-
media emphasise learning activities that involve learning to
master smaller pieces of knowledge in a limited amount of
time. Learners can learn whenever and wherever they need
to, and the content knowledge learned is generally brief. 'e
media provide many preprocessed knowledge modules or
knowledge points, which are usually both interlinked and
independent of each other.

2.2. Knowledge Visualization. Knowledge visualization is a
new teaching idea and an important means to acquire
knowledge in the era of graphic existence. Visual repre-
sentation is the most effective form of knowledge visuali-
zation, including knowledge presentation, transmission, and
acquisition. Knowledge visualization emphasizes the visu-
alization of learning content and knowledge, and improves
students’ learning ability and knowledge construction ability
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through visual organs. Knowledge visualization is a new
requirement of teaching reform and development in the era
of graphic survival. Knowledge visualization can not only
externalize the tacit knowledge but also visualize, animate,
and simplify the explicit knowledge, which can promote the
dissemination and innovation of knowledge among groups.
However, both visual design and visual application of
knowledge are closely related to visual representation, which
is an indispensable part of teaching. 'erefore, visual rep-
resentation is a crucial form to realize the value of knowledge
visualization. In addition, based on graphic design and
cognitive science, knowledge “transmission” and “innova-
tion” can be promoted, such as concept map, mind map, and
knowledge animation. Under the condition of information
technology, numerous video websites have massive video
resources, which provide great convenience for teaching.
Figure 1 represents the transformation of dry knowledge
into an easy-to-remember picture or video.

2.3. Immersion Teaching. Situational teaching is a kind of
teaching mode which sets out from the angle of feeling and
environment, feeling and speech, feeling and reason, and
feeling and all-round development that creates the situation
which is beneficial to students’ study, stimulates students’
interest, and combines emotional activities with cognitive
activities. Video teaching in the foreign language classroom
extends the teaching content by creating contexts, creating
realistic and vivid language situations to arouse students’
response to English, increase their enthusiasm for learning
English, build their confidence in learning English, develop
their ability to learn independently, form a good sense of
English and intonation, and lay the foundation for them to
communicate in English in their daily lives.'e visualization
process of teaching English increases the extent to which
students remember points (Figure 2).

3. Feasibility of Microvideo Implementation

3.1. Features of English Language Teaching. Grammar is a
combination of common patterns, types, and rules sum-
marized from many complex grammar groups. Grammar
has strong abstractness and generality. Grammar is a kind of
language rules and is the key to master the language.
'erefore, to learn a language, we must first understand its
grammar rules, which is also true for English learning.
English grammar is the expression of English language rules,
which can be divided into five levels: sentence, clause,
phrase, word, and morpheme. A good command of English
grammar is very important for an English learner. 'e
knowledge of English grammar includes not only verbs,
adverbs, numerals, and other basic parts of speech but also
difficult tenses, such as past continuous, present continuous,
present perfect, and past perfect. English grammar content is
such a large and complex collection, and it is scattered in
English textbooks. In addition, the boring characteristics of
grammar content itself make it even more difficult for non-
native English learners to learn grammar well. However,
after careful summarization, it is found that English

grammar knowledge has potential stability and regularity.
For the majority of college students, learning grammar is the
most important thing to learn English well in the future. 'e
short and concise feature of microvideo is combined with
the systematic feature of English grammar. With the feature
of both pictures and videos, students can better understand
abstract grammar knowledge, master the rules of English
grammar weaving, learn English language better, and im-
prove English communication ability. Figure 3 shows the
structure of the language.

3.2. Characteristics of English Teaching. In college, many
students come from different regions and receive different
education methods, so their learning ability and acceptance
ability are at different levels.'e traditional way of education
is to teach according to one standard, which is difficult to
meet the learning requirements of all people. At the same
time, college students have more freedom in extracurricular
activities, and it is more difficult to spend a lot of time
previewing and reviewing lessons after class. 'erefore,
students must master more knowledge and memorize more
knowledge points in class. At the same time, the use of more
advanced teaching methods to increase students’ indepen-
dent learning ability, increase their personal interest. In
teaching, teachers should grasp these characteristics of
college students, timely and appropriate use of various
teaching means, using new things to stimulate students'
interest in learning. Only when students are full of fun and
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Figure 1: Visual transformation of knowledge points.
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Figure 2: Visualizing the process of teaching English.
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enthusiasm can they improve their learning efficiency and
achieve twice the result with half the effort.

Microvideo teaching resources are generally set for a
certain knowledge point or teaching link, and the length of
time is generally limited to about five to eight minutes.
Compared with traditional English grammar teaching,
microvideos are more flexible and targeted, with clear
themes and graphic features, which are more in line with the
daily learning habits of college students. Combined with the
characteristics of English textbooks and students’ learning
characteristics, the advantages of microvideo teaching re-
sources in grammar teaching are found. Combining the
“short and concise” characteristics of microvideo with the
scattered and boring characteristics of language grammar, a
microvideo teaching mode suitable for college students to
learn English is created, which is conducive to students’
mastering of grammar knowledge and improving their
ability to use grammar, so as to study English more carefully
and intently, and improve their English scores.

In traditional classroom teaching, teachers generally
focus on the content of the books, with teachers talking and
indoctrinating while students mechanically receive. 'e
dryness and abstractness of English itself, as well as the
teaching conditions and the characteristics of students,
make it much harder for students to learn English well. 'e
advantages of microvideo illustrations, short and concise,
and the traditional classroom complement each other,
making it possible to improve the quality of English
teaching. 'e teaching context that the microvideo can
create is more in line with students’ cognitive needs and
allows them to focus more on their English learning, thus
stimulating their interest in learning English. 'e use of
microvideo teaching in English language teaching is ap-
propriate to create a language situation associated with the
teaching content, so as to change the traditional teaching of
a single boring mode and enhance students’ interest and
enthusiasm, and motivate them in learning English.
Meanwhile, students can make use of the feature that
microvideo can be played anytime and anywhere without
restriction, so that they can not only check the content of
knowledge that they do not understand but also learn new
things from the past, thus developing students’ ability and
habit of independent inquiry into English language
knowledge. Microvideo teaching is a new type of teaching
method. By using the characteristics of storable and
replayable microvideo teaching resources, teachers can
effectively integrate and share resources of excellent

microvideos in English teaching, which can not only reduce
the burden of teachers but also make students actively
participate in English classroom learning in order to im-
prove the classroom efficiency of English learning. 'ere-
fore, the use of microvideos in English grammar learning is
not only convenient for students but also for the teachers.

4. Implementation of Microvideo Teaching

4.1. Contrast Test Setup. In this trial, new students were
divided into two groups of 100 each randomly assigned. 'e
two groups were randomly selected. None of them had
studied college English. One group followed the traditional
teaching mode, while the other group adopted microvideo
assistance in the normal teaching process. 'e trial lasted for
a semester, and the effect of the trial was tested by comparing
the scores at the end of the semester. At the same time,
questionnaires were used to understand the application
effect of microvideo in English teaching.

Design of the two groups of courses according to the first
lesson of college English I, A New Start. 'e trial design is
shown in Table 1.

4.1.1. Teaching Application Examples. Course: A New Start.
Course focus analysis: this part of the course is the first
lesson in the university and is about introducing people to
each other and starting a new life. By watching a microvideo
in which people are introduced to each other, it introduces
what we are about to learn in this topic: A New Start.
Students are able to recognise key vocabulary, key phrases,
and important grammatical structures through the dialogue
in the video. 'ese points are then applied to the self-
presentation through student interaction, and they are
memorised without realising it. Figure 4 shows multiple
scenarios of self-presentation.

'e relevant microvideo is copied onto the electronic
whiteboard in the trial class before the lesson and students
are divided into established groups and assigned pre-
watching tasks, which are completed through discussion
and analysis among the group members. 'e exercises are
then tested, explored, and summarized in class to further
consolidate students’ mastery of the new curriculum. 'is
lesson uses microvideos to supplement the teaching of
English and uses group competition and cooperation to
complete the exercises, increasing students’ motivation to
participate.

alphabet word grammar sentences

phrase

Figure 3: 'e structure of the language.
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4.2. Effectiveness of Microvideo Teaching. 'e main purpose
of this questionnaire is to find out students’ attitudes and
feelings towards the use of microvideo for English grammar
teaching, feedback on its effectiveness, and whether they are
willing to continue using it. 'e students’ attitudes towards
microvideo-assisted English teaching involved three main
questions: Do you like English as a subject? Which aspect of
English do you feel is the most difficult? In classroom teaching,
do you like the teacher’s use of microvideo for English
teaching? 'e questionnaire was used to get a true picture of
students’ attitudes towards English as a subject, the difficulties
in learning English, and how students really feel about the use
of microvideo for English-assisted teaching in the classroom.

According to Figure 5, when it comes to whether stu-
dents like English as a subject, 10% said they liked it a lot,
15% said they liked it, 55% said they liked it generally, 15%
said they did not like it, and 5% said they did not like it at all.
'e above figures show that only 25% of the class enjoyed
English. At the same time, 55% of the students expressed a
general preference for English, which indicates that learning
English is a major barrier to learning for most students.
'erefore, it is imperative to increase the class participation
rate and student enjoyment.

Figure 6 shows the results of the questionnaire survey on
the most difficult part of English. As can be seen from
Figure 6, 30% regard listening as the most difficult, 40%
regard speaking as the most difficult, 10% regard reading as
the most difficult, and 20% regard writing as the most
difficult. As can be seen from the above data, oral English is
considered the most difficult to learn by students. It can be
seen that the output of English is the most difficult part of
learning, and repeated input is needed to break through
English learning. Repeated learning at difficult points can
comprehensively improve oral English learning.

Figure 7 is a survey of students’ liking for microvideo
teaching. Figure 7 shows that 60% of the students like
microvideos very much, 30% like them, and 10% like them
generally.'ere is no student who does not like this teaching
method. It can be seen from the data that all students can
accept microvideo teaching, and 90% of students like
teachers to use microvideo assisted teaching in English class.
'is shows that the microvideo teaching method is widely
welcomed by students and is a successful attempt.

Figure 8 shows the research on howmicrovideo teaching
helps English learning. As can be seen from Fig. 8, 21% of
students think microvideo teaching is very helpful for En-
glish learning, 49% think it is helpful, 17% think it is a little
helpful, and 13% think it is not helpful. It is worth noting
that none of the students thought that microvideo teaching
was useless for English learning. 'is shows that microvideo
teaching can stimulate students’ interest and enthusiasm in
learning and make them like learning English more.

Table 1: Trial design.

Teaching
link Microvideo teaching group Traditional teaching group

1 Carry out microvideo guidance course Learn according to books

2 Microvideo introduces new lessons, explains, and
summarizes knowledge points

'e teacher enters the new curriculum according to the textbook and
summarizes the knowledge points orally

3 Microvideo consolidation exercises Practice according to the exercises after class

Figure 4: Self-introduction microvideo.

5%

15%

55%

15%
10%

Very much like
Like
General
Dilike
Not a fan at all

Figure 5: Level of enjoyment of the subject of English.

20%

10%
40%

30%

Listening
Speaking
Reading
Writing

Figure 6: Most difficult part of English.
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'e research in response to whether to continue with
microvideo teaching is shown in Figure 9. As can be seen
from Fig. 9, 82% of the students very much wanted to
continue microvideo-assisted English teaching, 16% wanted
to continue microvideo teaching, only 2% of the students
generally wanted to continue microvideo teaching, and no
students did not want to continue microvideo teaching. 'is
reveals that all students hope to continue microvideo
teaching, which is students’ recognition of this teaching
method.

4.3. Test Result Inspection. In this study, final tests were
conducted on the trial group and the general group, and the
results of the two groups were analyzed by sample Student-
test, and the results obtained are shown in Table 2.

As can be seen from Table 2, the average score of the final
exam of the trial group is 52.263, and that of the traditional
group is 43.271. 'e average score of the trial group was
8.992 points higher than that of the traditional group, with a
large gap between the two groups. 'e standard deviation of

the final exam results of the trial group is 10.564, while that
of the traditional group is 13.018, indicating that the dis-
tribution of the results of the traditional group was more
discrete than that of the trial group, and there was a large
difference among the students in the traditional group.

As shown in Table 3, the P value of the independent
sample test of scores was equal to 0.027 <0.05, indicating that
the scores of the two groups were significantly different, and
it was obvious that the scores of the trial group were higher
than those of the traditional group.

Microvideo teaching resources are more in line with the
preferences of contemporary university students than text
and images. 'e classroom teaching involving microvideo

0%

13%

17%

49%

21%

very much
much
a lots
a little
not

Figure 8: Results of microvideo teaching on the usefulness of
learning.

Table 2: Student-test analysis results of other grades of the two test
groups.

Group Sample
size Average Standard

deviation
Standard
error

Microvideo 100 52.263 10.564 3.594
Traditional 100 43.271 13.018 4.171

Very much like
Like
General
Dislike
Not a fan at all

0%

10%

30%

60%

Figure 7: Level of liking microvideo.

0%0%2%

16%82%

very much
much
a lots
a little
not

Figure 9: Results of the survey on whether students want to
continue microvideo teaching.
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simplifies and vivifies students’ English learning through
dynamic pictures, lively situations, and brightly colored
scenes, which has been praised by the majority of students.
In English class, the introduction of microvideo English
teaching timely and appropriately can not only attract
students’ attention but also mobilize students’ enthusiasm in
Learning English to a great extent and stimulate their en-
thusiasm for learning. Based on the above analysis of student
questionnaire and performance test of microvideo English
teaching, the teaching design of microvideo in the new
English teaching in this study has injected vitality into
classroom teaching to a certain extent. 'e vivid and lively
scenes created by microvideos can well attract students’
attention in class, improve students’ motivation to learn or
want to learn English, and improve classroom efficiency and
English teaching effect.

5. Conclusion

In this paper, microvideo technology is applied to college
English teaching. In the classroom teaching involving
microvideo, students’ English grammar learning is simpli-
fied and vivid through dynamic pictures, lively situations,
and brightly colored scenes, which is highly praised by the
majority of students. 'e success of microvideo in English
teaching not only increases students’ interest in English
learning but also improves the level of college English
teaching. 'e application of microvideo technology can well
solve the problems of college English teaching and make
students from different regions receive more appropriate
teaching methods.
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'e data used to support the findings of this study are
available from the author upon request.
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With the continuous development of China’s economy and society and the gradual reform of various industries, the modern folk
opera performance art has received more and more attention, and through the excavation of features in the folk opera per-
formance art, the modern folk opera performance level can be promoted. �is paper proposes a generalised principal component
analysis (PCA) feature extraction method, which �rst reorganizes the image matrix, constructs the overall scatter matrix based on
the reorganized image matrix, and then �nds the best projection vector for feature extraction. �e proposed method is a further
extension of the 2DPCA module, which can build a scatter matrix of arbitrary dimensions and obtain a projection vector of
arbitrary dimensions. �e results show that the best feature extraction is achieved by optimising the SVM with a principal
component contribution of 50% and using the grid search algorithm.�e smaller the dimension of the scatter matrix, the stronger
the feature extraction ability of the generalised principal component analysis and the faster the feature extraction speed.

1. Introduction

1.1. Current Development of Modern Folk Opera Performing
Arts. �e analysis of the basic content and relevance of our
vocal singing is of a certain systematic and complex nature. At
the current stage of the world opera scene, all the operatic
content of vocal singing is divided into two concepts: broad
and narrow. Opera in the broadest sense of the word pri-
marily means that there is no limit to the feelings expressed in
opera and the way in which they are expressed. Opera per-
formers who express relevant emotions in the course of their
stage interpretations that are appropriate to the situation are
singing opera in the broadest sense. Opera singing in the
narrower sense, on the other hand, is primarily about the use
of the stage performer’s own characteristics. At the same time,
playing to stage performers’ own strengths in terms of speed
or structure, they give a relatively delicate expression to the
inner emotions of operatic characters, grasping their own
emotions for operatic performances based on the under-
standing of the script and the actual situation of the char-
acters. Such a vocal performance is called an operatic vocal
performance in a relatively narrow sense.

�rough comparison and analysis, we can see that both
the broad sense of performance and the narrow sense of
vocal performance in opera are closely related to the writer’s
creative state at the time. In the process of creating an opera,
the writer’s own state of mind and movements held at the
time a�ect the overall opera and its expression. Considered
in terms of scope, opera falls within the scope of the current
phase of opera. At the same time, as opera continues to
develop and grow, it has been able to inherit most of the
commonalities and characteristics of the operatic form of
expression and has become an art form rich in connotations.
In the process of continuous development, opera mainly
includes various forms of expression such as opera story,
plot contradiction, and con�ict.

However, the art of stage opera in China has expanded
and developed rapidly since the founding of New China.
During the past two decades, the art of opera in China has
gained a great degree of enrichment, mainly in the form of
folk opera. �e main content of stage opera at this stage
basically consisted of actors performing the roles of the main
characters and singing on this basis, with the voice style
possessing the characteristics of diversity and ethnicity. �e
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development of stage opera at this stage was mainly operatic
in the narrower sense, mainly in the form of large lyrics sung
by professional actors through their own unique accents and
relatively specializedmethods of expression. Generally in the
performance of a stage opera, the singer can perform
through different parts of the tone and characteristic tempo
changes, thus creating a contrasting effect in the stage opera
and thus reflecting the distinctive role of the main character
and the emotional changes.

%rough in-depth comparison and research and analysis,
we can find that this stage of China’s stage opera creation has
made development and progress. %e way in which different
passages are sung in stage operas can already be contrasted
in many ways in terms of content. However, it cannot be
ignored that there are still some flaws and shortcomings in
this stage of stage opera composition. %e inability to
compare partial passages or stanzas in minute detail has
prevented a very strong sense of contrast in the artistic
expression of opera during this period, a conclusion that can
be drawn from a comparison of many classical cantatas. It is
also clear from this analysis that a large part of the reason for
remembering the classics is that the large passages are very
significant and expressive, allowing for good expression in
terms of pitch, quality, and timbre, but the operatic nature is
not fully reflected.

%ere are two main reasons why the development of
stage opera in China has struggled to reflect operaticism.%e
first is that the stage opera art form needs to rely on musical
expression, but the attention of professional composers is
often focused between passages and the comparative analysis
of the levels of utterance rarely has an emotional element.
%e second is because the singing ability of professional
actors in stage opera can have an impact on the artistic
expression of stage opera, which requires professional actors
to perform the main character’s role freely.

However, through research and analysis, we can find that
there is a large gap between the actors’ own quality and the
actual demands of role interpretation at this stage. After a
certain degree of professional training, the performers may
be able to sing with a certain degree of competence. At this
stage, however, many folk opera programmes require a
unique singing voice or talent, but many singers have a
single tone or no contrasting characteristics in their inter-
pretation. %e operatic nature of vocal singing in folk opera
performance art needs to be taken seriously.

1.2. Status of Research on Feature Extraction by PCA.
Pattern recognition has long been a hot issue in research.
Various methods have been proposed to extract the most
effective discriminative features from patterns for pattern
classification. PCA [1, 2], considered as a classical feature
extraction [3] and data dimensionality reduction method,
has been widely applied in the field of pattern recognition
and computer vision. Sirovich and Kirby [4, 5] first used
PCA to process face images and introduced the concept of
eigenimages. Based on this, Turk and Pentland proposed an
eigenface approach based on PCA [6]. Since then, PCA has
been studied in depth and some new algorithms related to

PCA have been proposed, such as ICA (Independent
Component Analysis) and KPCA (Kernel Principal Com-
ponent Analysis) [7].

Recently, Yang Jian et al. proposed 2DPCA [8] as a
feature extraction method. On the basis of this, many
scholars have conducted research [9, 10] and applications
[11, 12], and the PCA method is applicable to the devel-
opment of various industries [13]. Zhang et al. [14] proposed
DPCA (Diagonal Principal Component Analysis). %e
module 2DPCA is the deformation and extension of
2DPCA, which is better than 2DPCA in terms of feature
extraction performance.

By further extending the modular 2DPCA, a generalised
PCA feature extraction method is proposed, which can be
computed by building a scatter matrix of arbitrary dimen-
sions when solving for the optimal projection vector, sim-
plifying the operation process. %e experimental results
show that as the dimensionality of the scattering matrix
decreases, the generalised PCA will have better feature ex-
traction capability and faster processing speed. In this paper,
a generalised PCA feature extraction method is proposed by
applying the PCA method to modern folk opera perfor-
mance art features extraction, in order to analyse the
problems affecting the development of opera performance
through the data and promote the improvement of modern
folk opera performance.

2. PCA Theory

In order to fully reflect the information contained in modern
folk opera performing arts images, multiple feature values
need to be extracted for analysis. However, too many feature
values can add to the burden of classification testing and
have an impact on the analysis, so it is necessary to find the
feature values that best reflect the differences in the images
among the multidimensional feature values and reduce the
multidimensional feature space to a lower dimensional
feature space.

%e basic idea of PCA is to reorganize the original data to
obtain a new set of unrelated and independent data, in order
to achieve the purpose of representing the information of the
original data characteristics with less data [15, 16]. For a
group of data with N indicator, after PCA, the new com-
bination form is used to characterize the original data
combination, and the combination with the largest variance
Var(N) among all linear combinations is called the first
principal component, which is recorded as Q1. When the
principal component Q1 is not enough to characterize the
original data information, a new combination form is se-
lected to complement the information of the original data,
which is called the second principal component Q2, and Q2
should not overlap with the information of Q1, Q1, and Q2
satisfy COV(Q1, Q2) � 0, and so on until the number of
principal components characterizes the original information
feature. %e steps of PCA are as follows:

(1) Suppose there is a set of samples noted as K. Firstly,
the samples are standardized to obtain the stan-
dardized sample matrix R:
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Rij �
Kij − (1/m) 

i�1
m Kij

����������������������������

1/m − 1
i�1
m Kij − 1/m 

i�1
m Kij 

2
 , (1)

where i � 1, 2, . . . , m; j � 1, 2, . . . , n.
(2) Calculate the correlation coefficient matrix for the

standardized sample B:

B �
1
m
RTR. (2)

(3) Let the eigenvalue be λ, then the characteristic
equation of the correlation coefficient matrix B can
be calculated, from which m characteristic roots can
be obtained:

B − λIm


 � 0. (3)

Based on the calculated eigenvalue
λi(i � 1, 2, 3, . . . , m), the unit eigenvector
P1, P2, P3, . . . , Pm can be obtained.
%e number of principal components, determined
from the cumulative contribution of the principal
components, is used to derive the covariance matrix
and its eigenvalues for the data matrix and its matrix
transpose matrix determined for each combination
of principal components. %e contribution of the
principal components, the cumulative contribution
can be determined from the following equations:

Ai �
λi


i�1
m λi

, (4)

C(m) �


i�1
p λi


i�1
m λi

, (5)

where p is the number of eigenvalues to be
determined.

(4) When the cumulative contribution of the principal
components is greater than 90%, the first p com-
bination of principal components can be considered
here to include most of the characteristic informa-
tion of the original data. %e corresponding P is the
first p principal components [17].

%e flowchart ofmodern folk opera performing arts feature
extraction using PCA in this paper is shown in Figure 1.

3. Principle of Feature Extraction

3.1. Image Recombination. Let I1, . . . , IN be a training set
consisting of N n-dimensional image vectors, where
Ii � (Ii

1, . . . , Ii
n). Each training sample is partitioned into

one subvector of dimension k according to the same rules ai
j

and arranged according to equation (6) to form a newmatrix
sample Ai of size 1 × k. %e number of vectors is
l � ceil(n/k), and if the last vector has less than k dimen-
sions, it is padded with zeros:

Ai �

a
i
1

· · ·

i

a1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

3.2. Projection Vectors. Calculate the scatter matrix of the
matrix sample A1, A2, . . . , AN, denoted as ST:

ST � 

i�1

N

Ai − A( 
T

Ai − A( . (7)

Here, A � 1/N 
i�1
N Ai, and since matrix ST is a sym-

metric matrix, there must exist an orthogonal matrix Φ �

(φ1, . . . ,φn) such that ST is diagonalised:

φT
i φj � 1, (i � j, i, j � 1, . . . , n),

φT
i φj � 0, (i≠ j, i, j � 1, . . . , n).

⎧⎪⎨

⎪⎩
(8)

%e vector φ1, . . . ,φd corresponding to the first d largest
eigenvalues of ST is taken as the projection vector.

3.3. Feature Extraction. %e sample Fi is divided into l

subvectors bi
j of dimension k according to the same parti-

tioning rules and arranged according to the rules of equation
(6) to form a matrix sample of size 1 × k, denoted as Bi. %e
number of vectors l � ceil(n/k), when the last vector is less
than k, is also filled with zeros. %e matrix sample Bi is
projected with the projection vector φ1, . . . ,φd, and the
eigenvalue matrix Yi is extracted from Bi , and the elements
of Yi are the eigenvalues of the sample Fi to be tested:

Yi � Bi φ1, . . . ,φd( . (9)

If sample Ii of eigenvalues needs to be extracted, then we
have the following:

(1) When k � m′ × n′, l � 1, the Ai obtained from image
Ii is a vector of 1 × m′ × n′, which is the classical
PCA feature extraction method.

(2) When k � n′, l � m′Ai is a matrix of m′ × n′, this is
the 2DPCA feature extraction method.

(3) When k � n′/z, l � zm′Ai is a matrix of zm′ × n′/z.
%is is the module 2DPCA feature extraction
method. In fact, in the module 2DPCA algorithm,
the dimensionality and specific values of the ei-
genvectors of the scattering matrix only vary with the
chunking pattern in the row direction, independent
of the chunking pattern in the column direction.

It can be seen that the generalised PCA feature extraction
method proposed in this paper covers classical PCA,
2DPCA, and module 2DPCA. In addition, for images with a
resolution of m′ × n′, k can be taken as an integer value in
the range of 1≤ k≤m′n′, which makes the algorithm more
general and flexible.
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3.4. Properties of theAlgorithm. %e generalised PCA feature
extraction method has the following two important prop-
erties, which are the rationale behind the proposed gener-
alised PCA:

(1) %e scatter value of the sample set scatter matrix does
not change depending on the dimensionality of the
subvectors into which the samples are partitioned.
Let a vector sample Ii of dimension n be partitioned
into a matrix sample Ai of dimension 1 × k and the
number of samples is N:

Ai �

Ii1 · · · Iik
· · · · · · · · ·

I(l− 1)k+1 · · · Iin

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

ST � 
i�1

N

Ai − A( 
T

Ai − A( .

(10)

%e scatter between samples tr(ST) is then
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%e final transformation of the scatter


i�1
N 

j�1
d (Ii

j − Ij)
2 is independent of parameters k

and l, which proves that the scatter between samples
remains the same no matter how many dimensions
the matrix is partitioned into and that the above
conclusion holds true for k � n.

(2) %e Euclidean distance between sample eigenvectors
is equal to the Euclidean distance between the
original sample vectors, regardless of the dimen-
sionality of the vector sample split into matrix
samples.

Let F1 and be F2 any two samples, which can be rep-
resented as l matrix samples B1 and B2 of dimension k:

Bi �

F
i
1 · · · F

i
k

· · · · · · · · ·

F
i
(l− 1)k+1 · · · F

i
n
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⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (12)

Let the eigenvectors of F1 be B1Φ, the eigenvectors of F2
be B2Φ, and Φ � [ϕ1, . . . ,ϕk] be the matrix consisting of all
eigenvectors of the scattering matrix.

Similarly, the Euclidean distance Dis(B1Φ, B2Φ) be-
tween the eigenvectors of samples B1 and B2 of the split
matrix is equal to the Euclidean distance Dis(F1, F2) be-
tween samples F1 and F2, and the same conclusion holds
when k � n.

4. Experimental Results and Analysis

4.1. Experimental Data. %e data set used in this paper was
collected from the works of 40 modern folk opera artists,
each consisting of 10 images with a resolution of 112× 92.
Some of the images were taken in different periods, with
different degrees of variation in facial expressions and body
movements. Among the 10 image samples of each person,
the best ratio was selected according to the training model.
Seven images from each person were randomly selected as
the training set and the remaining three images as the test
set, with the ratio of the total number of training and test
samples for all people being 7 to 3. Each set of experiments
was conducted five times, and the average of the five ex-
periments was chosen as the final result.

4.2. Experiment 1. Each image is viewed as a 10,304 di-
mensional vector with a subvector dimension of k, taking a
range of different values. %e eigenvectors corresponding to
the first seven largest eigenvalues of the scatter matrix are
used as projection vectors to extract eigenvalues for clas-
sification with the nearest neighbour classifier, and the
experimental data are shown in Table 1.

%e comparison of recognition rate and time at different
values of subvector dimension is shown in Figure 2. It can be
seen that the recognition accuracy decreases as the subvector
dimension increases, but the recognition time increases

Identification
results

Test
samples

Preprocessing PCA
feature extraction Image features

Preprocessing PCA
feature extraction Recognition

Train
samples

Training
Stage

Testing
Stage

Figure 1: Flowchart of feature extraction by PCA.
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gradually, which shows that the lower the subvector di-
mension, the better the experimental results.

%e 2,240 eigenvalues were extracted from each image,
and as the subvector dimension k increased, the number of
projection vectors d was increased as the number of rows l of
the matrix sample decreased, and vice versa, always making
l × d � 2240. %e classification was performed with the
nearest neighbour splitter, and the recognition rates are
shown in Table 2.

%e comparison between the recognition rate and the
number of projection vectors d for the number of eigen-
values of 2240 is shown in Figure 3. From the figure, it can be
seen that the recognition rate at different subvector di-
mensions is not very different, and the best recognition rate
is achieved at dimension 23, and the number of projection
vectors shows a positive proportional relationship with the
number of projection vectors.

4.3. Experiment 2. In order to identify the influence of
gender in the extraction of features in modern folk opera
performance art, this study is then conducted. Twenty-two
images of female opera artists were selected, and 11 colour
images of 480× 640 resolution each were used as experi-
mental data. Due to the large size of the images, the images
were converted to 120×160 grey scale before the experi-
ment. Each image was considered as a 19 200-dimensional
vector, and the first 5 images of each person were used as the
training set, while the remaining 6 images were used as the
test set. From each image, 1,200 feature values, i.e.,
l × d � 1200, were extracted and classified using the nearest

neighbour classifier, and Table 3 shows the experimental
data.

%e data comparison results for the projection vector d,
recognition rate, and time consumed in this experiment are
shown in Figure 4.

From Figure 3, it can be seen that the change in rec-
ognition rate is not very different, but the recognition time
gradually becomes longer as the number of dimensions
increases, and the projection dimension d also becomes
larger as the number of k increases.

4.4. Experiment Comparison. %e results of Experiment 1
and Experiment 2 show that the maximum recognition rate
occurs when the number of projection vectors is the same or
the number of extracted features is the same, but the value of
k is smaller. %e analysis shows that when the value of k is
small, the scattering matrix is smaller and it is easier to
extract the local features of the image. %is is the real reason
why 2DPCA is superior to PCA, and 2DPCA is superior to
2DPCA. %erefore, in practice, a smaller value of k is
beneficial for the recognition rate.

%e data in Tables 1 and 3 show that feature extraction
takes less time when the value of k is small. Because the
scatter matrix is small when the value of k is small, it takes
less time to find the scatter matrix and projection vector, so
the feature extraction of the image is faster. %erefore, in
terms of speed, a smaller value of k is more effective in
practice.

%e number of image features in both experiments varies
with the dimension of the subvector k as shown in Table 4.

Table 1: Experimental data for different values of subvector dimensions.

Subvector dimension k 12 23 46 92 184 368 736 1472
Recognition (%) 85 85 84 82 81.5 81.5 81 81.5
Time (s) 2.23 11.89 21.78 31.83 42.87 51.94 60.08 82.92
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Figure 2: Comparison of data for different values of subvector dimensions: (a) recognition and (b) time.
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A visual comparison of the number of image eigenvalues
for the two experiments as a function of subvector di-
mension k is shown in Figure 5.

%e larger the value of k × k and k, the larger the storage
space required. When the value of k is taken as m′ × n′, the
size of the scatter matrix is 10 304×10 304, which is difficult
to achieve on a normal machine, while a smaller value of k is
beneficial for saving storage space.

In summary, when k is taken as a small value, it is
beneficial for the recognition rate, feature extraction speed,
and storage space saving. %erefore, when the dimension-
ality of the vector sample is high, it is more beneficial to use a
generalised PCA feature extraction method with a smaller
value of k.

After fixing the value of k, the effect of the classifier on
the effect of PCA on feature extraction is next considered.
%e experiments were conducted using the nearest neigh-
bour classifier, followed by a support vector machine (SVM)
[18, 19] to test the effect on feature extraction in modern folk
opera performance art and to compare the experimental
results with different principal component contribution

rates, and finally, a grid search algorithm (GS) [20] is used to
optimise the support vector machine parameters and thus
improve the classification results.

%e experiments are conducted on two datasets, Ex-
periment 1 and Experiment 2, using the support vector
machine instead of the nearest neighbour classifier, and each
set of experiments is conducted five times, and the recog-
nition results are shown in Table 5.

Comparing the data in Tables 1 and 3, it can be seen that
the recognition results under SVM are higher than the
nearest neighbour classifier in both experiments, which
shows that SVM is more suitable for modern folk opera
performing arts feature extraction. %e visual comparison
effect of the two experimental results is shown in Figure 6.

%e data were dimensioned down using PCA to test the
feature recognition results and classification time under
different principal component contribution rates, as shown
in Tables 6 and 7, and the comparison results are shown in
Figure 7.

When using SVM for classification prediction, the rel-
evant parameters (penalty parameter C and kernel function

Table 2: Comparison of recognition rates for a feature value of 2,240.

Subvector dimension k 23 46 92 184 368 736 1472
Number of projection vectors d 5 10 20 40 80 160 320
Number of image feature values 448∗ 5 224∗ 40 112∗ 20 56∗ 40 28∗ 80 14∗160 7∗ 320
Recognition (%) 85 85 84.5 84.5 84.5 83.5 83
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Figure 3: Comparison of data with an eigenvalue of 2240.

Table 3: Basic data set of Experiment 2.

Subvector dimension k 40 80 160 320 640 1280
Number of projection vectors d 2 4 8 16 32 64
Number of image feature values 480∗ 2 240∗ 4 120∗ 8 60∗16 30∗ 32 15∗ 64
Recognition (%) 78.8 77.3 76.5 76.5 76.2 76
Time (s) 1.95 12.38 23.16 38.31 42.85 85.26
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parameter g) need to be adjusted to obtain the desired
recognition accuracy. In this paper, a grid search algorithm
is used to obtain the optimal model parameters. %e grid
search algorithm is an exhaustive search algorithm that finds
the optimal hyperparameters of the model by combining all

possible values of the parameters in a permutation by cross-
validation.%e combinations are then used for SVM training
and the performance is evaluated using cross-validation to
find the largest combination of parameters for the scoring
pair and then returned to the model for training.
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Figure 4: Comparison of data information from Experiment 2.

Table 4: Variation of the number of image features with subvector dimension k.

Subvector dimension k 12 23 46 92 184 368 736 1472
Experiment 1 4480 2240 1120 560 280 140 70 35
Experiment 2 960 960 960 960 960 960 960 960
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Figure 5: Comparison of image eigenvalue data from the two experiments.
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As can be seen from Tables 6 and 7, feature identification
results and time were improved when the principal com-
ponent contribution was 50%, demonstrating the impor-
tance of the PCA method in feature extraction. Finally, the
GS optimisation parameters were used and the classifier was
noted as GS-SVM. When the k value was fixed and the
principal component contribution was 50%, the experi-
mental results for both classifiers are shown in Table 8.

A comparison of the accuracy of the recognition results
of the two classifiers is shown in Figure 8.

From Figure 8, it can be seen that the recognition rate has
improved significantly after using GS-optimised SVM,
which shows that the feature extraction of modern folk opera
performing arts is feasible after parameter optimisation. In
summary, when the value of k is fixed and its value is small,
the 2DPCA principal component contribution rate is 50%
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4
5

(b)

Figure 6: Pie chart of recognition results of support vector machine under two experiments: (a) Experiment 1 and (b) Experiment 2.

Table 6: Feature recognition results under different principal component contribution rates.

PCA
Recognition (%)

Contribution of principal components
Data 25% 50% 75%
Experiment 1 84 87 85
Experiment 2 78 81 80.5

Table 7: Feature identification time with different principal component contribution rates.

PCA
Time (s)

Contribution of principal components
Data 25% 50% 75%
Experiment 1 2.03 2.12 2.23
Experiment 2 1.81 1.89 1.95

Table 5: Recognition results of the support vector machine.

Category 1 (%) 2 (%) 3 (%) 4 (%) 5 (%)
Experiment 1 86.5 87 86.5 87.5 87
Experiment 2 80 80.5 79.5 81 80.5
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Figure 7: Comparison of feature identification results and classification time data for Experiment 1 and Experiment 2 with different
principal component contribution rates.

Table 8: Grid search algorithm optimised recognition rate results.

Number of experiments SVM (%) GS-SVM (%)
1 87 89
2 86.5 87.5
3 87.5 90
4 87 89
5 86.5 88.5
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and the feature extraction effect using GS-SVM is the best,
and the classification time reaches the shortest at this time.

5. Conclusion

In this paper, a generalised PCA feature extractionmethod is
proposed for modern folk opera performing arts. %e
method consists of reorganising the image matrix, thereby
reducing the dimensionality of the scatter matrix and im-
proving the feature extraction capability of PCA, which
incorporates classical PCA, 2DPCA, and module 2DPCA
feature extraction methods. Experiments on both types of
image data show that when subvector dimension k is small,
the scatter matrix becomes smaller, requiring less storage
space and less time, while the extracted feature values are
more efficient and the recognition rate is higher. By com-
paring the effect of the nearest neighbour classifier and SVM
on feature extraction, the experimental results show that the
best feature extraction is achieved with a principal com-
ponent contribution of 50% and the use of GS-optimised
SVM, which improves the recognition rate by about 2%,
demonstrating the important value of the proposed method.
However, further research is needed to find out whether
there is a specific rule when the dimension k of the sub-
vectors in the image is taken as the best result.
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Over the past 30 years of reform and opening up, China has undergone tremendous changes. With the continuous growth of
China’s economy, the core competitiveness of Chinese enterprises is also increasing day by day. After China joined the WTO in
2001, economic globalization hit Chinese enterprises. Under such circumstances, a large number of foreign multinational
companies have entered China to establish factories, which has caused huge pressure on Chinese companies. Facing this un-
precedented pressure, Chinese enterprises need to fundamentally improve management and operation problems. Companies
need to change aggressively to respond to the shock of foreign companies. �e development of multisensor technology has
brought great changes to enterprise human resource management. �e real-time changes in this technology allow the continuous
optimization of human resource management. Human resource management technology also needs to adapt to the modern social
environment and constantly improve and quickly existing enterprise employee management methods and methods. �ese
technical contents need to be optimized, and the working methods need to be improved. At the current stage, enterprise human
resource management has not fully understood multisensor technology. Enterprises have poor adaptability in the application of
this technology, and have not carried out comprehensive planning and clear optimization of detailed rules from the macro level.
On this basis, the company has also failed to establish a relatively excellent team of professional management talents. �ere are
three issues involved in talent team management. �is article �rstly analyzes the e�ect of human resource management in
contemporary enterprises based on multisensor technology. Enterprises need to improve their awareness and application of
sensor technology. It also needs to establish the overall strategy of human resource management and speci�c means of
implementation. �rough the in-depth application of these technologies, enterprises can enhance the comprehensive capabilities
of human resource management teams. �e application of this technology also provides practical and e�ective help for modern
enterprise human resource management.

1. Introduction

�e key to improving the core competitiveness of an en-
terprise is to improve the ability of human resource man-
agement. �e competition among enterprises in the 21st
century is the competition among enterprise talents. For
high-tech enterprises, the number of technical talents has
become a symbol of enterprise strength. In this context, how
to improve human resource management has become a
topic of the times. Existing studies have carried out many
new tentative studies on human resource management from
the perspective of information. �ese studies combine

human resource management with information to explore
the e�ciency and e�ect of strengthening human resource
management in high-tech enterprises [1–3]. �e existing
research has conducted in-depth research on the basic
theory of human resource management and information,
and further summarized the general practice process of
information management. Existing studies have systemati-
cally summarized the great changes brought about by in-
formation to human resource management. Many
enterprises have gone through the process of transforming
from manual human resource management to information-
based human resource management. �is method improves
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the management efficiency of enterprises and realizes the
management connection between Chinese enterprises and
foreign enterprises [4–6].*is article systematically sorts out
the existing relevant theories and optimizes the human
resource management model of enterprises in the current
environment. It also analyzes the combination of infor-
mation technology and enterprise human resource man-
agement. Multisensor technology and enterprise human
resource management: in the era of multisensor technology,
the human resource management model of enterprises has
also undergone tremendous changes, especially for the de-
sign of human resource management mode under multi-
sensor technology. Enterprises need to improve the
efficiency of enterprise management and human resource
management from a more refined perspective. On this basis,
from the perspective of high-tech enterprises, this article
expounds the importance of knowledge workers and tech-
nical talents to high-tech enterprises. *is article further
sorts out the specific role of the e-HR software system in
improving employee satisfaction and enthusiasm. It further
analyzes the impact of mobile devices on human resource
information. *e purpose of this article is to improve the
competitiveness of Chinese high-tech enterprises through
the e-HR system. *rough the improvement of its own
competitiveness, the enterprise makes its own management
more modern [7–10].

On this basis, this thesis analyzes the theory of human
resource management information. *e text analyzes the
necessity of implementing human resource management
information in high-tech enterprises. *is article focuses on
expounding the process of implementing human resource
information in enterprises [11–13]. With the global eco-
nomic integration and the arrival of the information age,
human resources have become more important resources
than material, financial, and information resources. Infor-
mation resources are regarded as strategic resources for
enterprises to gain a competitive advantage. In view of the
problems such as insufficient effectiveness of the current
enterprise human resources informatization construction,
this study believes that enterprises need to adhere to the
multisensor technology as the carrier to establish a perfect
human resource management module. Enterprises need to
provide a carrier platform for upgrading human resource
management capabilities. On the one hand, enterprises
adopt multisensor technology and can design a technical
model suitable for business modules. *e development and
management of human resources in enterprises have
gradually shifted from traditional personnel management to
strategic human resource management. With the continu-
ous optimization of enterprise functions, the management
concepts and methods of enterprises need to make break-
throughs. Human resource management in China is still at
the basic stage [14–16]. Chinese enterprises need to cope
with the transformation of human resource management
functions. *e management concepts and methods of en-
terprises need to be broken through. However, China’s
human resource management work is far behind the world
level in terms of theory and practice. *is article system-
atically sorts out the domestic human resource management

work. *is article puts forward the specific content of en-
terprise human resources information management through
systematic analysis. On this basis, through human resource
informationmanagement, this article gives a specificmethod
to quickly improve the operation efficiency of the enterprise.
*is article further analyzes and summarizes the methods
commonly used in daily human resource management work
in American and Japanese companies [17–19].

*rough the positive and negative experiences and
lessons, this article further analyzes and draws the main
points of human resource management work. Guided by
comprehensive strategy and corporate culture, this article
ensures the correctness of the direction of human resource
management work through a reasonable corporate devel-
opment strategy. Enterprises can find the design of human
resource management module that multisensor technology
can be applied to the whole process of data resource col-
lection, integration, and analysis. *e technology can pro-
vide a scientific basis for the management of the human
resources of enterprises. At the same time, enterprises also
need to realize scientific planning of human resources under
the guidance of multisensor technology. On this basis, this
article promotes the continuous improvement of enterprise
operation efficiency through systematic cultural manage-
ment methods. In this article, the multisensor technology
analysis method is adopted to make the management
method of the enterprise continuously updated and opti-
mized. In the specific research, this article subdivides the
work of human resource management information. *e
specific information work is divided into the technical level
and management level. Combined with the relevant research
of existing scholars, this article believes that human resource
information pays more attention to the management level
[20]. *is article further puts forward the specific ideas and
measures for the development of enterprise human re-
sources at different management levels. *is technology can
improve the management efficiency of human resources.
*erefore, multisensor technology is of great help to the
module design of enterprise human resource management.
Different modules of an enterprise differ in their choice of
strategy and corporate culture. Different enterprise devel-
opment strategies produce different enterprise development
ideas and practice models. At the technical level, companies
focus on two issues. First, companies need to make forward-
looking recommendations on the technical analysis of hu-
man resource management [21]. *is technical analysis
method can ensure that enterprises will not be eliminated for
a long period. *e choice of specific functions must be able
to contribute to the realization of its own strategy. *e
development of an enterprise needs to match its own po-
sitioning and development needs. *e flowchart of enter-
prise information management based on multisensor
technology is shown in Figure 1.

2. The Research Progress on Information
Management of EnterpriseHumanResources

Enterprises need to deeply study the combination of in-
formation technology and human resource management.
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Information has become a new pillar supporting the de-
velopment of our national economy. *e information de-
velopment of enterprises is also a new economic growth
point worthy of our attention. *e information industry has
also received the attention of national leaders and govern-
ments. Under the background of economic globalization,
information technology plays a very important role in the
competition between enterprises.

2.1. !e Main Achievements of Information Management of
EnterpriseHumanResources. *e wave of information has a
relatively large impact on traditional human resource
management data. *is kind of influence requires enter-
prises to abandon the original traditional concepts and take
the initiative to add more information-based concepts. In
the current environment, the network-based information
environment has formed, and human resource management
should change itself accordingly. In this case, the develop-
ment of China’s human resources information has entered a
new era. *e rapid development of information conforms to
the needs of enterprise human resource management.
Multisensor technology and human resource planning work:
in the application of multisensor technology, the planning
mode of human resources has changed. *is technology
provides a strong guarantee for the long-term and strategic
nature of enterprise planning. In the process of continuous
updating of multisensor technology, enterprise human re-
source management pays more attention to the actual sit-
uation. *e 21st century is the era of the combination of
knowledge and network, and the role of the knowledge
economy is very important. In the environment of the
knowledge economy, high-tech talents have become the
main body of knowledge. People-oriented, knowledge-
based, networked, and information-based developments are
becoming more and more important. When enterprise
management integrates information, human resources, as
the most important factor, play a key role as a bridge.
Traditional human resource management methods are often

outdated, mainly sorting out resource data in a purely
manual form. *e method of personnel management is
generally subjective, and the enterprise managers themselves
mainly determine the standard of judgment.

*e standards of performance appraisal of enterprises
are generally relatively subjective. However, this relatively
subjective performance appraisal model is inconsistent with
the development demands of enterprises. With the advent of
networking and information, computer and Internet tech-
nologies have been widely popularized in society. We must
make full use of the convenience brought by information
technology to our work and make human resource man-
agement more scientific. *e human resources department
is an ordinary department of an enterprise. In the overall
development of the enterprise, it has not been deliberately
elevated to a strategic level. *e companies do not pay at-
tention to human resources. Businesses only see people as
tools to achieve business performance. In the information
age, human resources have become an important resource
for enterprises. *erefore, enterprises need to raise human
resources to a strategic level. In this context, human resource
management is very important. Enterprises need to abandon
the traditional personnel management methods and make
full use of information methods for human resource
management. *e organizational structure of the human
resource planning function module based on multisensor
technology is shown in Figure 2.

2.2. !e Main Problems of Information Management of En-
terprise Human Resources. In more than 30 years of reform
and opening up, China’s information technology has de-
veloped and changed faster and faster. It can be said that
without information, there will be no modernization in
China. Information technology is crucial to the development
of China’s economy, politics, and culture. In the process of
China’s transition from a planned economy to a socialist
market economy, the market has also paid more and more
attention to the management of human resources. Human
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Figure 1: *e flowchart of enterprise employee information management based on multisensor technology.
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resources have become an important resource and wealth of
society.*emanagement mode of human resources is in line
with the country’s people-oriented development concept. In
the context of the rapid development of information tech-
nology, the combination of human resources and infor-
mation has become an important part of enterprise
development. *e development of information technology
can provide the high-speed operation of enterprises. Data
integration and application in human resource management
are key concerns of enterprises. *e calculation formula for
the information entropy of each node is as follows.

*e calculation principle of local consistency is relatively
simple, mainly using the Kendal Concorde coefficient, and
the specific calculation formula is as follows:

W �
 Ri( 

2
− n(R)

2

1/12Κ2 n
3

− n 
. (1)

*e calculation formula of single-sample statistics is as
follows:

t �
X − μ

δx/
�����
n − 1

√ . (2)

*e calculation of the statistics of the hypothesis of the
single-body sample is as follows:

t �
X1 − X2���������������������������������������

n1 − 1( S
2
1 + n2 − 1( S

2
2/n1 + n2 − 2 1/n1 − 1/n2( 

 . (3)

2.3.!eSignificance of InformationManagement of Enterprise
Human Resources. *is technology can be widely used in
many industries. *is technology has played a very im-
portant role in the management and operation of enter-
prises. Enterprise human resource management is a very
practical technology. With the continuous development and
update of multisensor technology, traditional human re-
source management methods are also facing a huge impact.
With the innovation of technical methods, multisensor
technology has also brought more opportunities for the
development of enterprises. Human resource management
plays an important role in the development of enterprises.
*e value of human resources reflects the comprehensive
competitiveness of enterprises. A good human resource
management method can build an optimistic and pro-
gressive work environment within the enterprise. *e ap-
plication of new technology can improve the enthusiasm and
sense of responsibility of the company’s employees. *e
specific calculation formulas are as follows.

Set two random sequences X and Y, the Pearson cor-
relation coefficient between the two sequences is r, then

r �
cov(X, Y)

��

σ2x
 ��

σ2y
 �


n
i�1 xi − x(  yi − y( 

��������������������


n
i�1 xi − x( 

2
yi − y( 

2
 . (4)

To ensure the accuracy of the results, this article uses two
evaluation indexes, mean absolute error and root mean
square error, to evaluate the optimization effect of themodel.
*e specific calculation formulas are as follows:

Human Resource Planning Function Module Based on Multi-sensor Technology

Employee personal
information
management

big data technology

Enterprise Human
Resource Management

Enterprise development strategy

Information collection
and management

Departmental
Information
Management

multi-sensor technology IoT technology

Information storage
and processing

HR planning strategy

Recruitment and analysis
of staff information

Update of company
Internal information

The formulation of
human resource planning

Figure 2: *e organizational structure of the human resource planning function module based on multisensor technology.
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Considering the influence of the target vehicle’s speed
and penalty function on obstacle avoidance, the following
obstacle avoidance function is selected:

Jobs,i �
Sobsvi

xi − xo( 
2

+ yi − yo( 
2

+ ς
. (8)

*is technology helps to enhance the creativity of em-
ployees on the job. *is technology can lay the foundation
for the long-term and efficient development of the company.
In the era of continuous innovation of multisensor tech-
nology, enterprise human resource management must be
properly process optimized. *rough refined human re-
source management, the enterprise guarantees the scientific
validity of human resource planning. First, the enterprise
adopts multisensor technology and builds a human re-
sources multisensor technology library. *is process opti-
mization method can guide the reform and innovation of
human resource management. *is article needs to further
strengthen the information construction of human resource
management and uses multisensor technology to build a
human resource management system with high accuracy,
good predictability, and strong real time.

We treat each of the monomials asm input models in the
original structure of the modeling network:

v1 � a0, v2 � a1x1, v3 � a2x2, . . . , v6 � a5x1x2. (9)

*e final information it × Ct
′ is expressed as the value

that can be obtained Ct from the output information of the
joint forgetting gate:

Ct � ft ∗Ct−1 + it ∗Ct
′. (10)

*e calculation method is:

Ot � σ Wo · ht−1, xt  + bo( , (11)

ht � ot ∗ tanh CC( . (12)

*e use of this technology can effectively promote the
long-term stable development of the company. On this basis,
this article focuses on analyzing the impact of multisensor
technology on enterprise human resource management.*is
article points out the dilemma faced by human resource
management at this stage and proposes corresponding
management methods. *e conclusion of this article can

effectively improve the effect of enterprise human resource
management. *e modular application framework of the
e-HR system based on multisensing technology is shown in
Figure 3.

3. The Influence of Multisensor Technology on
Enterprise Human Resource Management

With the advent of the information age, multisensor tech-
nology has been widely used. Many enterprises have com-
pleted the analysis and integration of information through
multisensor technology. Enterprises extract useful informa-
tion from large-scale data, and integrate, analyze, and use it.
*e application of new technology promotes the close inte-
gration of enterprise management and information tech-
nology. Human resource management is an indispensable
part of many management tasks of enterprises. Multisensor
technology can reform and innovate the existing human
resource management methods. *is technology library fa-
cilitates accurate, granular analysis of multisensor technology.
*is technology helps to improve the planning efficiency of
human resources to meet the data analysis needs of different
types of structures. *en, human resource planning focuses
on the systematic nature of resource management. *rough
this new technology and newmethod, the purpose, timeliness,
and precision of human resource management can be
strengthened.*is newmethod can continuously improve the
effect of enterprise human resource management and pro-
mote the development of enterprises in the direction of
standardization and refinement. In the era of multisensor
technology, enterprise human resourcemanagement is bound
to closely link with information technology. *erefore, the
human resources management personnel of enterprises need
to have the professional ability and master certain informa-
tion technology.

3.1. !e Application Status of Multisensor Technology in En-
terprise Human Resource Management. *ese enterprises
need to gradually build a human resource management team
with a high professional level and high level of information.
In carrying out multisensor technology mining work,
companies need to focus on strengthening their own level of
innovation. Enterprises need to use the characteristics and
advantages of multisensor technology to continuously im-
prove and innovate the methods and paths of human re-
source management. Companies need to use multisensor
technology to set a strategic direction for themselves.
Businesses need to take advantage of multisensor technology
for management. *is technology can effectively promote
the popularization of human resource management infor-
mation. Enterprises need to build a system platform for
human resource management with the support of multi-
sensor technology. In the application of multisensor tech-
nology, enterprises need to continuously improve the
management efficiency of human resources. *e application
of new technology provides a scientific basis for the scientific
planning of human resources. In addition, the information
work of enterprise human resources needs to establish a
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good awareness of information confidentiality. *is is be-
cause the personal information of employees, corporate
information, and other contents are easily leaked on Internet
data. Once the information is stolen, it will bring great loss to
companies and individuals. *is threatens the company’s
market position. Multi-sensor technology offers significant
convenience. Enterprises will generate many data resources
in the process of human resource management. *erefore,
these massive data resources need reasonable extraction and
analysis by human resource managers. *ese human re-
source managers need to identify the results of data analysis.
*is information can help managers obtain valuable data
from a large amount of data and can also provide data
support for the specific direction of human resource
management. *e comparison of different technologies
applied in human resource management system construc-
tion is shown in Figure 4.

3.2. Enterprises Fail to Understand the Advantages of Multi-
sensor Technology. Companies are less able to use new
technologies in human resource management. *e scientific
nature of human resource management directly affects the
long-term development of an enterprise. *is situation also
affects the making of important decisions within the en-
terprise such as multisensor technology and talent recruit-
ment management. In the Internet era, enterprises need to
use online recruitment technology as the main way to recruit
talents. *rough multisensor technology analysis, enter-
prises can understand and classify the basic data of appli-
cants. *rough basic data screening, enterprises realize the
first-level check of talent recruitment. As the application of
multisensor technology in enterprise human resource
management continues to deepen, the influence of multi-
sensor technology on human resource management is
gradually increasing. *is new technology has gradually

Modular application framework of E-HR system based on multi-sensing technology
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Figure 3: *e modular application framework of the e-HR system based on multisensing technology.
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applied to all aspects of human resource management.
However, judging from the status quo of human resource
management at this stage, the responsible personnel and
managers of the enterprise have not been able to establish a
scientific understanding of multisensor technology. Man-
agers of enterprises have an insufficient understanding of
the connotation of multisensor technology. Enterprises still
lack attention to the innovation of human resource
management systems. In addition, enterprises need to
conduct directional analysis of capability data and devel-
opment potential data. On this basis, the company com-
pares the work experience, innovation, and development
ability of the recruits and other information. Enterprises
analyze employee information through multisensor tech-
nology. At present, the application of information tech-
nology by enterprises is still on the surface, and it cannot
give full play to the advantages of information technology.
In the process of human resource management, enterprises
have not applied multisensor technology to manage de-
cision-making. Enterprises are still stuck in the traditional
thinking mode of human resource management. In addi-
tion, due to the long application time of traditional
management concepts and methods, enterprise managers
cannot give full play to the advantages of multisensor
technology in practical work. Enterprise management lacks
a long-term vision for the reform and development of the
human resource management system. *is lack of vision
causes the human resource management system of en-
terprises still use traditional methods. *e lack of appli-
cation of this new technology affects the reform and
development of the human resource management model.
*e comparison of human resource information con-
struction in different scenarios are shown in Figure 5.

3.3. !e Enterprise Did Not Carry Out Comprehensive Plan-
ning and Clarify the Optimization Rules. *e improvement
and optimization of enterprise human resource manage-
ment should focus on the overall strategy of the enterprise.
Enterprise managers need to clarify the direction and
implementation plan of enterprise reform. In the era of
continuous updating of multisensor technology, human
resource managers of some enterprises do not consider
enterprise development from the perspective of the overall
strategy. Corporate managers themselves have not formu-
lated detailed reform methods. At the same time, the stra-
tegic layout of many enterprises mainly continues the
previous development model. *ese enterprises are neither
connected to Internet technology nor fully integrated with
multisensor technology. *is situation has caused enter-
prises to encounter various difficulties in the process of the
human resource management system. Enterprises have not
established incentive systems and guarantee systems, and
many reform measures cannot be implemented. *e reform
of the management system of human resources still needs to
consider this from many aspects. In addition, the scope of
work of human resource management is concentrated
within the enterprise. Business leaders have not fully realized
the importance of human resource management. *is sit-
uation leads to difficulties in enterprise human resource
management and personnel management. Enterprises
cannot establish a comprehensive understanding of multi-
sensor technology and cannot correctly predict the devel-
opment direction of multisensor technology. *erefore,
enterprises cannot formulate their own human resource
management reform plans in combination with multisensor
technology. *e reform work of enterprises cannot be ef-
fectively implemented and the formalism is serious. *e
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comparison of the effect of information management within
the enterprise among different departments is shown in
Figure 6.

3.4. !e Company Has Not Been Able to Build an Excellent
Team of Professionals. China is in the era of the knowledge
economy, and enterprises need to give full play to the value
of talents. *e value of talents is of great significance to the
development of enterprises. In the era of multisensor
technology, to achieve good results in human resource
management, an excellent team of professionals must be
established. Enterprises need to improve the comprehensive
business level of the talent team. *is analysis method can
better meet the needs of the position and recruit talents that
meet the needs of the enterprise. At the same time, enter-
prises also need to protect the value created by talents at
work. *erefore, enterprises need actively carry out the
application combination of multisensor technology and
talent recruitment management. However, at this stage, the
integration of human resource management and multi-
sensor technology in most enterprises is not close enough.
*is integration is still in its infancy. In the composition of
the human resource management team, only a very small
number of workers have systematically learned too many
sensor technologies and can flexibly use them. Enterprises
need to analyze data of different characteristics, recruit high-
quality talents for enterprises, and then achieve mutual
benefit and win-win results. When carrying out the training
of human resource managers, enterprises mainly conduct
training in the traditional way. Enterprises rarely involve the

knowledge points of multisensor technology in the training
process. Even if the development of enterprises incorporates
multi-sensor technical knowledge, it only stays on the
surface. *e application of technology by enterprises is
mainly based on simple and common sense knowledge.
Businesses cannot really improve managers’ awareness of
multi-sensor technology. *is situation results in multi-
sensor technology that cannot be fully integrated into the
management of human resources. At the same time, the
company did not pay attention to the introduction of
management talents and did not formulate a reasonable
salary system and incentive system. *is situation also leads
to a more serious brain drain, and enterprises cannot es-
tablish a comprehensive human resource management team.

4. The Introduction Strategy of Multisensor
Technology in Enterprise Human
Resource Management

4.1. Enterprises Need to Improve !eir Awareness of Multi-
sensor Technology. At the current stage, with the rapid
development of the Internet and computer technology, the
application scope of multisensor technology is becoming
more and more extensive. Technology has had a major
impact on various industry sectors. Enterprises pay more
attention to the application of multisensor technology to
human resource management. *e application of new
technology has become an important direction of the cur-
rent reform of enterprise human resources management.
*erefore, business leaders and human resource managers
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Figure 6: *e comparison of the effect of information management within the enterprise among different departments.
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must fully understand multisensor technology. Enterprises
need to pay attention to the application of new technologies
and continuously improve their business scenarios using
multisensor technology. Multi-sensor technology and hu-
man resource development work. In the modern manage-
ment system, the development of human resources is the
core content of resource management. *is kind of work is
related to the important foundation of the strategic devel-
opment of human resources of enterprises. In “multisensor
technology,” companies need to carry out multisensor
technology analysis. Specifically, enterprises can work from
the following two aspects. First, human resource managers
should pay attention to the application of multisensor
technology from an ideological point of view. Managers
need to understand the important role of multisensor
technology in human resource management. Managers need
to change their management thinking and methods and
understand multisensor technology as the focus of pro-
moting human resource management reform. Enterprises
need fully integrate multisensor technology in management
methods, management concepts, and workflows. Businesses
need to take advantage of multisensor technology.

Second, enterprises should combine multisensor tech-
nology to build a new human resource management plat-
form. Enterprises need to further improve the actual effect of
human resource management. *e enterprise management
department needs to further separate the work content of
human resource management and personnel management.
Enterprises need to gradually establish a human resource
management method based on computer data. According to
the characteristics of different employees, enterprises need to
carry out a comparative analysis of multisensor technology.
Enterprises carry out precise development of human re-
sources according to the strengths and abilities of employees.
At the same time, enterprises need to establish a compre-
hensive human resource management database according to
their own conditions. Enterprises need to disclose the da-
tabase within the company to realize the sharing and cir-
culation of data information. *rough this database,
enterprises can better improve the efficiency of enterprise
human resource management. *rough this database, en-
terprises can keep an eye on the latest developments of
employees at all levels. By establishing an information re-
source database, enterprises lay the foundation for future
human resource management.

4.2. Enterprises Need to Clarify the Means of Implementing
Human Resource Management. In the era of multisensor
technology, the market environment has undergone tre-
mendous changes. Changes in this market environment
require constant innovation in human resource manage-
ment. Enterprise management should constantly be re-
formed according to the external environment. Enterprises
need to formulate a scientific human resource management
strategy. At the same time, to ensure that the new man-
agement system can be fully implemented; enterprises also
need to build a corresponding security system. In this way,
we can improve the scientific and foresight of enterprise

human resource management. Specifically, companies need
to work from the following two aspects. First, enterprises
should pay full attention to the application of multisensor
technology in the process of human resource management.
Enterprises need better tap the advantages of multisensor
technology. Companies need to use multisensor technology
accurately analyze their strategic goals.

On this basis, enterprises need to formulate a clear re-
form direction, implementation path, and ultimate goal;
need to start from every detail to improve the recognition of
organizational leaders and employees for human resource
management. Enterprises need to change the traditional
human resource development model and need to put more
emphasis on the analysis of multisensor technology. It needs
to scientifically realize the human resource development
efficiency of “making the best use of their talents.” *en, it
should make full use of the advantages of multisensor
technology and mobilize every employee to participate in
human resource management. Enterprises need to divide the
overall strategic layout into several branches according to
their actual conditions. On this basis, let each employee
undertake corresponding branch tasks. On the one hand,
this management method can effectively stimulate the en-
thusiasm of employees, mobilize their subjective initiative of
employees, and make employees feel their sense of re-
sponsibility and honor. On the other hand, this management
method is also conducive to changing the main body of
enterprise human resource management. Enterprises can
rely on multisensor technology further extract valuable
information in human resource management. Enterprises
need to further share useful information internally to ensure
the orderly progress of enterprise human resource man-
agement reform.*e application comparison of multisensor
technology in enterprise human resource management is
shown in Figure 7.

4.3. Enterprises Need to Improve the Comprehensive Ability of
Human Resource Management. Under the background of
the modern knowledge economy, the stable development of
enterprises cannot be separated from the support of ex-
cellent teams. Similarly, in enterprise human resource
management work, an excellent team with strong profes-
sional ability is also very important. An excellent team is a
carrier that promotes the continuous reform and innovation
of human resource management. *erefore, enterprise
leaders need correctly understand the important role of
human resource management in enterprise development.
Enterprises need to invest a certain amount of money to
improve the comprehensive level of the human resource
management team. In addition, enterprises need to carry out
training courses and seminars on human resource man-
agement on a regular basis. In the process of learning,
managers should improve their professional knowledge and
skills in human resource management on the one hand. On
the other hand, managers also need to learn more multi-
sensor technology knowledge. Enterprises need to cultivate a
team of compound talents with professional knowledge and
multisensor technology knowledge. With the popularization
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of multisensor technology in human resource management,
this technology will inevitably lead to changes in the human
resource management system. At the same time, enterprises
need simultaneously carry out reforms and innovations in
talent incentives and salary management. Enterprises need
to strengthen the introduction of talents in multisensor
technology. Establish strategic cooperative relations with
institutions of higher learning, scientific research institu-
tions, and other institutions through the school-enterprise
cooperation model. Enterprises need to introduce more
multisensor technology professionals in human resource
management. It needs to improve the deficiencies in human
resource management work and promote the improvement
of human resource management efficiency and quality.

5. Industrial Distribution of Human Resources

5.1. Personnel Configuration Module Design. In the existing
human resources management system, though some daily
personnel management work needed information input,
register, statistics, and daily tasks, such as function modules,
but all of these works are directly on the existing data
processing, on the basis of no in-depth integrated use of the
data mining analysis function. In particular, there are still
some deficiencies in the design of human resource allocation
based on data mining information.

By building a human resource allocation data mining
analysis module in the system, combining indicator data of
different description types, and using K-Means clustering
algorithm for classification and analysis research, a unique
human resource allocation analysis indicator system is

proposed, which provides a method to improve the system's
comprehensive human resource allocation analysis function.

5.2. Human Resource Allocation Needs. Before the design of
the human resource allocation data mining function, we
must first conduct a requirement analysis to clarify what
basic functions need to be achieved by the mining function,
which steps are necessary, the indicators that may be used,
and the program language or program algorithm that needs
to be used to achieve the function, etc., and then, we can
carry out the specific function implementation program
design.

According to the concept of modern human resources
“personnel quality concept,” human resources allocation is
not simply a matter of increasing or decreasing the number
of personnel, but more importantly, considering the com-
prehensive quality, work ability, work efficiency, work at-
titude, health condition and other factors of the personnel in
the workforce. At present, before conducting staffing, hu-
man resource management departments usually give pri-
ority to the job responsibilities of each division, business
characteristics, annual workload, and the number of per-
sonnel required to complete the tasks, according to the
importance procedures of various factors, and conduct a
comprehensive study to determine the staffing plan of the
division according to whether the age structure, knowledge
structure, gender structure, and ability of the existing per-
sonnel of the division can meet the needs of completing the
tasks. *erefore, the analysis and study of human resource
allocation tasks should not only analyze the issue of staffing
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Figure 7: *e application comparison of multisensor technology in enterprise human resource management.
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quantit but also analyze the structure and quality of the
staffing of different divisions according to whether the di-
visional staffing is reasonable. In the past, when the human
resource management department analyzed the basic quality
configuration of the staff in the division, it was usually based
on perceptual understanding, and there was a lack of in-
depth data mining analysis tools and corresponding data
analysis conclusions to support whether the configuration
plan was reasonable, whether it could not meet the different
needs of different divisions, and how to allocate human
resources in a balancedmanner when the number of existing
staff structure could not be changed quickly.

*is paper attempts to use the existing basic human
resources data to cluster and analyze the basic quality of
personnel, and visualize the basic quality of divisional
personnel allocation through visual display so as to facilitate
a more convenient judgment of whether the staffing is
reasonable and provide a decision basis for the next human
resources allocation adjustment.

5.3. Human Resource Allocation Data Mining Analysis Main
Functions. Human resource allocation data mining is a new
functional module in the original HR management system.
According to the design plan of data mining analysis process
and the need of data mining analysis task, this function
module should have the following main functions: selection
of data analysis index, entry display of data index, cleaning
and modification of original data, construction of new data
index, integration processing of data, selection of data
mining algorithm, parameter setting and adjustment of data
mining algorithm, realization of data mining algorithm,
display of data mining, the display of results, backfill of data
mining results, and graphical display of staffing situation.
*e functional design of the module combines some existing
functional modules in the existing software, and at the same
time extends it with the analysis needs. Among them, the
selection and re-integration of analysis indicators can be
done by using the original functions of the system, while the
implementation of data mining algorithms and the pre-
sentation of results need to be redesigned to be realized.

5.4. Human Resource Allocation Module Data Mining
AnalysisProcess. *e general idea of the data mining process
design of human resource allocation module is to use some
basic functions of the existing human resource management
information system and add algorithm analysis function and
graphic display function; the main steps are as follows:

(1) Analysis of the data mining task. *e initial analysis
of the data mining task is carried out to clarify the main
purpose of the mining task, the specific steps to be imple-
mented, the main indicators involved, the overall effect you
want to achieve, etc.

(2) Selection and construction of basic analysis index
items. Based on the analysis results, the basic index items
required for analysis are selected from the human resource
information system, and a preliminary judgment is made as
to whether the basic index items are complete. When there

are incomplete indicator items, they are constructed by
building new subtables and new indicator items as needed.

(3) Improvement of data of basic index items.*e data of
the basic index items are adjusted and improved; especially,
the important data needed for analysis must be added and
completed.

(4) Construction of personalized index items. Without
changing the data of basic index items, new process index
items are constructed through the system function, and the
process index items are mainly processed in various forms
such as merging, calculating, format converting, and in-
telligent fetching of basic index items to create personalized
index items for data mining analysis in the next step.

(5) Human resource allocation analysis. *rough the
interface of human resource allocation analysis function
module, K-Means clustering algorithm is used to cluster
personnel. When analyzing, you need to select the analysis
index items, set the number of clusters, the number of it-
erations, select the initial clustering center, and then cluster
the personnel by K-Means clustering algorithm. After the
clustering is finished, the clustering effect is judged whether
it meets the expectation, if it meets the expectation, the result
of clustering is backfilled into the basic index item; if it does
not meet the expectation, the clustering is reclustered by
adjusting the clustering parameters, initial centroid, or
adjusting the clustering index until the clustering effect
meets the expectation.

(6) Visualization display. According to the clustering
results of backfill outputting the two-dimensional point
diagram of divisional staff quality analysis, study and judge
whether the staffing structure is reasonable, if it meets the
task requirements, then end; if it does not meet the task
requirements, then make appropriate staff adjustment, and
then output the two-dimensional point diagram of divisional
staff quality analysis to study whether it is reasonable.

Based on the analysis results and intuitive graphic dis-
play, management can more easily study and judge whether
the staffing of each office is balanced and reasonable, and
provide a basis for decision making on the staffing adjust-
ment of the office at a later stage.

6. Conclusion

*e theoretical significance of this study mainly includes the
following aspects. First, the application of information
technology has brought systematic innovation to the theory
of human resource management. Information technology
plays an important role in innovation and management
practice. *e combination of information technology and
human resources fully meets the requirements of system
management. *is article takes high-tech enterprises as the
research object and studies the information construction of
human resource management. *e article further sorts out
and clarifies the specific solutions of human resource
management. *is study has practical significance in two
aspects. On the one hand, the application of information
technology can support enterprises in the comprehensive
management of human resources. Information technology is
very helpful for enterprises to carry out the information

Scientific Programming 11



construction of human management. Specifically, it can be
reflected in management processes, functional design,
training and compensation, and external consultation. On
the other hand, information technology can provide relevant
experience for other management work.

Especially for the management work related to human
resources, the tools of information technology can bring
good results. *e application of information technology can
provide a reference for the theoretical innovation of human
resource management. In today’s rapid development of the
global economy, the competition between enterprises is the
competition of talents. *e importance of human resources
has been valued by more and more enterprises. Under the
background of rapid information iteration, enterprises need
to make better use of talents to create a performance. *e
rapid development of enterprises also requires more pro-
fessional talents and intellectual services. Enterprises need to
use a variety of new technologies and new methods to ef-
ficiently manage talents. High-tech enterprises are the
vanguards of enterprise reform and possess more knowl-
edge-based talents. *e management mode of human re-
sources information of high-tech enterprises is also provided
to other related industries for reference. *e results of this
study can drive the rapid development of Chinese enter-
prises as a whole. *is article systematically sorts out the
information problems of enterprise human resources, which
helps to reduce enterprise human capital and improve en-
terprise management efficiency. *e research in this article
will help Chinese enterprises to develop as a whole and
improve their international competitiveness. *erefore, this
article has important practical significance to study the
information work of enterprise human resources.

Under the background of the development of multi-
sensor technology, enterprise leaders and managers must
fully realize the application prospect of multisensor tech-
nology. In the work of human resource management, en-
terprises need to focus on strengthening the reform and
innovation of human resource management technology.
Enterprises need to improve the cognition and application
level of multisensor technology and establish a strategic
layout of human resource management. At the same time,
enterprises need to set up an excellent compound human
resource management team to lay the foundation for con-
tinuously improving the effect of enterprise human resource
management.

Data Availability

*e dataset can be accessed from the corresponding author
upon request.
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With computer technology rapidly growing in recent years, there is a signi�cant trend that virtual reality technologies turn into the
public.�e paper found that VR has a high potential to improve reading e�ciency.�e research discussed various �gures, which is
the key element for data visualization in digital publications. Furthermore, the research analyzes the characteristic of VR. �e
research divides the data into three types: Static Data, Dynamic Data, and Interactive Data.�e research designs the framework to
transfer the data into VR platforms. In order to evaluate the performance e�ciency of the framework, we conducted performance
evaluations and a user study with 20 participants. Compared with traditional 2D �gures, the experimental results show that the 3D
framework can be used as an e�ective visual tool for reading on VR platforms. �e paper indicates the possible future view based
on the design study.

1. Introduction

In recent years, virtual reality (VR) technology has devel-
oped rapidly in the entertainment, media, education, and
medical industries [1]. Developers can use VR devices to
integrate virtual content with natural scenes to combine
various interaction methodologies. VR technologies mainly
use headsets to interact with the virtual world using con-
trollers or hand recognition [2, 3].

VR technology has two signi�cant advantages as a
communication medium. �e �rst one is ’simulation’ [4, 5].
�e VR technologies can build a highly simulated envi-
ronment [4, 5]. �e second advantage is ’immersive’ [4, 5].
�e users explore the simulated environment with various
interactive methodologies [4, 5].

Numerous studies show that the VR has a high potential
to improve reading e�ciency, considering the VR advan-
tages. Baceviciute summarizes that reading in VR is found to
be more cognitively e�ortful and less time-e�cient by his
user experiments [6]. Signi�cantly, the reading is transfer-
ring from nonimmersive to immersive media [6, 7].

HTC Vive has released Vivepaper with VR digital
publication in 2016 [8]. Vivepaper brings lives of pictures,
videos, audio, and 3D models. Users can watch and listen to
multimedia content in an innovative way by pointing �ngers
[8, 9]. However, Vivepaper only covers the tourism and
fashion journey without a detailed content description.
Besides, most VR digital publications only display the
content in 2D panels in the 3D environment without
considering redesigning its 3D User Interface (UI) layout
[6, 10, 11].

We should consider how to use VR technologies as the
carrier of digital publications in the era of digitization. �e
study aims to design a 3D data visualization framework in
reading and optimize the VR reading user experience.

�ere are various types of publications globally. It is
necessary to narrow the research scope into a speci�c aspect
and analyze its related UI structure and design framework.

�e social science publications include di�erent �gures
and tables to illustrate the social research output to the
public [12]. �e �gures provide convenience in reading and
assist the reader in understanding the content. Suppose the
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figures remain in 2D modes in VR platforms. In that case, it
is significant that the 2D panel cannot improve the VR
reading efficiency without applying VR features. Millais’
research shows that 3D data visualization can lower the
reading barrier and improve reading efficiency [13]. .e
research focuses on social sciences publications to build the
initial design data visualization principle with fundamental
VR characteristics. .e research tries to provide a general
and interactive UI framework to assist the social science
publication transfer into the VR Reading field.

In this project, the research aims to design a general
interactive data visualization framework. It covers various
data figures from our research. It can improve the user
experiences in VR reading. .e proposed principle is based
on VR interaction methodologies. .e characteristics are as
follows:

(1) .e research uses the VR interaction features to build
the data visualization principle and provide users
with immersive exploratory experiences.

(2) .e research balances the reading and VR charac-
teristics. .e research refers to 20 social science
publications to conclude the general figure types.
Meanwhile, 3D layout and gesture interaction are
integrated with data visualization to enhance the
user’s immersive experiences.

(3) .e research evaluates the performance efficiency of
the framework. We conducted performance evalu-
ations and a user study.

2. Related Works

.e session investigates the related publication knowledge
and describes how to build up the data visualization prin-
ciples. .e research designs a general 3D data visualization
concept by dividing various figures.

.e research uses Unreal 4(UE4) UX development tools
to design data visualization prototypes based on VR devices.
.e research uses different publications’ data to testify to the
possibility of the principles. .e prototype can display how
the concept plan adapts to the VR environment and the
existing social science publications.

2.1. Data Elements in Social Science Publications. Before
designing the general data visualization framework, it is
necessary to discuss the existing general data figure elements
in social publications..e study uses 20 articles from various
open-access social science journals including Sage Open,
Sustainability, and Agribusiness. We use the articles as case
study samples to investigate the general data elements. We
summarize the data elements and analyze how the elements
achieve usage in data visualization. With critical analysis, we
believe that the study can help us better discuss the overall
data visualization concept and build the framework.

.rough the investigation, the histogram is the most
general data element. 75% of articles have used column
charts. .e line chart occupies the second position which
number is 65%. Some articles only use line charts and

histograms [14, 15]. .e flow chart is in the third position
which number is 55%. .e pie chart is in the fourth position
with 30%. .ere are other specific charts with mixed types
that occupy 20%. Besides, tables have appeared in 60% of
articles.

By analyzing the above-given statistic, we can summarize
the general data elements: column chart, line chart, flow
chart, and pie chart. We should consider transforming them
in the VR platforms.

2.2. Design Concept. .e data and figure cannot directly
transfer to VR platforms. .erefore, the digital publication
should contain the data file and the VR system can read the
data file when displaying the selected figure. .e data vi-
sualization framework includes two significant functions:
data loading and display, as shown in Figure 1. It is necessary
to discuss how to load the data and display the data with
immersive experiences.

In data loading, the study requires considering how to
transfer the data from various data files to VR platforms.
.erefore, it is necessary to customize the function library.
.e study uses Direct Excel, the plug-in to allow UE4 to load
the data files from a specified path [16]. .e study builds a
customized function library to make reading the data more
convenient through the functions provided by the plug-in.
.e customized function library can read the data of the
table more flexibly. .e library can read the specific data
range and compare it with other ranges. It is beneficial to
simplify the data visualization working process and improve
efficiency [17–20].

Besides the loading, the framework should provide a
suitable visualization in displaying the data. .e study di-
vides the data into three types: static data, dynamic data, and
interactive data (Table 1).

.e static data are the fundamental data visualization
element. After loading the data, the static data display as a
3D layout without interaction and animation. Dynamic data
does not only include the 3D perspective but also has an
animation effect to display how the data transform and
straightly to display the comparison trend. Interactive data
can use most VR features, including 3D layout, animation,
and gesture interaction. .e data allows users to modify the
data with gesture interaction and display the simulated result
in a 3D environment.

3. Framework Overview

.e framework [21, 22] contains three major sections: Static
Data, Dynamic Data, and Interactive Data. .e study sorts
out different figures in these sessions and explains the
working flow in the principles.

3.1. Static Data. Static Data displays the data in the 3D
layout and provides the move manipulation with hand
controllers. Static Data supposes to illustrate the data which
is hard to use animation to display. By analyzing various
figures, single-column charts, pie charts, and line charts can
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be included with Static Data. .e study aims to design the
basic 3D visual effect to improve the above-given data figure.

We design the static column chart 3D layout plan as
shown in Figure 2. .e single-column chart has limited data
and is clear to see the data, and the study uses the blue and
red colors to highlight both sessions (Figure 2(a))..e single
stacked column chart is the extended version of the single-
column chart. .e framework uses random colors with high
contrast to highlight the data (Figure 2(b)). Both static
column charts display the detailed percentage number in
each session.

.e static pie chart displays the pie in a 2D panel with 45-
degree angles (Figure 3). .e angles can provide the 3D
perspective and the percentage number is beside each pie.

.e 3D environment offers the line chart display with a
three-axis (Figure 4). .e line chart can straightly illustrate
the trending in 3D mode and the position can display in the
3D environment.

3.2. Dynamic Data. Dynamic Data do not only provide the
3D layout but also allow us to play the trending with ani-
mation. .e study aims to provide the convenience for users
to analyze the dynamics trend. .e study summarizes the
chart which is suitable for animation. Dynamic Data in-
cludes regular column chart, pie chart, and line chart with a
limited interaction in playing the animation.

Figure 5 displays the dynamic column chart 3D layout
animation plan. .e regular column chart has more data
than the single-column chart. It usually contains data from
multiple groups.

Using the animation can assist the user in contrasting the
difference in groups (Figure 5(b)) and analyzing the growing
trend (Figure 5(a)). .e framework provides the horizontal
and vertical columns in Figure 5.

Compared to the static pie chart, the dynamic pie chart
uses the growing animation to represent the percentage
(Figure 6). Each pie has a different height even though they
have the same values..e percentage number is on the top of
each pie. Different heights can assist the user in dis-
tinguishing the data belongs.

.e dynamic line chart uses animation to represent the
trend (Figure 7). .e framework provides the key point
highlight function. When the user marks the highlight
option in the Excel file. It can display the key point value
when the animation reaches the point.

3.3. Interactive Data. Compared to Dynamic Data, Inter-
active Data moves further, which focuses on interaction,
animation, and 3D layout. .e study aims to use interaction
to lead the user to analyze the process and compare different
groups’ data conveniently. .erefore, “comparison” and
“controlling” are the key features of Interactive Data.

Comparison figures usually compare different groups’
data. Compared to regular column charts, the multiseries
column chart has more information by lining different
groups. .erefore, multiseries column charts should belong
to the “comparison” group. However, different groups are
usually hard to distinguish due to too many columns.
.erefore, using interaction to display different states can
improve the distinguishing result. .e study designs the
comparison interaction panel as shown in Figure 8. .e
panel provides the button to switch different groups. It also
allows both groups are visible to compare. .e user can
easily distinguish the advantages of different groups.

A flow chart usually describes a complex working flow. A
complex working flow has different conditions and results. It
is hard to read due to various information and images.
.erefore, it is necessary to provide the control flow

Data Visualization
Framework

Data
Loading

Data
Display

Customize
Data Library Direct Excel

Static Data

Dynamic Data

Interactive Data

Figure 1: Framework overall structure.

Table 1: Data category.

3D layout Animation Gesture interaction
Static Data √ × ×

Dynamic Data √ √ ×

Interactive Data √ √ √
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function. .e ‘controlling’ can efficiently assist the user in
checking different statuses.

Figure 9 displays the flow chart in Interactive Data. .e
interactive panel is in front of the chart. .e user can select
different statuses (previous and next) and results. .e switching
interaction can help the user to see how the researchmoves to the
specific result by reducing other result information. Meanwhile,
the user can check other statuses by switching the panel.

4. Evaluation

We conducted user studies to investigate the user experience
in the VR reading through a questionnaire [23–26]. For-
mally, we have the following hypotheses: (1) our framework
helps the users improve their reading efficiency in checking
the figures. (2) Our framework helps increase users’
immersive experience and engagement of the reading.

(a) (b)

Figure 2: Static Column Chart Overview in VR platform. (a) Single Column Chart; (b) single Stacked Column Chart.

Figure 3: Static Pie Chart in VR platform.

Figure 4: Static Line Chart in VR platform.

(a) (b)

Figure 5: Dynamic Column Chart Overview in VR platform. (a) Horizonal Column Chart; (b) Vertical Column Chart.
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4.1. Participants. Twenty participants (10 men, 10 women,
aged 20–22 years old, M� 21) were recruited from
Guangdong University of Finance to take part in this study.
.e study divides them into Group A and B. Group A and B
are the experiment group. Group A uses VR devices
(HoloLens (2) to interact with the 3D figures under our
framework designed. Group B uses desktops to check the
same data with traditional 2D reading mode.

4.2. Procedure. Group A participants took part in the in-
teractive experiment. Figure 10 shows that the participants
used HoloLens 2 to interact with the framework. Group B
participants used desktops to explore the figures. Group A/B
has 20minutes time limitation to check 10 figures.

Table 2 displays the figures’ distribution detail. All of
Group B’s figures are using the traditional 2D display. After
the reading, participants were required to complete a brief
questionnaire regarding the data information they watched.
.e questionnaire section includes five single choices and
five judgments. .e questionnaire covers the data infor-
mation overview. .e questionnaire asks for exact numbers

such as maximum and minimum numbers. For instance, a
question judges the trend in a dynamic line chart.

5. Results

.e research collects the user score in two groups from
questionnaire data. Figure 11 displays the user score dis-
tribution in each group. .e research calculates the average
and median score as shown in Table 3. For the data visu-
alization framework, three trends are obtained as follows:

(1) It is encouraging that Group A has better perfor-
mance in average and median score than Group
B. But the superiority is very small which is only
3.07%.

Figure 6: Dynamic Pie Chart in VR platform.

Figure 7: Dynamic Line Chart in VR platform.

Figure 8: Multiseries column chart switching states in VR platform.

Figure 9: Interactive flow chart in VR platform.
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(2) Group A has worse performance in Static Data. .e
average score is number is 11% lower than Group B.

(3) Group A has limited worse performance in Dynamic
Data. .e average score is number is 3.04% lower
than Group B.

(4) Group A has better performance in Interactive Data.
.e average score is number is 66.67% higher than
Group B.

Considering the above-given data, the data visualization
framework can significantly improve performance effi-
ciency, especially in Interactive Data. We conclude that the
interaction can engage the user participant and remember
the data. At the same time, the multiple-column chart and
flow chart has more information than the Static and Dy-
namic Date Group. .erefore, it is significant that the VR
interaction can assist with more complicated figures and
information..e animation method can also provide similar
experiences to the 2D reading. However, there are some
existing issues. Significantly, the 3D figure without anima-
tion and interaction (Static Data) is worse than the tradi-
tional reading. We analysed that the Static Data contains
simple figures which are easy to read. If we use the 3D
display that may bring distraction due to the 3D environ-
ment and receive a negative effect. .erefore, we should
consider that the simple figures do not fit with 3D reading.

Future research should optimize the Interactive and
Dynamic Data. Furthermore, the controlling difficulty is
another challenge for the users not familiar with VR ap-
plications. .erefore, the framework should provide more
tutorial elements to decrease the difficulty. .e study will
consider the above data carefully and put forward the op-
timizing solution. .e framework will continue to be op-
timized and contribute to the VR reading field.

6. Conclusion

In order to improve the reading user experience in VR
platforms, the research aims to design a data visualization
framework with VR characteristics. .e paper finds that VR
has a high potential to improve reading efficiency. .e re-
search discusses various figures, which is the key element for
data visualization in social publications. A 3D data visual-
ization framework is proposed to provide an immersive,
explorative, and readable user experience. .e framework
divides data into three types: Static Data, Dynamic Data, and
Interactive Data. .e framework follows the VR features to
provide a 3D visual effect and immersive interactive expe-
riences. .e research runs a comparative user test with 20
participants. .e result shows that the framework is more
attractive and efficient than reading the traditional 2D fig-
ures in VR platforms. Based on these evaluations, we believe
that the proposed framework can be used as an effective
reading tool for social science publications. .e proposed

Score 4 Score 5 Score 6 Score 7 Score 8 Score 9

Group Name
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1

2

3

4

A Group
B Group

Figure 11: Group score distribution.

Table 3: User test score data.

Group A (average
score)

Group B (average
score)

Static Data 2.4 2.7
Dynamic Data 2.8 2.9
Interactive
Data 1.5 0.9

Total 6.7 6.5
7 6

Table 2: User test Figures Distribution.

Question numbers

Static Data

Static single column chart 1
Static single stacked column
chart 1

Static pie chart 1
Static line chart 1

Dynamic Data

Dynamic horizonal column
chart 1

Dynamic vertical column
chart 1

Dynamic pie chart 1
Dynamic line chart 1

Interactive
Data

Interactive flow chart 1
Interactive column chart 1

Figure 10: Group a user test.
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framework can improve user experience in the VR reading
fields. Our research contains the VR reading field and uses
VR interactive technology to improve user experiences.
Future work continues to discuss data visualization and
move to the VR text reading. We will use various statistical
analysis methodologies such as mixed-ANOVA to measure
the user experience after using the framework with pretest
and post-test.
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With the gradual deepening of the combination of 3D printing technology and the furniture manufacturing industry, the
production of 3D printed furniture has begun to transition from experimental single furniture production to small batch furniture
production, which will profoundly a�ect the manufacturing mode change of the furniture manufacturing industry in the future.
is paper conducts a detailed study on the complex molding links, product development links, parts production links, and
product body forming links of 3D printing technology in the furniture manufacturing industry. e design and printing process
can provide practical reference for the manufacture of furniture products.

1. Introduction

In the context of the development of high-tech technologies,
3D printing technology has emerged as the times evolve. 3D
printing technology has the advantages of digital and in-
telligent development and can be customized for speci�c
products. 3D printing technology is a transformative digital
additive manufacturing technology that manufactures three-
dimensional objects through layer-by-layer superposition of
materials in�uence. In recent years, with the development of
this technology becoming more and more advanced, 3D
printing technology has been widely used in aviation,
transportation, manufacturing, and other �elds [1–5]. 3D
printing technology plays an important role in promoting
the transformation of our country’s manufacturing industry
from the “Made in China” model at the low end of the
industrial chain to the “Made in China” model, assisting the
overall development of the manufacturing industry to up-
grade from the downstream processing and assembly links
to the upstream design and development links [6–8]. While
the 3D printing technology continues to progress, pro-
moting the combination of technology and speci�c indus-
tries is the only way to promote its long-term development
[9, 10].

While the impact of 3D printing technology on the
manufacturing industry has been deepening, the competi-
tion in our country’s furniture manufacturing industry has
become increasingly �erce [11–13]. How to correctly grasp
the future development direction is a problem that most
furniture manufacturers continue to explore. At present, in
the overall development of the furniture manufacturing
industry, enterprises continue to integrate, the market is
constantly subdivided, and the professional division of labor
is more clear. However, there are still serious product ho-
mogeneity, slow update speed, waste of resources, and se-
rious pollution in the manufacturing process of furniture. It
is di�cult to meet consumers’ needs for originality, diver-
sity, and environmental protection of furniture products.
Furniture manufacturing enterprises have an increasingly
strong demand for the improvement of furniture
manufacturing process and furniture modeling structure
[14–17]. In addition, the intelligent upgrading of furniture
products in the context of the development of intelligent
manufacturing is also a gradually improved �eld in the
furniture manufacturing industry. In recent years, the de-
velopment of intelligent furniture has accelerated signi�-
cantly [18–20]. In this situation of rapid changes in the
furniture manufacturing industry, the rapid prototyping
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characteristics of 3D printing technology and the superiority
of solving complex technological processes have brought it
into constant contact with the furniture manufacturing
industry, and in the process of furniture production, tech-
nology plays an important role in the development of the
industry. Increasingly, the mass customization trend of 3D
printed furniture is taking shape. From the perspective of the
development of 3D printing technology and the background
of the furniture manufacturing industry, the application of
3D printing technology in the furniture manufacturing
industry is an inevitable product for the continuous inter-
action between technological progress and market demands
[2, 21–23].

With the advancement of 3D printing technology and
the continuous decline of material manufacturing costs, the
development of its technology research and equipment
manufacturing has accelerated significantly, but the corre-
sponding industrial applications are still facing a huge
bottleneck period. Some domestic researchers in the field of
3D printing technology do not know enough about the
specific industry needs, and there is a lack of specific in-
dustry support for research on 3D printing technology and
materials, while the insiders in the furniture manufacturing
industry also have less contact with 3D printing technology
and have little understanding of new technologies. +e lack
of broad awareness of application methods and advantages
has seriously hindered the further promotion of 3D printing
technology in the furniture manufacturing industry. In the
urgent need to open the communication channel of tech-
nological progress and industrial market, the research
purpose of this paper is to analyze the application status of
3D printing technology in the furniture manufacturing
industry and provide solutions to problems in the furniture
manufacturing process through the application research of
3D printing technology.

2. 3D Printing Technology

3D printing technology is accurate in physical replication,
and combined with scanning technology, more accurate
replication effects can be obtained; there are various ma-
terials, and 3D printing technology can be used to print
different materials to meet the needs of various fields; the
printing speed is fast, which is comparable to traditional
manufacturing. Compared with the process, it saves a variety
of complex processing and improves the efficiency; the
manufacturing cost is low, and compared with the tradi-
tional machine tool processing, it saves the cost of
manufacturing materials and transportation, which can
effectively reduce the cost; the degree of personalization can
meet a variety of demands, wide range of manufacture, and
fast delivery time. +e emergence of new technologies has
both advantages and disadvantages. 3D printing technology
consumes a lot, which is more than 10 times that of the
traditional manufacturing processes. +erefore, under the
current social background that promotes green energy, 3D
printing needs to be transformed to reduce the existing
energy consumption; the combination of 3D printing
technology and biotechnology will bring certain security

risks to the society. If there is no restriction, there will be
contradictions that are inconsistent with the development of
technology; the emergence of 3D printing technology
provides convenience for lawbreakers, and it is easy to cause
certain threats to public security; at the same time, there are
certain restrictions on the selection of material varieties.
Today, with the rapid development of computer technology,
it is easy to copy and transfer relying on 3D technology;
equipment is expensive, and if it is to be widely promoted
and applied, certain difficulties will be faced.

2.1. Basic Concepts of 3D Printing. +e 3D printing tech-
nology is also known as rapid prototyping technology or
additive manufacturing technology. 3D printing is based on
three-dimensional models, using materials such as wires,
powders, and liquids that can be melted and bonded by
heating and layer-by-layer superimposition. However, the
modern society is increasingly pursuing personalized cus-
tomization, which is consistent with the advantages of 3D
printing, such as short production cycles, small batch
production, and convenient product shape change, so it
brings space for 3D printing development.

2.2. Basic Types of 3D Printing

(1) Fused deposition type: this printing type of FDM is
the most basic and elementary type of 3D printing. It
mainly uses plastic filaments (ABS, PLA, nylon, etc.)
to be heated and melted by the nozzle of the printer,
and then, the materials are layered layer by layer.
Extruded onto the printing platform, according to
the slicing of the 3D model, the multilayer accu-
mulation is carried out and finally the shaping of the
solid model is completed. +e overall process is
similar to squeezing toothpaste, so this technology
does not have high requirements on the printing
environment and consumables and is relatively easy
to use and control. It is generally used as an intro-
duction to 3D printing and teaching.

(2) Selective laser sintering type: this printing type of SLS
mainly uses powder (metal, ceramic, wax powder,
plastic powder, etc.) as the material and is performed
by sintering and bonding. During processing, the
powder is first preheated to a temperature slightly
below its melting point and then flattened under the
action of a leveling stick; the laser beam is selectively
sintered according to the layered cross section in-
formation under computer control. +e molding
method has the characteristics of simple
manufacturing process, high flexibility, wide range of
material selection, low material price, low cost, high
material utilization rate, and fast molding speed.
According to the above characteristics, the SLS
method is mainly used in the foundry industry and
can be used directly to make quick stencils.

(3) Light-curing three-dimensional molding: this
printing type of SLA mainly uses liquid photosen-
sitive resin and is cured by light. Light-curing
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molding is the most widely used due to its high
degree of automation in the molding process, good
surface quality of prototypes, high dimensional ac-
curacy, and the ability to achieve relatively fine di-
mensional molding.

2.3.ResearchStatusof 3DPrintingTechnology. +e time from
theoretical research to practical application of foreign 3D
printing technology is relatively early, and most of the fields
involved are at the forefront of the development of the times,
from 3D printing automobiles, aerospace parts, high-end
medical models, and new concept architectural design to
manufacturing and other applications. +e 3D printing
technology has also achieved leapfrog development in the
field of foreign art design. Art design-related industries have
made various cross-border attempts combined with the ad-
vantages of 3D printing technology. 3D printed shoes, clothes,
accessories, etc., have appeared in world-class fashion for
many times shows and art exhibitions. +e new era has
brought new opportunities for the application of 3D printing
technology in indoor home furnishing. Foreign developed
countries have carried out a lot of research and application in
indoor interface modeling design and interior decoration
construction. For example, in interior decoration products,
Nervous System, a design firm from the United States, used
generative algorithms to create the latest lampsmade of nylon
material. Nervous System is shown in Figure 1.

When the Nervous System light is turned on, the light
will penetrate the hollow and divergent branch and leaf
shells and project into the indoor space, making people feel
like they are in a dream forest. In terms of interior furniture
products, Dutch designer Drik Vander Kooij has designed
“Endless Flowing” furniture, as shown in Figure 2.

By observing the chair, people will not realize that the
Endless Flowing” chair is made of 3D printing. +is is
because Kooij uses a unique technology in 3D printing:
Kooij 3D prints the chair, unlike most 3D printed furniture.
When printing, the printer only moves back and forth.
Instead, he allows his 3D printer to print in multiple di-
rections to create a unique appearance.

Domestic research on 3D printing technology started
relatively late, and there is insufficient research on 3D
printing technology methods. Although there are individual
units or individuals with advanced awareness about the use
of 3D printing technology in China, they are not in-depth
enough. +e traditional domestic products in the home
furnishing industry are relatively simple in shape and
function, and the actual products manufactured cannot meet
the original intention perfectly due to the limitations of
craftsmanship. +e application of domestic 3D printing
technology is mainly at the architectural level and design
level, and some cutting-edge technologies still have to be
imported from abroad. Since most companies do not have a
strong awareness of the application of 3D printing tech-
nology, they have not dig deeper or are skeptical of it and still
design and manufacture household products in accordance
with traditional concepts and processes. Facing the reform of
new production methods and the “re-industrialization

strategy” vigorously promoted by developed countries, the
country attaches great importance to the R&D and indus-
trialization of new digital manufacturing technologies such
as 3D printing and intensifies personnel training, market
cultivation, and application promotion. An example of the
latest domestic experimental interior decoration works is the
experimental villa of Shanghai Yingchuang Company’s in-
tegrated printing of interior and exterior decoration and
architecture, as shown in Figure 3.

With the development of the times, the new term “cross-
border design” came into being. +e innovative integration of
craftsmanship is an important component of cross-border, and
due to the requirements of new crafts and personalized design,
3D printing has become a tool that can concretize various
personal tastes and materialized arts. +e cooperation between
interior decoration and 3D technology and convergence has
become the inevitability of the times. +e increasingly devel-
oped trend of 3D printing technology has greatly responded to
people’s claims of consumption and opened up a broader space
for indoor home design. In the future, the application potential
of 3D printing technology in indoor homes is huge, and it will
better meet people’s needs for personalized customization and
modern smart home environment [15–17].

3. The Application of 3D Printing in
Furniture Manufacturing

At present, the application scope of 3D printing technology
in the furniture manufacturing industry is expanding, from

Figure 1: Vein lamps designed by Nervous System.

Figure 2: “Endless Flowing” furniture.
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experimental single-piece furniture production to mold
manufacturing, product development, parts production, and
other manufacturing links. Its application mainly focuses on
solving various complex problems such as shape complexity,
material complexity, hierarchical complexity, and functional
complexity in the production process. +e 3D printing
technology is closely related to the traditional furniture
manufacturing process. +e combination of new technology
and traditional technology can cooperate to solve the
problems of long R&D and production cycle and slow
product update speed in the furniture manufacturing
industry.

3.1. Application of 3D Printing Technology in Complex Fur-
niture Molding. +e application of 3D printing technology
has promoted the current furniture manufacturing industry,
which is firstly reflected in the simplification of the complex
moldmanufacturing process, which is used to solve themold
opening problem of some irregularly shaped furniture. In
the prototype stage of furniture production such as up-
holstered furniture, metal furniture, and injection-molded
furniture, some furniture or components need to be pro-
cessed by plastic molding or metal casting and the furniture
production is highly dependent on mold manufacturing.

Compared with traditional mold-opening methods, 3D
printing technology is applied to the complex mold-making
process of furniture products and its advantages are mainly
reflected in the following aspects: first, it solves the rapid
prototyping of complex shapes of molds and second, it saves
the cost of furniture molding links. In the field of mold
manufacturing, the application of 3D printing technology is
also known as rapid mold manufacturing technology. +is
technology is used in conjunction with CNC machining
centers, engraving machines, vacuum laminating machines,
and other equipment to jointly provide rapid prototyping
services for furniture molding. At present, the 3D printing
technologies applied in the mold manufacturing process
mainly include photocuring molding technology and se-
lective laser sintering technology. +e available printing
materials include metal, plastic, ceramics, recycled paper,
etc. When making molds with 3D printing technology, the
shape of the mold is directly generated from computer
graphics data, which can be adjusted at any time in the
virtual model-making stage before the mold is printed.

3.2./eApplication of 3D Printing Technology in the Research
and Development of Furniture Products. At this stage, the
application of 3D printing technology in the furniture
manufacturing industry mainly focuses on the research and
development of new furniture products and the printed
furniture product prototypes are used for the appearance
and structure verification of new products. +e research and
development stage of traditional furniture manufacturing
usually requires multiple repeated communication processes
such as product prototype design, mold making, and re-
improving the prototype design. +e one-time molding
feature of 3D printing technology turns the repeated
communication between furniture product design and mold
production into direct printing of product prototypes,
thereby simplifying the development process of furniture
products as “furniture design-3D printing product proto-
types-modifying product prototypes-reprinting and func-
tional verification-final mold opening” process.

Specifically, the intervention of 3D printing technology
is mainly to reduce the repeatability in the product devel-
opment process through the following means:

(1) +e performance of furniture products is pretested in
the 3D model stage, and the process of determining
the rationality of the design will be more concen-
trated in the stage of virtual model making and
modification.

(2) +e application of new technologies makes the de-
sign of furniture products take into account the
satisfaction of product functions. +e integrated
molding of furniture products enables designers to
obtain the prototype of furniture products more
intuitively, better grasp the appearance and structure
of furniture products, and improve the modeling
accuracy. In the process of furniture design and
modification, a variety of product prototypes can
also be quickly printed, so that furniture product
development can be upgraded from simple prototype
trial production to conceptual model derivation,
ergonomic analysis, visual analysis, form coordina-
tion and function testing, engineering comprehen-
sive analysis of furniture products such as evaluation
tests.

(3) We can concentrate on the product design depart-
ment for mold making and small-scale trial pro-
duction and reduce the time for docking with mold
manufacturing enterprises, communication between
company internal personnel, and product flow.

3.3. /e Application of 3D Printing Technology in the Pro-
duction of Furniture Parts. Since furniture products have
high requirements on the structural strength and material
adaptability of the connecting parts, the production of
furniture parts mainly relies on standardized means to re-
strict the production of parts. In the assembly of traditional
standardized connectors, the connectors are usually com-
missioned by furniture companies to produce parts man-
ufacturers and complete the assembly in the furniture

Figure 3: +e world’s tallest 3D printed building.
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assembly workshop. Although the standardized parts pro-
duction process can meet the needs of various furniture
connections, complex structural assembly processes are still
required at the connections and furniture products exhibit
obvious assembly characteristics. +erefore, furniture
products are prone to wear and deformation of parts during
use, and the service life is greatly affected by the firmness of
the parts.

+e application advantages of 3D printing technology in
the production of furniture parts are as follows:

(1) +e connectors are integrally formed by modular
means, which reduces the use of screws and con-
necting hinges for furniture products, improves the
degree of fit, and reduces the difficulty of parts
production and assembly.

(2) In the mold-opening stage of traditional parts, a
more concise mold shape is formed, so that the shape
of the manufactured metal or plastic parts is more
simplified, the structure is more reasonable, and it is
beneficial to realize the simplified processing of
complex structural parts.

(3) In addition to the initial process of applying 3D
printing technology to furniture production, it can
also exert its technical advantages in the process of
secondary recycling of furniture, realize the pro-
cessing of existing furniture incomplete parts, pro-
long the service life of furniture products, and obtain
better quality products at a high environmental
value.

3.4./e Application of 3D Printing Technology in theMolding
of FurnitureMainBody. In addition to the application in the
auxiliary links of furniture production, the current indus-
trial-grade 3D printers are mostly aimed at directly
manufacturing molded products. +e large-scale 3D
printing equipment produced by some printer manufac-
turers specifically provides services for directly printing
furniture products.

In the furniture main body forming process, the ap-
plication advantages of 3D printing technology mainly in-
clude the following:

(1) 3D printing technology can reduce the time for
auxiliary mold opening, parts production, assembly
and splicing, and material consumption in furniture
production, so that furniture products have the
appearance characteristics of integral molding. 3D
printing technology has successfully produced single
furniture or small batch of furniture many times in
the furniture manufacturing industry, and the
products are mostly used for the manufacture and
reproduction of high-end art furniture such as Eu-
ropean-style or Chinese-style furniture.

(2) 3D printing technology can realize the one-time
molding of the self-occlusal structure and cavity
structure of the furniture.+e printing of key parts of
the furniture can remove the visual barriers of

cumbersome mechanical parts and achieve a quali-
tative leap in functional innovation. +e designer’s
consideration of the functionality of the work can be
subtly realized through the modeling capabilities of
computer modeling and 3D printing equipment.
+ese structural features and plastic arts are usually
difficult to achieve seamless assembly when they are
made by cutting, molding, and other means.

(3) Manufacturers of 3D printing materials and
equipment can conduct product research and de-
velopment on nylon, wood-plastic, metal, resin, and
other printing materials to obtain different textures
of printing materials. +ese new printing materials
realize the structural remodeling of traditional ma-
terials through the structural design of virtual three-
dimensional models and provide new material
choices for furniture production.

4. 3D Printing Furniture Product
Model Practice

When the 3D printing equipment prints a single piece of
furniture, its generalized manufacturing process consists of
the following three parts: first, the acquisition of virtual 3D
model data and format conversion are performed; second,
the furniture is printed on the machine; finally, the post-
processing after printing is performed.

4.1. Acquisition and Format Conversion of Virtual 3D Model
Data. In the acquisition and format conversion of virtual
3D model data, there are mainly two steps as follows: first,
acquisition of virtual 3D model data; second, model sorting
and STL format conversion.

4.1.1. Acquisition of Virtual 3D Model Data. +ere are three
main ways to obtain the virtual 3D data model of the fur-
niture or parts to be printed: one is to establish 3D model
data by means of traditional computer modeling software.
+e virtual 3D data modeling software that can be applied to
3D printing technology includes AutoCAD, Maya, 3DS
MAX, Rhino3D, and other common commercial design
software, and there are also relatively low-difficulty design
software packages such as Blender, Sketch Up, and Tin-
kercad. At present, this method is the more commonly used
modeling method. +rough short-term learning, we can
quickly grasp the modeling requirements of 3D printing
furniture; the second is to establish 3D model data through
parametric design software. Among the commonly used
parametric design software, the mainstream application
software is Pro/Engineer, UGNX, CATIA, and Solidworks.
+e modeling method of parametric design software can
enable furniture products to establish various constraint
relationships based on the parametric models, realize more
intelligent programming design, and obtain the systematic
and growing model effects so that furniture products can be
standardized according to user requirements. With rapid
customized modeling on the basis of products, this way of
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building 3D data models is more in line with digital
modeling thinking, so it can better utilize the advantages of
3D printing technology; the third is to obtain 3D models of
existing furniture by using scanners and tactile devices After
the furniture data is scanned by the 3D scanner, it needs to
be converted into a triangular meshmodel by a software.+e
advantage of this method is that it can realize the function of
quickly copying the existing furniture products.

4.1.2. Model Sorting and STL Format Conversion. After
acquiring the virtual 3D model data, it is necessary to scale
and repair the model to adapt it to the size, model, and
resolution of the printer used and then convert the data
format of the furniture model after adjustment. After these
virtual 3D models obtained by modeling or scanning are
established, they need to be uniformly converted into a file
format that can be read by the driver software of the 3D
printer, usually into a printable multilateral network file, that
is, a file in STL format. STL is one of the commonly used file
formats for 3D printing. Specifically, small triangular
patches in a large number of spaces are used to approximate
the solid model, and the solid object is cut into digital cross
sections or layers by software and divided into equal
thicknesses along the Z axis. Slicing creates a two-dimen-
sional image, which is transmitted to the machine according
to the image information. Different materials are bonded
and stacked layer by layer to form a three-dimensional
entity, and then, the necessary code that can control the 3D
printer hardware to construct the object is generated, which
is stored in the database for future modification and use.

4.2. Printing Furniture on theMachine. After completing the
processing of the 3D data model of the virtual space, the
printing enters the specific manufacturing stage. When
printing furniture, you need to choose a 3D printer that
meets dimensional accuracy and structural strength to
maintain continuous print jobs. +e process steps are as
follows.

4.2.1. Performing Layering and Support Settings. At present,
the professional layering software mainly includes SLICER
and SFACT. After the layering is completed, the generated
GCODE file is transferred to the 3D printer.+e thickness of
each thin layer can be appropriately adjusted according to
the type of printer and printing accuracy, generally in be-
tween tens to hundreds of microns. It is worth noting that
the reasonable and accurate handling of complex models
largely determines the success or failure of the printed
product. +e processed model needs to ensure that there are
no overlapping triangles, and if there are overlaps and holes,
the transcribed 3D model may break or the file may not be
printed after transfer to the printer. For the problems of
material consumption and printing time in large-volume
solid virtual models, under the premise of ensuring the
structural strength, the structure can be simplified and
hollowed out to form a hollow shell-like object. +is process
needs to consider the following aspects: Firstly, the

minimum wall thickness of the printing material needs to be
met. Secondly, if it is a liquid printer, it is necessary to leave a
minimum overflow hole when printing themodel and finally
set the width and height requirements of convex or concave
detailed structures (such as yin and yang engraved char-
acters) question.

4.2.2. Importing the Printer Program to Complete Printing.
After finishing the previous link, the generated GCODE file
is sent to the 3D printer for identification and printing, thus
completing the acquisition and format conversion of the
virtual 3D model data. In specific applications, printers of
different molding methods and models are slightly different
in receiving print data, which is embodied in differences in
transmission speed, storage, and instruction set.

4.3. Postprocessing after Printing. After the main body of 3D
printing furniture is completed, the key application difficulty
is the postprocessing link. Like the furniture produced by the
standardized production line, after the main body printing
process of the furniture is completed, a series of post-
processing procedures such as grinding, polishing, and
coloring of the furniture can be performed according to the
requirements for the fineness of the molding surface and we
can complete inspection and packaging of furniture prod-
ucts and finally complete furniture production.

At present, the postprocessing methods that can be used
for 3D printing furniture mainly include the following:
plastic, nylon, glass, and other parts.+ese are postprocessed
by component splicing, sandpaper grinding, manual pol-
ishing, coloring, and steam smoothing; metal parts are
processed by electroplating, oxidation, chemical conversion
coating treatment, thermal processing, and other means for
posttreatment. From the perspective of the entire production
process, according to the structural characteristics and actual
use of the product, various manufacturing modes such as
printing first, processing after printing, processing while
printing, and no processing after printing can be formed to
complete large-scale, high-density, and high-quality prod-
ucts in a flexible and efficient way manufacturing of pre-
cision, complex products.

5. Conclusion

With the gradual deepening of the combination of 3D
printing technology and the furniture manufacturing in-
dustry, the production of 3D printed furniture has begun to
transition from experimental single furniture production to
small batch furniture production, which will profoundly
affect the manufacturing mode change of the furniture
manufacturing industry in the future. +is paper conducts a
detailed study on the complex molding links, product de-
velopment links, parts production links, and product main
body forming links of 3D printing technology in the fur-
niture manufacturing industry, as well as its general char-
acteristics when using 3D printing equipment to print
furniture products. +e molding process, in the actual ap-
plication process, needs to choose the appropriate printing
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method according to the furniture production requirements
and the characteristics of the printing equipment.

+e application of 3D printing technology in the fur-
niture manufacturing industry is a newborn calf compared
to the current relatively mature furniture production
technology. With the gradual expansion of the application
depth in recent years, the state’s support for this technology
has also been unprecedentedly high. However, it is unde-
niable that due to the few examples of technology industry
applications, the authors are still lacking in the ability to
write papers and the research may be biased and not in-
depth, such as statistical sorting of 3D printing technology
data and specific cases in the argument. Analysis is not
thorough enough. +ese reasons lead to the data legacy and
some deficiencies in the research in this paper. +ese un-
resolved problems are also the key to the future development
and application of 3D printing technology in the field of
furniture manufacturing.
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�e art of piano playing has been continuously entering into people’s life. However, with the continuous improvement of science
and technology and living standards, the traditional teaching mode can no longer meet the piano teaching mode. �e teaching of
piano is di�erent from traditional subjects, such as Chinese and mathematics. It requires students to experience the artistic
characteristics and the live atmosphere of the players brought by the piano. �is study integrates video and image teaching
methods with piano teaching. Videos and images can more intuitively show the live atmosphere brought by piano players and
musical artistic features brought by the piano. At the same time, this study uses the convolutional neural network (CNN) method
to study the relevant features of videos and images of piano teaching. �ese features are mainly the characteristics of piano music,
the behavior of players, and the basic knowledge of a piano. �e research results show that the clustering method can e�ectively
classify the features of videos and images in piano teaching, and the maximum classi�cation error is only 1.89%.�e CNNmethod
also has high performance in predicting the relevant features of piano teaching videos and images.Accuracy.�e largest prediction
error is only 2.23%, and the linear correlation coe�cient also exceeds 0.95. �is set of the piano teaching mode that combines
videos and images is bene�cial to both teachers and students.

1. Introduction

�e traditional teaching method is to use the blackboard or
PPT to impart knowledge. With the continuous progress of
computer-aided teaching methods and hardware equip-
ment, the teaching mode has also undergone great changes
[1]. Computers can help people with some tedious tasks. It
can also display teaching content in the form of pictures or
�ow charts. It more intuitively shows teaching knowledge to
the students. �is is di�erent from the traditional teaching
mode. �e piano teaching mode is di�erent from the tra-
ditional methods of mathematics and Chinese subjects.
Mathematics and Chinese teaching modes are knowledge
andmethods that need to be taught in textbooks. However, a
piano is a teaching mode that needs to be understood [2, 3].
Piano art not only embodies the meaning of music itself but
also embodies the humanistic feelings of the connotation of
music. �erefore, the piano teaching mode is not a simple
superposition of knowledge, it also requires students to

experience the connotation of piano art. �is requires the
teaching mode of piano art to be improved. Traditional
teaching methods can only allow students to learn the basics
of piano, such as musical notation, musical notes, etc. It does
not allow students to appreciate the humanities in it [4, 5].
�e PPT method can allow students to learn piano
knowledge in the form of pictures, but this method is far
from enough. A piano is an artistic method that combines
musical instruments and music, and it is also closely related
to the emotional performance of the audience. �e piano
teaching classroom also requires students to combine the
music scene and the form of the piano performance to carry
out e�ective learning. �e video method can record the
ambient atmosphere, music atmosphere, and the content of
the piano performance at the music scene, and it can ef-
fectively record the performance of the audience and the
performer. Piano learners can learn more knowledge from
piano-playing videos [6, 7]. �e image can e�ectively record
the key piano performance, it can capture the mood and
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performance content of the piano player very well. However,
the content of videos and images needs to be grasped and
captured efficiently by the pianist, which requires big data
technology to capture the key content of videos and images
and relevant knowledge.'is study intends to design a piano
teaching mode by combining videos and images, which will
better capture the content of the piano performance and the
atmosphere of the scene. 'e research on the relationship
between the content of videos and images and the content of
the piano performance requires big data technology to
analyze.

A convolutional neural network (CNN) can better
extract the spatial features of data and it can also better map
the relationship between input and output [8]. It has been
widely used in many fields, such as image recognition and
feature extraction. CNN can have higher efficiency and
computing power than manual methods, so it can handle
the relationship between large amounts of data very well.
Video methods will contain many image features, and CNN
can have better feature extraction capabilities in both
videos and images [9, 10]. 'is research integrates videos
and images to design a piano teaching mode, which mainly
designs feature extraction. It also does not involve temporal
features, so the CNN method was chosen in this study. 'e
CNN method is also an intelligent algorithm that has
developed rapidly in recent years, and many research
objects have complex mapping relationships. However,
there is relatively strong nonlinear correlation between
these complex data. It is difficult for manual methods to
deal with these problems with experience or professional
knowledge. CNN methods can use these complex data to
find correlations between data. At present, big data tech-
nology has produced algorithms related to spatial feature
extraction or temporal feature extraction [11, 12].'ere are
relatively few temporal features involved in piano teaching
videos and images recognition. 'erefore, this study only
selects the spatial features of piano teaching videos and
images. CNN has relatively high requirements on com-
puters and hardware devices. With the continuous ad-
vancement of science and technology, there will be huge
amounts of data in every field. 'e larger the magnitude of
the data, which requires deeper CNN to complete the
feature extraction task [13, 14]. 'e birth of GPU tech-
nology makes it possible for CNN to develop to a deeper
level. 'e computing power of GPU technology will be
many orders of magnitude superior to the computing
power of CPU.'e piano video technology has more image
features, and the GPU technology provides more technical
support for the feature extraction of the video method.

'is research will solve the shortcomings of the tradi-
tional piano teachingmode, it uses video and imagemethods
to design a new teaching method for piano teaching. At the
same time, CNN technology is used to extract spatial fea-
tures existing in piano video and image teaching, and it can
also be used to complete the extraction of nonlinear rela-
tionships. 'is set of an intelligent piano video and image
teaching mode will not only effectively extract the piano
player’s behavior information and music and art content
embodied by the piano but also improve students’ learning

efficiency and interest. Compared with the teaching mode of
the blackboard or PPT, the teaching mode of videos and
images will attract more students’ attention. When students’
learning attention and learning interest are improved, piano
learners will gain more piano teaching knowledge.

In this study, a new piano teaching mode was designed
using the form of videos and images. At the same time, this
study uses the CNN method to extract the relevant features
of piano video and image teaching. 'is study will be in-
troduced from five aspects. Section 1 introduces and ana-
lyzes the defects of the piano teaching mode and the research
significance of the CNN method in piano teaching. 'e
research status of the mode of piano teaching is introduced
in Section 2.'e piano teaching mode and the CNNmethod
combining videos and images are introduced in Section 3.
Section 4 analyzes the feasibility and accuracy of CNN for
feature extraction of videos and images in piano teaching
mode, which is the core part of this research. Section 5
summarizes the full text.

2. Related Work

'e piano is an art form that can reflect the art of music
and humanistic feelings, and it can also integrate the
audience and the performer into an art form. 'ere is a big
difference between piano teaching and the teaching mode
of traditional subjects. Many researchers have conducted a
lot of research on the teaching mode of a piano. Cui [15]
uses augmented virtual reality technology AR to study the
relevant skills of piano teaching. 'is study mainly pro-
poses an online piano teaching mode. It selected a number
of college students in Heilongjiang to study the relevant
situation of the piano, which mainly includes the learners’
subjective attitudes and personal learning progress. 'e
results of the study found that 89% of students had a
significant improvement in the learning of musical ter-
minology, which was mainly in reading sheet music and
using music materials. 'is online piano teaching mode
provides a new teaching mode and development direction
for piano teaching. Pi [16] believed that piano education
can alleviate teaching fatigue and improve the teachers’
happiness index. 'is study discusses the relationship
between work fatigue and piano education. It mainly uses
qualitative and quantitative methods to study the rela-
tionship between piano education and the teachers’
happiness index. 'e results of the study show that piano
teaching can improve work motivation and efficiency. At
the same time, it found that the happiness index of most
teachers in piano teaching is at a low level, and this re-
search will help to improve the happiness index of piano
teachers. Liu [17] has found that the current piano
teaching mode lacks comprehensiveness and scientificity,
and it has been unable to use the development of the piano
teaching mode. 'is study uses BP neural network tech-
nology to establish a mode of the music signal and the
piano teaching performance score. It selects well-known
piano works as the test set to verify the effect of the mode.
'e research results show that this method can effectively
verify the working level of the piano. It can accurately
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provide players with a certain scoring reference. 'is
method can not only improve the musical level of piano
performance but it can also help to improve the talent of a
piano. Xue and Jia [18] found that information technology
has brought about tremendous changes in the develop-
ment of all areas of life. However, the teaching and
learning of music and musical instruments is a huge
challenge for teachers and students in remote areas, and
this artistic discipline is extremely disadvantageous to
teachers and students in remote areas. 'is study uses the
multi-information classification (MSC) algorithm of ar-
tificial intelligence technology to study the piano teaching
mode in remote areas. 'is algorithm will be spread
through the wireless network, it can effectively spread the
teaching knowledge of a piano. 'is teaching mode can
efficiently classify the piano information data.'e research
results show that this piano teaching mode is beneficial to
teachers and students in remote areas. Li [19] found that
deep learning technology and artificial intelligence tech-
nology will provide more technical support for the im-
provement of modern piano teaching quality. It studies
note detection methods for piano teaching using con-
volutional neural networks. 'e input to the CNN neural
network is the music signal for piano teaching. 'e results
of the study show that the intelligent piano teaching
method can improve students’ interest in learning piano.
'is method will improve children’s interest and efficiency
in learning piano. Huang and Ding [20] proposed a back-
propagation neural network piano teaching evaluation
system. 'is can solve the problem that traditional note
recognition methods are easily affected by noise. It used
the optimized BPNN algorithm to accurately measure the
pitch of the note and the time value of the note. 'e re-
search results show that this mode can effectively correct
the pitch problem in the piano teaching process, which is
5.21% higher than the traditional method. 'e optimized
BPNN algorithm can significantly improve the error
correction accuracy of the player’s note and pitch, which is
beneficial to improve the teaching quality of piano
teaching. Guo et al. [21] used wireless network technology
to realize the intelligent piano teaching mode. It uses the
regression fitting algorithm and the Relief F weight al-
gorithm to extract the characteristics of the piano teaching
process. 'e results of the study found that the use of
intelligent algorithms can quantitatively analyze the rel-
evant characteristics of the piano teaching process. 'is is
conducive to the reform of the piano teaching mode.
'rough the above literature review, it can be found that
artificial intelligence technology has been applied in the
process of piano teaching, and it is mainly used to identify
signal features, such as notes. 'is study mainly uses CNN
to identify the features in the teaching process of piano
videos and images. 'is is an innovative study. Most of the
studies mainly use neural network methods to study the
timbre and note characteristics of piano teaching. How-
ever, this study utilizes the CNN method to perform
feature extraction on videos and images of piano teaching.

3. Piano Video and Image Teaching Program,
Design, and Algorithm Introduction

3.1.  e Significance of the CNN Method for Piano Teaching.
In order to solve the shortcomings of the traditional piano
teaching mode, this research introduces video and image
methods into the piano teaching classroom, which realizes a
new piano teaching scheme. 'e CNN method will assist in
the recognition of video and image features. 'ere are huge
data features in the videos and images in the piano teaching
plan, and these features have relatively large correlation with
the musical features of the piano and the behavioral features
of players. It is difficult to teach these characteristics only by
relying on teachers’ professional knowledge and teaching
experience. CNN methods can efficiently and accurately
identify and extract these features. 'en, the CNN method
can also realize the mapping of piano teaching features to
video and image information. 'ese relevant information
can be transmitted to piano learners through computer-
aided systems. If the CNN method is not used to extract
piano-related features in the piano teaching classroom plan,
this will limit the display of piano features. Some music or
player characteristics cannot be visually displayed through
video and image methods. In short, the CNN method is
more important for the piano teaching system, especially it
involves the relevant information of the videos and images of
the piano.

3.2. eDesignandCNNofPianoTeachingSchemeIntegrating
Videos and Images. 'e goal of this research is to integrate
video and image methods into a piano teaching method, and
then it utilizes a CNN method to identify the relevant
features of piano videos and images. 'e identified features
will be visually displayed to the students or teachers through
the computer-aided system. 'is will improve the learning
interest and learning efficiency of piano learners. Figure 1
shows the piano teaching scheme and workflow that inte-
grates videos and images. First, the features of the piano
videos and images are processed into data between 0 and
255. 'ese data will then be normalized to be between 0 and
1. It needs to feed piano-related video and image data into
the CNN algorithm in the form of an input layer. However,
these data need to be classified by a classification algorithm
before being input into CNN, which is beneficial to improve
the accuracy of prediction. 'e classification algorithm will
perform effective classification processing according to set
classification criteria. 'is research needs to map the feature
relationships between piano videos, images and piano music
features, player behavior features, and piano connotations.
After these three features are processed, it will be visually
displayed to teachers and students through a computer-
aided system. Although this piano teaching method seems to
be more complicated. However, once this teaching scheme is
trained, it only takes a few seconds to achieve the mapping of
relevant features. In an actual piano teaching session, this
only takes a few seconds.'is is also an efficient and accurate
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way from a time perspective. 'e computer-aided system
will display the piano teaching features extracted by CNN to
the students or teachers. Videos or images of piano teaching
are also displayed to students or teachers through computer-
aided systems.

'e CNN method has great advantages in feature ex-
traction and data mapping. It is also good at processing huge
amounts of data and features. 'ere is also a huge amount of
data and associated features in the videos and images in
piano teaching classes.'ese advantages of the CNNmethod
are precisely to deal with the characteristics in piano
teaching. Figure 2 shows the workflow of the CNN method.
'e CNN method has certain similarities with the fully
connected neural network, which also utilizes the mecha-
nism of forward propagation and back propagation. At the
same time, its gradient descent is also carried out by means
of derivation. However, it is more efficient than the fully
connected neural network because it has a certain weight
sharing mechanism. 'e weights of each layer are not
connected to each other, it is selectively connected, which
reduces the amount of parameter calculation. CNN can
generally extract features with strong correlations. It will
selectively filter features with weak correlation. CNN gen-
erally consists of multiple layers of convolutional layers,
pooling layers, and activation functions. 'e process of
feature filtering in CNN is carried out through the filters and
strides of the convolutional layers. 'e output layer of CNN
will perform error operation with the label data of piano
teaching. 'e gradient descent method will calculate deri-
vation based on the error between the predicted value and
the actual value of the piano teaching. 'e step size used in
this study is 1, and the number of filters is set to 64, which is a
relatively common numerical range. Meanwhile, in order to
fully exploit the features of piano videos and images, the
learning rate is set to 0.0001.

'e difference between CNN and the fully connected
neural network mainly reflects the existence of more
hyperparameters, which are the source of feature selection
and feature filtering. Different hyperparameter combina-
tions will affect the accuracy and convergence of calculation
results. Equation (1) shows the computational relationship
that is satisfied between the hyperparameters. s represents
the step size of feature selection. p represents the padding
step size of the matrix. k represents the number of CNN
filters.

w′ �
(w + 2p − k)

s
+ 1. (1)

CNN is similar to other neural networks. It also has
forward propagation mechanism and back propagation
mechanism. 'ese weights and biases are derived using
automatic differentiation techniques. Equations (2) and (3)
show the unfolded shape of weight derivative calculation at
each layer. 'is is also the expanded form of loss function
calculation.

CNNclustering
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system 
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Figure 1: System design of piano teaching scheme integrating videos and images.
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Figure 2: 'e workflow of the CNN method.
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'e derivation operation is a method to find optimal
weights and optimal biases. Equations (4) and (5) show the
calculation methods for the derivation of weights and biases.
It can be seen that the gradient descent method is used here.
Equation (6) shows the computation between each con-
volutional layer.
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ζ−1
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uv
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3.3. Introduction to Piano Feature Data Classification
Algorithm. 'e video and image data in piano teaching
differ greatly in magnitude and numerical size. If these data
are fed into the CNN network layer together, this will lead to
the problem of uneven weight distribution. 'e uneven
distribution of weights leads to large errors in the results.
'erefore, before feeding the video and image data of piano
teaching into CNN, this data needs to be classified. 'e
purpose of classification processing is to effectively classify
different features. 'is allows the same type of features to
have the same data distribution. Figure 3 shows the com-
putational flow of the classification algorithm. It can be seen
from Figure 3 that the classification algorithm can classify
data with the same distribution characteristics together, and
it can also separate different characteristics. In this study, the
classification method of clustering was selected, which
grouped the data of the same category into one category and
processed different data separately. 'is classification
method is processed according to the distance of data
features.

When processing the data of piano teaching videos and
images, the clustering method is mainly based on the dis-
tance of the data. Equation (7) shows the expression for the
Euclidean distance, one of the commonly used distance

measurements. Euclidean distance measures the distance
between two points.

dicted � 
m

k�1
xik − xjk 

2
. (7)

Equation (8) shows the Chebyshev distance measure-
ment method. It measures the difference in distance between
the coordinate values of points in space. Equation (9) shows
the Minkowski’s distance measurement method. 'is is also
a variant of the Euclidean and Chebyshev distances. 'ere is
a p-value here, and when p takes different values, it rep-
resents a different distance measurement method.

dictcd � lim
t⟶∞
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, (8)
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p
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Equation (10) shows the evaluation index of the external
performance of classification. Among them, a, b, c, d rep-
resent different features of piano instruction videos and
images. Equation (11) shows the Rand statistic, where P is
the precision and R is the recall.

R �
a + d

a + b + c + d
. (10)

F �
β2 + 1 PR

β2P + R
. (11)

4. Result Analysis and Discussion

4.1. Classification and Prediction Error Analysis of Piano
Videos and Images. 'e goal of this research is to use the

Figure 3: Clustering methods classification methods and principles.

Scientific Programming 5



classification algorithm and the CNN algorithm to study the
video and image features in the piano teaching process. In
this study, video and image information of piano art courses
in many colleges and universities in Hangzhou was selected
as the research dataset. It will be divided into training set and
test set. 'e test set is also a dataset derived from a college
piano art course. 'is will ensure the reliability of algorithm
verification.

In the piano teaching system integrating videos and
images, the first step is to use the clustering algorithm to
classify the related features of videos and images. 'e
classification accuracy will affect the prediction accuracy of
the CNN algorithm for videos and images in piano teaching.
Figure 4 shows the classification errors of three features for
videos and images of pianos. It can be seen from Figure 4
that the classification errors of the three related features of
the piano are all within an acceptable range, and all the
classification errors are within 2%.'is is acceptable enough
for teaching content with videos and images of the piano.
'e largest classification error is only 1.89%, and this part of
the error mainly comes from the classification of the
characteristics of piano players. 'e smallest classification
error is only 1.23%, and this part of the error mainly comes
from the classification of pianomusic features.'is is mainly
because there is a relatively large mutation in the charac-
teristics of piano players. For the classification of the piano
music feature method, this part of the error is only 1.52%.
'e classification errors of these three main features are all
within 2%. 'is is a reliable error for both teachers and
students of piano teaching.

After the three features of the piano videos and images
are effectively classified, the CNN algorithm is required to
predict the three features. 'is is a critical step for the piano
teaching mode that combines videos and images. 'e video
and image features of the piano predicted by CNN will be
intuitively displayed to teachers and piano learners. 'e
accuracy of the CNN algorithm in the piano teaching mode
is also the key to the success of the fusion video and image
piano teaching system. Figure 5 shows the prediction errors
for three video and image features in the piano teaching
mode. Overall, the CNN method has high feasibility and
accuracy in predicting the characteristics of piano videos and
images. 'is has high credibility for both teachers and
students of piano lessons. All forecast errors are within 2.5%.
'e largest prediction error is only 2.23%, which mainly
comes from the prediction of the characteristics of piano
players. 'e characteristics of the pianist have a great re-
lationship with the scene of the piano performance, and
there is a great mutation in this part of characteristics. It is
not just about the basics of the piano itself, so this part of the
error is the biggest. Although this part of the error is the
largest, it is also within a reasonable and acceptable range.
'e smallest error is also from the characteristics of piano
music, and this part of the error is only 1.54%. 'e char-
acteristics of piano music are closely related to the notes and
spectrum of the piano. However, the mutation of this part of
the characteristics is relatively small. 'is is because
knowledge of the musical aspects of the piano is also less
abrupt. 'e prediction error of CNNmainly comes from the

error of the model and the error of the data. 'e reason for
the relatively large error in this part is also that there is a
certain cumulative error in the data when using the clus-
tering method. In general, the CNN method can better
complete the video and image prediction tasks in the piano
teaching course.

4.2. Analysis of ree Characteristics of Piano TeachingVideos
and Images. In this section, we discuss the piano music
features, player behavior features, and basic piano features
involved in videos and images in piano teaching.We selected
30 different sets of data to verify the accuracy and feasibility
of CNN in predicting three features of piano teaching fusing
videos and images. Figure 6 shows the distribution of
predicted and actual values of musical features for piano
teaching. In Figure 6, the green area represents the error of
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Figure 4:'e classification errors of piano videos and images using
clustering methods.
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using the CNN method.
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the predicted value of music features in piano teaching. 'e
black lines represent the predicted values of the musical
features of piano teaching. 'e yellow lines represent actual
piano music characteristic values. In general, CNN can
better capture the peaks and trends between different sets of
data. Although there are many peaks and troughs in different
groups of piano music characteristics, CNN can still capture
the characteristics of these data as well. 'e green area
represents the error between the predicted value and the
actual value. It can be seen that the distribution of prediction
errors for the musical characteristics of the piano is relatively
small, and these prediction errors are relatively small. 'is
further illustrates the feasibility and accuracy of CNN in
predicting the characteristics of piano teaching music.

'e linear correlation coefficient can further demon-
strate the accuracy of CNN in predicting the characteristics
of piano teaching music. If the linear correlation coefficient
is closer to 1, it means that CNN has good performance in
predicting the musical features of piano teaching. If the
linear correlation coefficient is closer to both sides of the
function y� x, it means that the linear correlation coefficient
is closer to 1. Figure 7 shows the linear correlation coefficient
distribution of the musical features of the piano teaching
mode fused with videos and images. In general, all data
points are relatively close to the linear function y� x, which
means that the linear correlation coefficient exceeds 0.95. It
can also indicate that the predicted value of the musical
characteristics of piano teaching is relatively close to the
actual value. In other words, the CNN method has been
shown to be accurate in predicting the musical features of
piano teaching fusing videos and images. 'is is an algo-
rithm and the teaching system that students or teachers can
trust.

'e player’s behavioral characteristics are also an im-
portant indicator in piano teaching. 'e player’s behavioral
characteristics can only be shown in the form of videos. It is
difficult for traditional teaching models to capture the be-
havioral characteristics of performers. 'is shows that the
piano teachingmode integrating videos and images designed

in this study is innovative to a certain extent. Figure 8 shows
the distribution of the prediction errors of the player’s
behavioral characteristics in the piano teaching mode. In
Figure 8, the blue area represents data with prediction errors
within 2%, a range where prediction effects can be distin-
guished. Overall, CNNs also have high reliability in pre-
dicting player behavior. Although the player’s behavior
information in the piano teaching mode has great volatility,
it also has a great correlation with the piano performance
scene. However, CNN has high reliability in predicting
player behavior information for piano teaching. Most
forecast errors are distributed within 2%. Only a small
number of prediction errors exceed 3%. Basic knowledge of
piano is also an important part of piano teaching. Figure 9
shows the distribution box plot of predicted and actual
values for the basic knowledge of piano teaching. For the box
plot, if the size of the box plot of the predicted value and the
distribution of values are consistent with actual values, this
indicates that the mode has a strong predictive ability. In
general, the predicted value is basically the same as the actual
value of the box, whether it is the size of the box or the
distribution of the data. Basic knowledge of piano is
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relatively easy to predict compared to the other two char-
acteristics of piano teaching. CNN has basically reached a
trustworthy level in predicting the basic knowledge of piano
teaching.

5. Conclusion

With the advancement of technology and the improvement
of living standards, the traditional teachingmode has limited
the development of piano teaching. Piano teaching is a mode
that is different from traditional subjects. It requires learners
to experience the artistic information brought by piano. 'e
player’s on-the-spot performance will also have a certain
impact on piano teaching.

'is research introduces the teaching mode of videos
and images into the teaching of piano, and it also uses CNN
to predict the characteristics of piano music, player’s be-
havior, and basic knowledge of piano in the piano teaching
mode. Before using CNN prediction, this study also uses
clustering methods to achieve the classification of piano
video and image data. In terms of clustering, it shows certain
feasibility in classifying relevant data of videos and images of
piano teaching. 'e largest classification error is only 1.89%,
and this part of the error comes from the relevant charac-
teristic data of piano players. CNN also shows high accuracy
in predicting the piano teaching features that fuse videos and
images. 'e highest prediction error is only 2.23%, and this
part of the prediction error also comes from the behavior
characteristics of piano players. However, this part of the
linear correlation coefficient exceeds 0.95. Overall, the de-
sign of this research is that the piano teaching mode that
integrates videos and images will improve students’ learning
interest and efficiency, and CNN and clustering methods
also show high accuracy in processing related features of
piano videos and images.
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As the most important strategic resource of enterprises, big data has become the basic background of business model innovation.
From the perspective of psychological contract, this paper discusses the mechanism of psychological contract in customer value
proposition driven business model innovation and puts forward four research hypotheses. �is paper adopts the con�rmatory
factor analysis method of structural equation to verify these four hypotheses. It is concluded that there is a signi�cant positive
relationship between customer value proposition and psychological contract; there is a signi�cant positive correlation between
psychological contract and business model innovation; and psychological contract has intermediary e�ect between value
proposition and business model innovation. Furthermore, value proposition has a signi�cant positive correlation with business
model innovation, which has not been veri�ed.

1. Introduction

Emerging information technologies and their applications
have brought rapid growth in the amount of data, and the
era of “big data” has come [1]. Big data is deeply a�ecting
our life, work, and thinking [2, 3]. Big data has become the
most important strategic resource for enterprises. En-
terprises improve their competitiveness through the ac-
quisition, cleaning, management, and processing of big
data. Naturally, big data has also become an important
driving force for business model innovation. Big data is
a�ecting the business ecology of enterprises in various
ways. It has become the basic background of business
model innovation [4].

Big data represents a new way of life, which changes the
demand content, demand structure, and demand mode of
consumers [5–7]. Big data provides a new resource and
capability and provides a new foundation and path for
enterprises to discover value, create value, and solve prob-
lems. Big data is a new technology that provides basic

conditions for the operation of the whole society. Big data is
a way of thinking, which leads to the reconstruction of
traditional concepts such as resources, value, structure,
relationship, and boundary. Big data has the potential to be
in�nitely close to consumers and can provide accurate value
proposition for enterprises [3, 8–10]. �e application of big
data technology helps us understand the real needs of
consumers, accurately segment consumers, and then pro-
vide real-time and accurate products. As basic technical
conditions and tools, big data resources have the energy to
release and amplify the value of other resources. �e key
business and process innovation based on big data is the big
data of enterprise business activities. �e whole business
process can be reengineered based on big data facilities and
technology and data information �ow. Big data is changing
the resource environment, technology environment, and
demand environment on which enterprises rely. Enterprises
need to rethink the issues involved in the business model,
such as who creates value, what value to be created, how to
create value, and how to realize value.
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In the era of big data, business enterprises have greatly
increased their dependence on data. On the one hand, this
will make the business model innovation based on data more
convenient. On the other hand, this will also stifle the po-
tential business model innovation without data support and
greatly reduce the business model innovation not based on
data. It can be seen that big data will bring changes in
management rules and business model, thus bringing
competitive advantages to enterprises. Big data has the
potential to creatively destroy the business model [11].

Big data has become one of the driving forces of en-
terprise business model innovation. At the enterprise level,
big data is used in many aspects of the business model,
including customer value proposition innovation, key
business and process innovation, revenue model innovation,
external relationship network, and value network recon-
struction [4]. Big data has the potential of creative de-
struction and promotes the transformation of the
constituent elements and structure of the business model
[12]. It is common to analyze the business model from the
perspective of constituent elements and their relationship,
which is also recognized by most researchers. Osterwalder
et al. [13] proposed that enterprises can carry out business
model innovation by changing the constituent elements in
the business model system. Lindgadt et al. [14] proposed that
there are two top-level elements of business model, namely,
value proposition and operation mode, and believed that
enterprises can choose one or several sub-elements to carry
out innovation activities. Value proposition is an important
component of business model and the starting point of
business model innovation. It runs through the whole
process of business model innovation and plays an im-
portant guiding role. It is very important to find a unique
customer value proposition. In order to provide and realize
customer value, enterprises must produce products or
services with the help of corresponding resource capabilities
and value networks, then transfer them to target customers,
and obtain certain benefits. As Jiang and Liu [15] pointed
out, business model includes value proposition, value cre-
ation, and value acquisition, which is the general framework
of business model. )is framework is systematic and
dynamic.

In the context of big data, with the help of big data
technology, enterprises can have in-depth insight into
customer needs, timely respond to changes in customer
needs, adjust the positioning of products or services, reduce
transaction costs, reduce information asymmetry, enhance
the emotional cognition between enterprises and customers
and stakeholders, build psychological contracts, enhance
trust relations, cultivate customer loyalty, and realize value
creation and acquisition.

Since business model innovation is a systematic and
dynamic work, it is a nonlinear process full of uncertainty
from the proposition of customer value to the acquisition of
customer value and enterprise value. )e relationship be-
tween business model innovators, innovation teams, and
business organizations; the relationship between stake-
holders and business organizations; their psychological
expectations and disappointments; and the relationship

between rights and obligations are also constantly adjusted
with the changes of business model innovation cycle. During
this period, the formation, violation, and reconstruction of
psychological contract will have a lot of impact on the ef-
fectiveness of business model innovation. However, there is
a lack of research in this area.

Based on the above analysis, this paper intends to explore
the intermediary role of psychological contract from the
perspective of the general framework of customer value
proposition driven business model innovation. )eoreti-
cally, it enriches the influence mechanism of psychological
contract on business model innovation. In practice, it
provides a reference for enterprises to implement business
model innovation against the background of big data.

2. Conceptual Background

2.1. Business Model Innovation. Most scholars agree that
changing the core elements of the business model or
changing the relationship between the elements can realize
the innovation of the original business model. Weill and
Vitale [16] put forward the concept of atomic business
model and believed that changing the combination mode of
atomic business model can form a new business model.
Yongbo [17] believes that business model innovation is the
innovation of business model constituent elements and their
combination, especially the innovation of the relationship
between core value elements. Value proposition model in-
novation, value creation model innovation, value trans-
mission model innovation, and value network model
innovation are the main aspects of business model inno-
vation. )ese four aspects play a role, leading to the con-
tinuous improvement of enterprise competitive advantage.
In order to seek competitive advantage and fully explore the
potential value of technological innovation or nontechnical
service innovation, a set of continuous and dynamic logic to
better realize the value proposition of consumers can be
regarded as business model innovation [18].

Based on the above analysis, this paper believes that the
business model innovation follows the construction logic,
and the source of innovation is the customer value prop-
osition. By establishing relations with different stakeholders,
we can reach cognitive agreement and form a psychological
contract, so as to obtain resources to create, transfer, and
realize value.

2.2. Value Proposition. In the Internet era, against the
background of big data, the internal and external envi-
ronment change too fast, and the nonlinearity, uncertainty,
and difficulty of prediction are becoming more and more
obvious. Enterprises should constantly put forward new
value propositions, constantly reflect, constantly improve,
and innovate. )e more complex it is, the more it is nec-
essary to clarify the logic of development and find the pain
points of customers. Among the components of business
model innovation, the core element is customer value
proposition. Business model innovation is a creative activity.
From conception to formation, it is a continuous trial and
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error exploration process. It is also the process from putting
forward customer value proposition, perfecting customer
value proposition, and implementing customer value
proposition to realizing customer value proposition. All
ideas and actions should focus on value proposition, con-
stantly meet customer needs, and gradually cultivate cus-
tomer loyalty. Customer value proposition is the core
element of business model [19], the source of business model
innovation, and the main line running through business
model innovation.

Especially since 2000, with the advent of the Internet era,
the development environment faced by enterprises has
become more complex and full of uncertainty. )e linear
hypothesis is not tenable, product upgrading is accelerated,
information transmission is convenient, big data plays a
huge role, information exchange is almost cost-free, com-
munication between manufacturers and customers is closer,
and it is more common for customers to participate in
enterprise design, interaction, and innovation. Business
model innovation ushered in a new scene.

)e emergence of a new customer value proposition is
no longer a unilateral act of enterprises. Consumers have
become “producers and consumers.” Xiaomi mobile phone
has created impressive performance. It is not so much
product innovation as customer participation model in-
novation. It is the innovation of business model against the
background of large data. It is a typical example of customer
driven business model innovation, but also the deep par-
ticipation of customers in the formation of customer value
proposition, innovation of development, and perfection.
Innovative customer value proposition drives the changes of
other elements of the business model and changes the
combination mode of the relationship between the elements
of the business model. In a sense, it is an innovation in the
construction of the relationship between the elements of the
business model.)e premise assumption of traditional value
chain theory is that “industry” or “environment” factors are
unchanged. However, this assumption obviously fails today.
Modern business model innovation is to be good at changing
value proposition, so as to reconstruct a microenvironment
conducive to itself and create cross-border relationship
combination [20]. Business model innovation is to recon-
struct a new rule relationship [21]. )e essence of business
model is to continuously build a relationship combination
across enterprise boundaries.

Building a new rule relationship is actually the shaping
process of the new business model, which is a process of
continuous trial and error, fault tolerance, and iteration.
From the blueprint stage of customer value proposition to
the conclusion of various cross-border relationships, it in-
volves the cognitive problems of consumers, industries, and
stakeholders, which is a process of psychological contract
formation, violation, and reconstruction.

2.3. Psychological Contract. Psychological contract, which is
also known as psychological contract, is a concept of social
psychology. is a concept of social psychology. Its predecessor
can be traced back to the interpersonal relationship theory in

the early 1930s. In 1960, Chris Argyris, a famous American
organizational psychologist, published understanding or-
ganizational behavior, in which psychological contract was
first introduced into the field of management research from
the field of social psychology, and the informal expectation
relationship between factory employees and foremen was
expressed as psychological work contract, which was con-
sidered to be the pioneer of psychological contract research
in the field of management [22].

Robinson et al. [23] believe that psychological contract is
the understanding of mutual obligations between employers
and employees in the context of employment relationship,
that is, employees’ perception of the exchange relationship
between explicit and implicit employee contributions and
organizational incentives.

Early scholars tend to regard psychological contract as an
invisible contract between organizations and individuals.
)ere are two schools: unilateral psychological contract
school and bilateral psychological contract school. )e
unilateral psychological contract school began in the 1980s,
and its research focus is the individual level of the formation
of psychological contract. Scholars who hold this view be-
lieve that psychological contract is essentially a subjective
belief of reciprocal exchange and connection between in-
dividuals and organizations. )is belief is based on the
subjective understanding of commitment, but it is not
necessarily realized by the organization or its agents [24].

)ere are many psychological contract schools on both
sides: One is to define psychological contract as the sum of
implicit and unwritten mutual expectations existing in the
relationship between employees and employers. One view is
that the cooperation mechanism exists between personal
dedication and the acquisition of organizational desire.
However, in essence, it is the mutual expectation relation-
ship between employers and employees. It is the subjective
feelings of both parties on each other’s responsibilities and
obligations, mainly including two levels: one is the em-
ployees’ perception of mutual responsibility; the other is the
perception of mutual responsibility, which is also known as
the psychological contract school.

)is paper holds that psychological contract is the
perception of mutual responsibility between the organiza-
tion and employees, including the stakeholders of employees
and the organization. )is is because, in the context of big
data, the information asymmetry has been reduced un-
precedentedly, the dynamic change process between psy-
chological expectation and satisfaction will be more
transparent, and the two-way nature of rights, responsi-
bilities, and interests will be more obvious. Secondly, in the
Internet era, the boundary of enterprises is blurred, the scope
of organizations and employees participating in innovation
activities is expanded, and even the organization is only a
natural person and employees are not only employees of
incumbent enterprises. As long as they contribute to in-
novation activities, they should be considered.

Li et al. [25] believe that psychological contract is mainly
composed of three dimensions: transactional psychological
contract, relational psychological contract, and management
psychological contract.
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Referring to the research of Robinson & Morrison, this
paper divides psychological contract into three types:
transaction contract, development contract, and relationship
contract and discusses its relationship with business model
innovation based on cognitive theory.

)e formation of business model is a process of trial and
error, and it is also a process of rule relationship. In this
process, the change of the psychological contract of the
business model innovation team is also dynamic, which
needs to be transformed through formation, deconstruction,
and reconstruction. In the initial stage of team formation‘
there is mistrust and uncertainty between the members and
the team.)e psychological contract of cooperation tends to
be short-term and limited one. At this time, the model of
psychological contract is economical. With the increase of
cooperation time and cooperation opportunities among
members of the team‘ members expect to have a good space
for their own development. )e team also hopes to obtain
better output benefits with less human and material re-
sources. )erefore, both the team and members have the
motivation to promote the transformation of psychological
contract to a developmental model. On this basis, the results
of win-win cooperation will strengthen this sense of gain.
)is situation will gradually change to an open and col-
laborative mode, the organizational relationship will be
more harmonious, the employees’ sense of trust in the or-
ganization will be enhanced, and the team will have good
output benefits. Employees also get a good space for their
own development. At this time, a relatively stable relational
psychological contract will be formed.

3. Research Hypothesis

Customer value proposition is a clear statement made by
the enterprise on who to transfer benefits and what
benefits to transfer [26]. Customer value proposition has
strong trend and guidance, plays a good role in promoting
the development of business model, and is the source of all
business model innovation. )e value orientation, value
creation, and value acquisition in the value chain are
realized through the value proposition of customers. For
the characteristics of business model, it is an outward
looking and creative exploration process, and all designs
are based on customer value proposition. Johnson [27]
pointed out that enterprises help target customers com-
plete important tasks by providing a product or a service
to meet their needs or solve problems. Target customers,
supplies, and tasks to be completed are the three elements
of value proposition. )is concept emphasizes paying
attention to the needs of target customers and the
problem-solving degree of target customers, so as to
provide products or services based on this. It is also the
connotation of providing customers with value or service
portfolio in the business model. Customer value propo-
sition is the basis and source, the most active factor, and
the soul of business model innovation [27, 28]. Reasonable
value proposition is the premise of promoting business
model innovation and creating value, which is the key for
enterprises to obtaining competitiveness.

Based on the above analysis, this paper puts forward the
first hypothesis.

Hypothesis 1. )ere is a significant positive correlation
between customer value proposition and business model
innovation.

Customer value proposition is the basis for customers to
realize the delivered value and the starting point of enter-
prises’ commitment to customers. Kotler [29] expounded
customer value from the perspective of customer delivered
value and believed that customer delivered value is the
difference between total customer value and total customer
cost. Gale Bradley [30] believes that customer value is the
relative perceived quality of customers after the price of a
product changes in the market. Holbrook [31] believes that
customer value is created by goods through the process of
customer experience. Whether the products or services
provided by enterprises meet their needs or not, customers
should perceive and evaluate the degree of satisfaction they
have obtained. After comparing the expectation of the
products provided by the manufacturer with the real gain,
trust and satisfaction are generated, forming a psychological
contract. It can be seen that customer value proposition is
the basis for the formation of psychological contract between
manufacturers and customers, and there is a positive cor-
relation between them. Accordingly, this paper puts forward
Hypothesis 2.

Hypothesis 2. )ere is a significant positive relationship
between customer value proposition and psychological
contract.

Most scholars believe that business model can be
regarded as a structural template [32]. It can even be
regarded as a configuration of measurement relationship
[33]. Osterwalder [19] expressed the relationship in the
business model as an abstract cooperative relationship
between enterprises and stakeholders. Zott et al. [32]
pointed out that the relationship between focus enterprises
and stakeholders plays an important role in business model
value creation. Due to the heterogeneity and dynamics of
stakeholder relations and the diversity of value creation
structure of business model, it will lead to the differenti-
ation of value creation process and mechanism and the
uncertainty of value creation results. However, in essence,
the stakeholder relationship in the business model is also
the subjective perception and comprehensive evaluation of
stakeholders. Starting from the basic requirement of
depicting the key and core characteristics of subjective
perception, satisfaction, trust, and commitment can still be
used as the basic dimensions of psychological contract
between stakeholders [34]. Accordingly, this paper puts
forward Hypothesis 3.

Hypothesis 3. )ere is a significant positive correlation
between psychological contract and business model
innovation.

)e business model gradually realizes its logic of dis-
covering, creating, transmitting, and obtaining value. In the
logic of value creation, it involves the key business processes
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of enterprises and the correlation mechanism between
processes, including the operation mode of enterprises,
consumers, upstream suppliers, potential entrants, and
substitutes to create value in the competition. In the Internet
era, new elements of business model are gradually taking
shape. With the help of big data technology, the interaction
between people becomes closer, and knowledge spillover
and emotional communication become more frequent. )e
exchange of information between people and between
people and organizations makes it easier to form psycho-
logical contracts, which promotes the continuous innova-
tion of business models and the acceleration of the
replacement of business models.)is is also conducive to the
effective coordination of value creation and business re-
sources [32].

In this process of value creation, the psychological
contract relationship between the individual members and
the team in the organization implementing business model
innovation reflects the unwritten mutual expectations be-
tween individuals and organizations and reflects the com-
mitment and reciprocity of rights and obligations. If the
content of organizational commitments and actionsmade by
incumbent enterprises can stimulate the innovation spirit
and team cohesion, the psychological contract relationship
will be formed. Otherwise, there will be violation of the
psychological contract relationship, degradation of inno-
vation spirit, and lax team cohesion, which will inevitably
affect the effectiveness of business model innovation. To
stimulate the effectiveness of psychological contract in the
context of big data, we should pay attention to the collective
innovation, cognitive sharing, risk sharing, and cultivation
of cooperative and enterprising awareness of business model
innovation. Accordingly, this paper puts forward Hypoth-
esis 4.

Hypothesis 4. Psychological contract has intermediary effect
between value proposition and business model innovation.

4. Research Methods

4.1. Structural Equation Research Method. Social phenom-
ena are complex, not as simple as natural phenomena.
People and people, people and things, things and things are
complex. Compared with general regression models,
structural equationmodels are better for describing or fitting
complex relationships and can be closer to objective reality.
Structural equation model is mainly used to analyze and
study the structural relationship between potential variables.
Because potential variables cannot be measured directly,
some measurable indicators are needed to reflect potential
variables. )ese variables can be expressed in linear equa-
tions. )is linear equation system is called structural
equation modeling (SEM). SEM is suitable for the analysis of
large samples. Generally speaking, the number of samples
shall not be less than 100; otherwise, the software analysis is
unstable.

SEM deals with the comparison of the overall model, so
the indexes referred to mainly consider not a single pa-
rameter, but the coefficient of integration. At this time,

whether individual indexes have specific statistical signifi-
cance is not the focus of SEM analysis [35].

4.2. Questionnaire Design and Reliability Analysis

4.2.1. Questionnaire Design. Due to the fierce competition
among enterprises, most enterprises pay attention to the
confidentiality of their enterprise management information,
especially the technological innovation and business know-
how. It is difficult to conduct quantitative analysis in terms
of business decision-making, partners, cooperation effect,
and social benefits. )erefore, Likert quantitative scoring is
often adopted in the study of enterprise business model.
Ketokivi and Schroeder’s research found that “although
random errors and systematic deviations will cause some
variation of measurement items, the perceived measurement
of performance can still meet the requirements of reliability
and validity.” Whether from theoretical circles or business
circles, people recognize the credibility of insiders’ per-
ception of the organization. Even without consulting fi-
nancial data, they can have a basic judgment or even
profound insight into the operation of the organization.

Based on the above considerations, the questionnaire is
designed by Likert quantitative scoring. In order to design a
high-quality questionnaire, the first draft of the questionnaire
was completed on the basis of a large number of relevant
references. After the first draft is completed, I invited col-
leagues and classmates with vice senior titles and doctorate
degrees to help review and put forward suggestions. In ad-
dition, I also widely solicited the opinions of middle and
senior managers of enterprises with whom I have contacts. In
short, the questionnaire design widely mobilized contacts,
solicited the opinions of experts and enterprise managers, and
generated an open discussion at an academic seminar. Finally,
these valuable opinions were classified and analyzed as an
important reference for revision. )e final questionnaire is
targeted, readable, indirect, logical, and operable. In order to
make the questionnaire conform to the reality and the
purpose of the survey, at the beginning of the survey, the
research team also interacted and modified based on the
interview and the on-the-spot answers. Once there are
questions about the meaning and measurement under-
standing, they will have in-depth communication and discuss
how to improve the presentation together, so as to ensure the
accuracy and clarity of the questionnaire. )e questionnaire
has been implemented for one year. )e research team dis-
tributed it purposefully, even taking advantage of various
opportunities such as business trips and family visits to
distribute questionnaires. )rough various channels such as
training lectures for middle and senior managers of the en-
terprise, various seminars on economic management, on-site
distribution, and interviews in the enterprise, a total of 160
questionnaires were distributed, and 155 were recovered, with
a recovery rate of 96%. Excluding incomplete answers and
similar and other unreliable questionnaires, the number of
effective questionnaires was 150.

)e final scale consists of 22 questions. Each option has
five numbers: 1, 2, 3, 4, and 5. 1 means “very low,” 2 means
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“low,” 3 means “general,” 4 means “high,” and 5 means “very
high.”)e higher the score, the higher the recognition of the
respondent for this option.

4.2.2. Setting of Latent and Measurable Variables of the
Structural Equation Model (Table 1).

4.2.3. Reliability Analysis. Reliability is the degree of con-
sistency or stability of measured data. Using SPSS version 22,
Cronbach’s test is carried out, and the coefficients obtained
are shown in Table 2.

Generally speaking, the consistency of items is related to
the measurement content. )e larger the Cronbach α co-
efficient, the stronger the internal consistency. Previous
studies have suggested that if Cronbach’s α coefficient is
greater than 0.7, it can be considered that the consistency
between items is good.

Cronbach’s coefficient value of Q1–Q3 items measuring
customer value proposition in this study is 0.674, slightly
lower than 0.7, and the values of the other items are more
than 0.7, indicating that the corresponding items have high
internal consistency. )e overall Cronbach α coefficient
value for the 12 items is 0.916, which has high consistency.

4.2.4. Model Design. )e structural equation model shows
[42–44] the standardized model (as shown in Figure 1). See
Table 3 for the estimation results and test of business model
innovation parameters by psychological contract, and Ta-
ble 4 for the estimation results of standardization coefficient.

It can be seen from Table 3 that the CR values of all factor
loads are much greater than 2. )e probability that the
parameters in the right column may be 0 P.)ree asterisks, ,
indicate that the probability of 0 is less than 0.01. )erefore,
all load coefficients are significantly nonzero at the signifi-
cance level of 0.01. As can be seen from Table 4, the CR
values of all variances are much greater than 2, so all var-
iances are greater than 0.01 at the significance level of 0.01. It
can be seen that the model estimation effect of psychological
contract on the mechanism of business model innovation is
good except BMI<---CVP.

4.2.5. Model Matching Analysis. It can be seen from Table 5
that the indexes meet the requirements when rounded, and
the model fits well, indicating that the data matches the
designed model. )ere is a significant positive correlation
between value proposition and business model innovation,
and Hypothesis 1 has not been verified.

Table 1: Corresponding table of model variables.

Latent variable Connotation and item design basis Measurable variable

Customer value
proposition

Customer value proposition is to clearly state the interest
combination to be provided to stakeholders, which should
be attractive, differentiated, superior, and difficult for

competitors to imitate [27, 36]

Q1 What is the social awareness of your products
(services)?

Q2 What is the degree of uniqueness of your products
(services) relative to your competitors?

Q3 Compared with peers and competitors, do you think
your business model is different?

Psychological
contract

Psychological contract is formed between employees and
organizations as a variety of beliefs about each other’s
responsibilities and obligations [37]; the success of an

enterprise requires teamwork [38]; consumer
psychological contract is essentially a relationship of rights
and obligations between enterprises and customers [39]

Q4 How satisfied are the partners with your business
model?

Q5 What is the degree of win-win benefits among the
main partners of your business model?

Q6 How stable is the relationship between your business
model partners?

Q7 Howmuch knowledge is shared among your business
model partners?

Q8 How supportive are your business model partners?

Business model
innovation

Whether it is a good business model depends on whether
its performance exceeds the average level of the industry
and whether it is sustainable, profitable, and expandable

[40, 41]

Q9 What is the ability of your business model to attract
key resources?

Q10 How do you recognize the current market
performance level of the enterprise?

Q11 How confident are you that the current business
model will shape the market performance of the

enterprise in the next three years?
Q12 How attractive is your business model to potential

participants?

Table 2: Reliability test of latent variables.

Latent variable Number of measurable variables Cronbach’s alpha
Customer value proposition 3 0.674
Psychological contract 5 0.884
Business model innovation 4 0.769
Total amount 12 0.916
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Figure 1: Structural equation model of the mechanism of psychological contract in business model innovation.

Table 3: Parameter estimation results.

Estimate SE CR P

PC <--- CVP 0.917 0.154 5.943 ∗∗∗

BMI <--- PC 0.801 0.248 3.230 0.001
BMI <--- CVP 0.192 0.268 0.718 0.473
Q3 <--- CVP 1.000
Q2 <--- CVP 0.852 0.144 5.919 ∗∗∗

Q1 <--- CVP 0.905 00.130 6.953 ∗∗∗

Q4 <--- PC 1.000
Q5 <--- PC 1.249 0.123 10.140 ∗∗∗

Q6 <--- PC 1.167 0.123 9.451 ∗∗∗

Q7 <--- PC 1.187 0.128 9.255 ∗∗∗

Q8 <--- PC 1.092 0.120 9.068 ∗∗∗

Q12 <--- BMI 1.000
Q11 <--- BMI 0.828 0.121 6.864 ∗∗∗

Q10 <--- BMI 0.844 0.120 7.009 ∗∗∗

Q9 <--- BMI 1.137 0.129 8.791 ∗∗∗

Table 4: Standardized regression weights.

Estimate
PC <--- CVP 0.885
BMI <--- PC 0.784
BMI <--- CVP 0.182
Q3 <--- CVP 0.692
Q2 <--- CVP 0.605
Q1 <--- CVP 0.646
Q4 <--- PC 0.738
Q5 <--- PC 0.845
Q6 <--- PC 0.785
Q7 <--- PC 0.778
Q8 <--- PC 0.741
Q12 <--- BMI 0.720
Q11 <--- BMI 0.593
Q10 <--- BMI 0.613
Q9 <--- BMI 0.766
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Business model innovation <--- value proposition,
P � 0.472> 0.05.

Hypotheses 2 and 3 are verified. )ere is a significant
positive relationship between customer value proposition
and psychological contract. )ere is also a significant pos-
itive correlation between psychological contract and busi-
ness model innovation.

)e following is to analyze the intermediary role of
psychological contract in customer value proposition and
promoting business model innovation (see Table 6). )e
total utility is 0.182 + 0.885 ∗ 0.784� 0.876. )e interme-
diary effect is 0.885 ∗ 0.784� 0.694. )e proportion of
intermediary utility in the total utility is 0.694/0.876� 0.79.

It can be seen that psychological contract plays a rela-
tively large intermediary role in customer value proposition
and promoting business model innovation, accounting for
79%. Hypothesis 4 is verified.

5. Conclusion and Discussion

Only three latent variables are selected in this paper, al-
though there are many factors affecting business model
innovation, which is a limitation of this research. In addi-
tion, there are only 150 samples, which is also a few number.
In the future, in the context of big data, we should take
external big data as a latent variable for in-depth research
and discuss the impact of big data capability on psycho-
logical contract.

)e policy enlightenment is that in the context of In-
ternet big data, the implementation of business model in-
novation should pay attention to the role of relationship
change and the research of psychological contract. In
practice, we should strengthen the management of the
psychological contract of employees and stakeholders; pay
attention to the construction of system, culture, commit-
ment, and trust; and constantly build a mood environment.
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)e dataset can be obtained from the author upon request.
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Under the background of energy conservation and emission reduction and large-scale promotion of electric energy substitution,
fully exploring the complementary potential of various energy systems and realizing the optimization of comprehensive energy
utilization are the most critical development goals of the current energy system. �e key to achieving this goal is the investment
potential analysis of integrated energy projects. In order to e�ectively solve the problems of di�cult scienti�c determination of
evaluation index weight and low accuracy of evaluation results in the analysis of investment potential of integrated energy projects,
an investment potential analysis model of integrated energy project based on deep learning neural network is designed.�e design
process of the integrated energy project is summarized.�e RBF-BP neural network model is established to obtain the correlation
between the factors of the evaluation unit, further analyze and process the training results, and calculate the weight of the
evaluation index. �e obtained weight is substituted into the TOPSIS comprehensive evaluation model for the investment
potential analysis of integrated energy projects. According to the investment potential analysis results, the investment potential
analysis value of energy performance contracting (EPC) mode is 0.9122, which is the best operation mode. �e results show that
the analysis results re�ect the investment potential of integrated energy projects more objectively and scienti�cally.

1. Introduction

Integrated energy system includes the production, use, and
transmission of di�erent types of energy, including many
conventional energy subsystems, such as natural gas system
and traditional power system, as well as new energy gen-
eration systems, such as geothermal power generation and
wind power generation [1–5]. �e integrated energy system
can realize the comprehensive utilization of di�erent types of
energy, reduce the problems in energy supply, reduce the
number of energy conversion, and reduce environmental
pollution. It can not only meet people’s demand for elec-
tricity, but also realize many other services, such as re-
frigeration and heating, so as to realize the cascade use of
energy; improve energy e�ciency; and promote the sus-
tainable development of society, market economy, and

energy [4]. However, there are many subsystems in the
integrated energy system, and the operation mode and
functional characteristics of these subsystems are also very
di�erent. �e integrated energy system has rich levels, di-
versi�ed structures, and nonlinear and multiple space-time
characteristics, in which there are many problems to be
solved. It is di�cult to solve the problems only by using the
traditional operation mode, control technology, and mod-
eling and simulation technology [5].

�e premise of investment potential analysis of inte-
grated energy system is to realize system integration and
optimization [6, 7]. �e feasibility study, design, and op-
eration mode optimization of integrated energy project need
to be carried out on the basis of investment potential
analysis. �erefore, the importance of investment potential
analysis of integrated energy projects is extraordinary.
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With the development of information technology
[7–11], artificial intelligence technology has been gradually
applied in various industries [12–16]. Because BP neural
network [17–19] has strong learning ability and nonlinear
fitting ability; it has been empirically applied to the field of
investment potential analysis of integrated energy projects.
In this paper, RBF-BP neural network is proposed and used
to calculate the weight of investment potential evaluation
index of integrated energy project. &e example shows that
this method not only makes full use of the advantages of fast
approximation speed of RBF neural network, but also has
the ability of BP neural network to better predict unknown
samples and improve the evaluation accuracy.

&e rest of this article is organized as follows. Section 1
introduces the engineering design of integrated energy
project. &e principle and algorithm design of RBF-BP
neural network are described in Section 2. In Section 3,
construction of index system and evaluation index weight
solution based on RBF-BP neural network model are applied
in a case, and finally the investment potential analysis result
is obtained. &e main contributions of this study are
summarized and analyzed in Section 4.

2. Engineering Design of Integrated
Energy Project

According to different energy demands, integrated energy
projects can be divided into solar energy and heat pump
collaborative heating scheme; solar energy and low valley
electric heat storage collaborative heating scheme; heat
pump and low valley electric heat storage collaborative
heating scheme; solar energy, heat pump, and low valley
electric heat storage collaborative heating scheme. &e
collaborative controller is used to realize the collaborative
regulation of different technologies. &e standard of col-
laborative control is generally that the heat pump supplies
the basic heat load. In the area with sufficient light, the solar
heat collection is large, and the heat pump load is appro-
priately reduced. In areas with preferential valley price,
electric boilers can be used to store heat in the valley to
reduce the load of heat pump. &rough the analysis and
comparison of the investment potential of different technical
schemes, the project technical scheme suitable for the in-
dustrial park is selected.

As shown in Figure 1, the technical scheme design
process of integrated energy projects is divided into five
steps:

(1) Requirement analysis: heating load demand of users
in heating season, including design heat load, av-
erage heat load, andminimum heat load; annual heat
load continuation diagram and analysis; hourly heat
load calculation; annual average heat load simulation
calculation and analysis, etc.

(2) Site investigation: understand the building system
characteristics, energy structure around the building,
climate resources, and other conditions in detail, and
judge the applicable technology on site.

(3) Preliminary design: according to the analysis of
users’ heat load characteristics, determine the pro-
portion and supply period of solar hot water heating.
Combined with the heating load borne by solar
energy and its time period, analyze whether it has the
spatial and economic conditions for the imple-
mentation of electric heat storage. Comparative
analysis of heat pump collaborative heating schemes
is applied, especially for users with large-scale and
stable needs of heating and refrigeration.

(4) Technical and economic analysis: determine the
technical scheme and conduct technical and eco-
nomic review on the scheme.

(5) Construction drawing design: issue detailed con-
struction drawing design, and provide the list of
materials, equipment, and project budget.

&e main functions of the integrated energy project
include the following:

(1) Energy Monitoring. From the perspective of the safe
and stable operation of the energy network, the
production and operation of energy subsystems such
as electricity, cold/hot water, hot water, important
energy production equipment in the park, and the
energy consumption of buildings in the park are
monitored through the three-dimensional visuali-
zation platform, so as to ensure the stable and safe
operation of the park.

(2) Energy Regulation. With the help of a variety of
technologies to complete the interaction between
user load demand and energy production, such as
optimizing the ratio, different energy amounts can be
fully utilized.

Requirement analysis

Site investigation

Load calculation

Preliminary design

Technical and economic analysis

Construction drawing design

Figure 1: Technical scheme design process of integrated energy
projects.
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(3) Energy Analysis.&e interactive analysis of the power
grid structure and the improvement of the power
grid structure will provide the interactive support for
the power grid decision-makers from the perspective
of the visualization of the power grid structure and
safety.

(4) Asset Operation and Maintenance Management.
&rough the management business of the whole life
cycle of equipment in the park, intelligent patrol
inspection business, digital maintenance business,
and process three-line operation and maintenance
business, realize the structured management, process
standardization of the park, and provide information
support for the information management of
equipment inspection and maintenance in the park.

&e energy flow of the integrated energy project is shown
in Figure 2.

3. RBF-BP Neural Network Model

3.1. RBF and BP Neural Network Structure. BP neural net-
work and RBF neural network are two commonly used

neural network algorithms [20, 21]. As a global approxi-
mation network, BP neural network is a stable and reliable
nonlinear function approximation method. However, it has
the disadvantages of slow convergence speed and easy-to-
trap local minimum, although the system is unstable and
difficult to ensure that the learning result can reach the
global minimum of mean square error. However, the system
has good generalization performance. RBF neural network is
a kind of optimal approximation network. If there are
enough neurons in the hidden layer, it can approximate any
continuous nonlinear function with arbitrary precision. RBF
neural network has the advantages of simple training and
fast learning convergence, overcoming local minimum
problem, but having poor generalization ability. RBF-BP
neural network combines the advantages of RBF neural
network and BP neural network [20–26]. It consists of RBF
subnet and BP subnet. Among them, a 4-layer neural net-
work system includes input layer, two hidden layers, and
output layer. &e model structure is shown in Figure 3.

n, j, k, and m represent the number of neurons in input
layer, first hidden layer, second hidden layer, and output
layer, respectively. σj is the Gauss function width matrix.
Cn,j is the central vector matrix. wk,j is the weight matrix

Wind power

photovoltaic

Electric
Power
grid

Fuel (natural gas)

Cogeneration Smoke

Electric
refrigerator

Absorption
refrigerator

�ermal
loadHeat

storage
device

Waste
heat

boiler
Gas
fired

boiler

Cold
storage
device

Cooling
load

Electric
energy
storage

Energy loss

Electric
load

Figure 2: &e energy flow of the integrated energy project.
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between the second hidden layer and the second hidden
layer. wm,k is the weight matrix between the second hidden
layer and the output layer. &e activation function of
neurons in the first hidden layer is Gauss-type function. &e
activation function of neurons in the second hidden layer is
Sigmoid-type function.

3.2. RBF and BP Neural Network Algorithm Design.
According to the input training samples, through the RBF
subnet preliminary training. After kernel mapping of the
input sample by the hidden layer node of RBF subnet, the
kernel mapping value needs to be double-polarized before it
can be used as the input of BP network. &e formula for
φj(x) dual polarization treatment is

φj(x) � 2.φj(x) − 1. (1)

First the output of the hidden layer (i.e., input of BPNN)
is as follows:

hi � 

N2

j�1
wijφj(x), i � 1, 2, · · · , N3, (2)

where N3 is the number of nodes of the second hidden layer
(BP) and wij is the weight between the two hidden layers.

&en, the output of RBF subnet is used as the input of BP
subnet for strengthening training. Finally, BP subnet
training results are obtained. It identifies and outputs results
quantitatively. &e algorithm flow is shown in Figure 4.

RBF and BP algorithm to realize the detailed steps are as
follows.

Step 1. Initialize the weights and widths of each layer.
Randomly set to the smaller number between [0,1]. Set
parameters such as maximum training times, target accu-
racy, and learning rate.

Step 2. Calculate the center vector. Set the transfer function
of RBF subnet hidden layer to Gauss function. It has the
following form:

φj(x) � exp −
x − Cj

2

2b
2
j

⎛⎝ ⎞⎠, j � 1, 2, · · · , N3, (3)

where φ is the output of RBF hidden layer node. N2 is the
number of nodes in the hidden layer. X is the input sample
vector. Cj represents the center vector of the Gaussian kernel
function. bi represents the Gaussian kernel width of the JTH
neuron (b � dmax/

����
2N2


, dmax is the maximum value of each

cluster center). x − Cj is the Euclidean distance between x
and Cj.

Step 3. Set the transfer function of BP subnet hidden layer as
Sigmoid-type function:

F hi(  �
1

1 + exp −hi( 
, i � 1, 2, · · · , N3. (4)

Step 4. Calculate the output value of node M at the output
layer. Linear transfer function is adopted, which is expressed
as

y(m) � 

N3

l�1
wlmF hi( , m � 1, 2, · · · , N4, (5)

Input layer

x1

σj

wk,j
wm,k

j k

mn Cn,j

y1

y2

ym

x2

xn

Hidden layer (RBF)

Dual polarization treatment

Hidden layer (BP)

Output layer

Figure 3: RBF-BP neural network structure.
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where y(m) is the output value of the m-th node in the
output layer. N4 indicates the number of output layers. wlm

represents the connection weight between neuron l of the
full hidden layer and neuron m of the output layer.

E � 

N4

k�1
dk − y(m) 

2
, (6)

where dk is the expected output value.

Step 6. Calculate the error vector of each neuron in the
output layer:

ERRm � y(m)[1 − y(m)] dk − y(m) 
2
. (7)

Step 7. Adjust the weight of each layer, rich value vector.
&e weight coefficient w is adjusted according to the

difference between the known output data dj and the output
data y(j) calculated by formula (5). &e formula of ad-
justment quantity is

Δwij � ηδjxj, (8)

where η is the learning rate (proportional coefficient) that
can be adjusted adaptively. It is set to a value between [0,1] in
the calculation. In network training, the value can be
gradually increased until the satisfactory training speed can
be achieved if the oscillation cannot be caused and the high
precision can be ensured. xj at the hidden node is the input
of the whole network. In the output node, it is the output of
the lower level (hidden layer) node (j � 1, 2, · · · , N4). δj is a
value associated with output bias. For the output node,

δj � η(1 − y(j)) dj − y(j) . (9)

For hidden layer nodes, the outputs are not comparable.
&erefore, after reverse calculation, there are

δj � xj 1 − xj  
k

δkwjk, (10)

where k refers to traversing the upper (output layer) node.
Error δj is calculated from the output layer backward layer
by layer.

Each layer neuron weight is adjusted for

wij(t) � wij(t − 1) + Δwij, (11)

Initialize
network

Select the input sample and the
corresponding expected output vector

RBF preliminary training

BP strengthen training
Adjust the weight, threshold and
learning rate of output layer and

hidden layer

Calculate error vector

Is the maximum number
of training reached

Calculate output and mean square
deviation

Whether the mean
square deviation meets

the accuracy

Output final results

End

yes

yesno

no

Figure 4: Algorithm flow.
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where t is the learning times. Each layer neuron weight is
adjusted for

θj � θj + η.ERRj, (12)

where η represents the learning rate.
In the process of running the program, when the training

error of RBF-BP neural network is less than the set target
accuracy, the training ends. At this point, it is converging. If
the number of training selection times is greater than the
maximum number of training times, it has not reached the
target precision and the network structure does not con-
verge. It returns to Step 2 and continues executing the
program until the process converges.

4. Case Study

According to the field investigation and cooperation ne-
gotiation, there are three operation modes that can be ap-
plied to the comprehensive energy project in an industrial
park: EPC mode, construction operation transfer (BOT)
mode, and public-private partnership (PPP) mode. &is
section will build a comprehensive evaluation index system
of investment potential of comprehensive energy depart-
ment projects, use the model in Section 2 to solve the index
weight, analyze the investment potential, and select the most
suitable operation mode.

4.1. Construction of Index System. &e key to the optimal
planning and design of integrated energy service system is to
determine the type and composition of equipment with
long-term economy, energy conservation, and environ-
mental protection according to the total cold, heat, and
power demand of regional users and build a high-energy
efficiency system. &e construction of integrated evaluation
index system is shown in Table 1.

4.2. Evaluation Index Weight Solution Based on the RBF-BP
Neural Network Model

4.2.1. Comprehensive Evaluation Model. In order to explain
the investment potential level of an integrated energy
project, the contribution and influence of the single factors
in the above studies on the investment potential of inte-
grated energy project are different. &e contribution degree
of each evaluation factor to the investment potential of
integrated energy project in an industrial park was calculated
by RBF-BP neural network. &e calculation is as follows:

CIi � 
n

j�1
Iiwij, (13)

where I j is the j-th evaluation factor and wij is the weight of
the j-th evaluation factor.

4.2.2. RBF and BP Neural Network Model Structure
Determination. In order to obtain the weight of each
evaluation index, it is necessary to standardize the value of
the evaluation index. &e reverse index and moderate index

also need to do forward processing. &is makes the values of
all evaluation indicators between [0,1]. Positive indicators
are standardized by maximum effect method (equation
(14)). &e minimum effect method is adopted to realize
standardization of backward indicators (equation (15)).
Moderate indicators are standardized by central effect
method (equation (16)):

xi
′ � 100 ×

xi − xmin

xmax − xmin
, (14)

xi
′ � 100 ×

xmax − xi

xmax − xmin
, (15)

xi
′ �

100 ×
xi − xmin

k − xmin
, xi < k,

100 ×
xmax − xi

xmax − k
, xi > k,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(16)

where xi represents the actual value of the i-th lattice of this
indicator. xi

′ represents the forward normalized value. k is
the most moderate value of this factor.

After standardized treatment, there is no difference in
dimension, order of magnitude, and degree of variation
among factors. &en, RBF-BP neural network model was
used to solve the weight of each single factor.

Firstly, the number of neurons in each layer of RBF-BP
neural network was determined, since the weight of four
individual indicators was required in this study. &en, the
number of input layer and output neural unit is set to 4.
Forty groups of data were selected as training samples of
neural network. Ten groups of data were used as test
samples. &rough continuous debugging, if the number of
input layer neurons <the number of neurons in the hidden
layer≤ the principle of number of neurons in input
layer + number of neurons in output layer, the number of
neurons in the first hidden layer and the second hidden layer
is set to 5. &e network structure is shown in Figure 5.

&e activation function of the first hidden layer adopts
radbas( ) function. &e activation function of the second
hidden layer is tangent S-type transfer function tansig( ).&e
neuron transfer function of the output layer adopts the linear
transfer function purelin( ). Network training algorithm uses

Table 1: Integrated evaluation index system.

Index type Index name

Economy feature Annual comprehensive energy
efficiency

Economy feature Electricity charge savings
Energy saving feature Total primary energy consumption

Energy saving feature Annual electric energy
substitution

Environmental protection
feature CO2 emission reduction

Environmental protection
feature SO2 emission reduction

Environmental protection
feature NOx emission reduction
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LM algorithm trainlm( ). Learning function uses gradient
descent momentum learning function Learngdm( ).

We apply newff() to construct rBF-BP network:
Net� newff(minmax( C), [S, 4, 4], {‘radbas’, ‘tansig’, ‘log-
sig’},’ trainlm}.

4.2.3. Network Training. According to the algorithm flow in
Figure 4, the initial network training times were set as 100
times in parameter setting. &e margin of error is set to
0.00001. &e learning rate is set to 0.3. &e simulated
annealing algorithm was used to adjust the generation
selection.

After the network is established, appropriate samples are
determined according to the specific application and net-
work size to train and learn network signals. &is study
establishes the characteristics and value range of evaluation
indicators. 1500 samples were selected. After the normali-
zation of the attribute values of each indicator. Partial data
obtained are shown in Table 2.

MATLAB was used to select 40 groups of samples in the
sample set for network training. &e maximum number of
training cycles is 150. &en, the entire sample is tested. After
repeated network training, it is found that the network tends
to converge when the number of selected generations rea-
ches about 30 times. &e convergence effect is shown in
Figure 6. &e final error is 0.7461× 10−5.

4.2.4. Model Training Results. &e RBF-BP neural network
model is used to train the normalized data of three evalu-
ation factors (economy feature, energy saving feature, and
environmental protection feature). &e curve of mean
square deviation is shown in Figure 7.

As can be seen from Figure 7, BP neural network
achieves convergence after about 54 times of iterations.
However, RBF-BP neural network model needs about 28
times to achieve convergence. It can be seen that RBF-BP

neural network improves the convergence speed and the
mean square error is always lower than BP neural network,
indicating that RBF-BP neural network can improve the
accuracy of the model.

Figure 8 shows that although BP has a high evaluation
accuracy (always higher than 80%), the evaluation accuracy
of RBF-BP neural network is better than that of BP neural
network. Statistical results show that in 40 groups of test
data, the accuracy of training results of RBF-BP neural
network model is greater than 90% and the accuracy of 22
groups was greater than 92%. &is shows that the model has
high approximation accuracy.

4.2.5. Solution of Index Weight. &e results of neural net-
work training only reflect the correlation between each
neuron in the neural network. If it wants to get the weight of

Normalization economy feature

Input layer/3

Hidden layer (RBF)/4 Hidden layer (BP)/4

Output layer/3

Normalization energy saving
feature

Normalization energy saving
feature

Dual polarization treatment

Figure 5: Network structure.

Table 2: Sample data (part).

No.
Standardized
economy
feature

Standardized
energy

saving feature

Standardized
environmental

protection feature
1 0.1389 1 0.5832
2 0.2138 0.8201 0.8409
3 1 0.5106 0.4686
4 0.8511 0.6809 0.6395
5 0.7018 0.5328 0.7301
6 0.8202 1 0.7392
7 0.5457 1 1
8 0.2065 0.3540 0.6645
9 0.9708 1 0.6203
10 0.5145 0.5098 0.3642
11 1 0.6709 1
12 0.3955 0.3982 0.4084
13 0.7026 0.3453 0.8860
14 1 0.2529 1
15 0.8794 0.8135 0.8826
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input factor to output factor, it needs to further analyze and
process the weight of each neuron. In this paper, the fol-
lowing coefficients and indices are used to describe the
relationship between input factor and output factor.

&e relevant significant coefficient is

rij � 

p

k�i

wki

1 − e
− x

( 

1 + e
−x

( 
, (17)

x � Wjk, (18)

&e relevant index is

Rij �
1 − e

− y
( 

1 + e
−y

( 




, (19)

y � rij. (20)

&e absolute influence coefficient is

Sij �
Rij


m
i�1 Rij

, (21)

where i is the RBF-BP neural network input unit, i� 1..., m.
K is the hidden unit of neural network, k� 1..., p. J is the
output unit of neural network, j� 1..., n. wki is the weight
between input layer neuron I and hidden layer neuron K. wjk

is the same weight of output layer neuron and hidden layer
neuron k.

Among the above three correlation coefficients, the
absolute influence coefficient sij represents the weight of
input layer neuron I to output layer neuron J.

Using equations (17)–(21), the weight of each evaluation
index is concluded, as shown in Table 3.

4.2.6. Construction and Application of the Investment Po-
tential Model. We will use TOPSIS method to compre-
hensively evaluate the investment potential of different
operation modes. By substituting the index data into
TOPSIS model for calculation, the Euclidean distance and
investment potential analysis values of different operation
modes can be obtained, as shown in Table 4.

According to the investment potential analysis results,
the investment potential analysis value of EPC mode is
0.9122, which is the best operationmode, and the investment
potential analysis value of BOT mode is 0.8076, which is
second only to EPC mode. &e comprehensive benefit value
of PPP mode is the lowest, 0.4231.
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Figure 6: Network convergence.
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Table 3: Evaluation factor weight.

Evaluation factor Weight
Economy feature 0.3082
Energy saving feature 0.3761
Environmental protection feature 0.3157
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5. Conclusions

&e integrated energy project can realize the organic inte-
gration and collaborative optimization among electricity,
heat, gas, water, and other energy sources, mainly by using
the coupling and complementarity of various energy sources
in time and space. It can coordinate the energy supply and
demand, effectively improve the utilization rate of renewable
energy, and reduce the use of fossil energy as much as
possible. It can also achieve the cascade use of energy and
improve the comprehensive energy efficiency on the user
side and supply side. Under the background of energy
conservation and emission reduction and large-scale pro-
motion of electric energy substitution, fully exploring the
complementary potential of various energy systems and
realizing the optimization of comprehensive energy utili-
zation are the most critical development goals of the current
energy system. &e key means to achieve the above objec-
tives is to improve environmental benefits, energy con-
sumption, economic cost, and other factors through an
integrated energy project.

An investment potential analysis model of integrated
energy project based on deep learning neural network is
designed. &e case study results show that the analysis results
are roughly consistent with the actual conditions. At the same
time, it also shows that the model has high yield, fast learning
speed, high fitting accuracy, and stronger generalization
ability and can accurately and scientifically analyze the in-
vestment potential of integrated energy projects. RBF-BP
neural network can combine the fast convergence speed and
good stability of RBFNN with the strong reverse self-study
ability and generalization ability of BPNN. &e correlation
training model of each factor based on RBF-BP neural net-
work algorithm reflects the complex nonlinear relationship of
each factor in the comprehensive evaluation results in the
investment potential analysis of integrated energy projects. It
can automatically adjust the correlation weight according to
the influence of each index on the investment potential,
abandon the subjective influence caused by artificial weight,
and have good generalization ability. RBF-BP neural network
can carry out nonlinear mapping of any continuous function
and more accurately reflect the relationship between evalu-
ation indexes and evaluation results.
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With the development of tourism, rural tourism as an industry with great development potential is gradually attracting urban
consumers. Considering the di�erences between di�erent types of rural tourism, I re�ne it at the visitor level to balance the
di�erences in visitor groups of di�erent types of rural tourism. I propose an improved LSTM framework for rural tourism theme
feature extraction. I chose a deep neural network approach to decompose the diverse rural tourism word of mouth into di�erent
tourism themes.�en, through tourist feedback data preprocessing, destination theme detection, rural tourism type classi�cation,
and word-of-mouth management prediction network, I �nally achieve an accurate grasp of rural tourism word-of-mouth features
and develop corresponding tourismmanagement strategies. To test the performance of our method, I established di�erent types of
rural tourism databases through �eld surveys for experimental validation.�e experimental results show that ourmethod achieves
over 90% accuracy in review sentiment detection.

1. Introduction

With the dramatic expansion of the urban economy, urban
space is constantly being compressed, and people’s recrea-
tional space and park areas are decreasing. Along with the
industrial development, the air quality within the city is
decreasing, and more andmore people are planning to travel
to the countryside. Every holiday season, most people who
work in the city choose to leave the city and travel to a
distinctive countryside or town to experience the beauty,
food, and culture of the countryside. Villages in di�erent
regions have di�erent characteristics. Villages in coastal
cities are themed around �shing villages, creating an all-
around atmosphere of �shermen’s life and allowing visitors
to experience the fun of �shing. �e villages in the inner
mountainous areas are themed around hunting, with live-
stock kept in captivity in the mountain forests for visitors to
simulate hunting, in addition to creating a paradise atmo-
sphere for visitors to enjoy the tranquility of the countryside
away from the hustle and bustle of the city [1, 2]. �e
countryside in the inland plains is dominated by herdsmen,
creating original herdsmen’s life projects to attract tourists

to experience the details of herdsmen’s life and make tourists
have a di�erent experience with the grassland culture being
the cultural background. I cannot deny the siphon e�ect of
big cities and tourist attractions. But, with the development
of tourism, the demand for rural tourism has gradually
increased. Di�erent regions of rural tourism with a char-
acteristic cultural background need to have a reasonable
management model. From the deep level of the local cultural
background, a reasonable strategic plan for rural tourism is
formulated, together with computer-aided technology, to
form a closed-loop system for rural tourism management
[3–5].

To allow tourists to intuitively understand the cultural
context of rural tourism, a weighting model with historical
and cultural and landscape features should be built during
the construction of tourism culture. In rural tourism des-
tination selection, researchers in the literature [6] proposed
�ve key points: destination image, life cycle, tourism ex-
perience, condition value, and destination quality. Of these,
the destination image is the foundation of rural tourism, and
a good destination image can add more appeal to the other
key points and increase tourism expectations in the minds of
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tourists. Researchers in the literature [7] have again dem-
onstrated in a large number of studies that destination image
is a decisive influence in tourism postmanagement and
marketing. )e destination image requires to be as simple
and dynamic as possible. It gives more functionality to
tourism activities in the process of building tourism culture
and enhances tourists’ sense of game experience and activity
participation. Some tourism experts point out that tourists’
image of the destination generates tourism word-of-mouth
benefits, and excellent tourism word of mouth can enhance
the chances of tourists’ choice of tourist destinations and
improve the value attributes of tourist destinations in
tourists’ minds [8]. In addition, good tourism word of
mouth can bring a huge economic effect to rural tourism
from souvenirs to food series.

)e image of a tourism destination is directly propor-
tional to the tourism word of mouth, so the image en-
hancement of rural tourism destinations is a key task in
tourism management. )e image of rural tourism is
designed to convey the content, culture, and sense of the
experience of rural tourism to the tourists. )e tourists’
understanding of the image of rural tourism needs to be
combined with the actual tourism experience [9, 10]. Vis-
itors’ opinions and comments on rural tourism are the most
important part of rural tourism word of mouth. Researchers
in the literature [11, 12] have attempted to develop a
mapping model between tourists’ tourism experiences and
tourism concepts for judging the conceptual differences in
images between tourist destinations. )e experimental re-
sults proved that heterogeneity exists between tourism
purposes in terms of tourism word-of-mouth measures.
Researchers in the literature [13] found that rural destina-
tions with the tourism objective of discovering culture and
history were more advantageous in the image assessment of
rural destinations across geographic regions and that these
rural destinations achieved an automatic closed-loop flow in
terms of supply and demand pressure, which greatly reduced
tourism development costs. Researchers in the literature [14]
found that computer vision-based presentation of multi-
dimensionality of tourism destination images can form a
new concept for tourists and enhance the attractiveness of
tourism destinations to tourists in terms of tourist numbers,
cultural tourism definition, and tourist emotional variables
for tourism word-of-mouth construction.

To enhance the impact of rural tourism, rural tourism
uses optimal scheduling algorithms that play an active role in
the rational allocation of resources [15, 16]. Diversification
of rural tourism models is the most efficient means of en-
hancing the competitiveness of rural tourism. With the
assistance of tourism agencies, rural tourism has introduced
diversified experiences such as farmhouses, traditional
culture experience villages, fishing villages, hunting grounds,
and cultural and creative product villages. To save the de-
velopment cost of rural tourism, the literature [17] proposes
the construction and sharing of rural facilitation infra-
structure and proposes a rural tourism organization to
develop various comfort resources to revitalize citizens’ rural
tourism. In addition, rural tourism cultural product de-
velopment and event planning are also important

management tools for rural tourism to enhance the at-
tractiveness of rural tourism to tourists and increase the
network reputation of rural tourism. Researchers in the
literature [18, 19] point out in the data analysis of rural
tourism and the establishment of rural basic amenities that
rural tourism, while preserving the local characteristics of
resources, should take the construction of tourism culture as
the main. In the analysis of data on rural tourism and the
establishment of rural infrastructure facilities, the re-
searchers pointed out that rural tourism, while preserving
local resources, should focus on the construction of tourism
culture as the main task and optimize tourism facilities by
scientificmeans to reduce the uneven distribution of tourism
resources such as vehicle congestion and accommodation
shortage during the peak season. Reasonable expansion of
tourist destinations to neighboring villages under the rea-
sonable scope of tourism support construction not only can
ease the pressure of tourism but also can create more
economic benefits. )e use of computer means for simu-
lation and optimization is considered in the rational allo-
cation of tourism resources to enhance the stability and
sustainability of rural tourism [20].

)e remainder of this paper is laid out as follows. Section 2
describes research related to rural tourism. Section 3 details the
principles and implementation process related to the improved
LSTM rural tourism word-of-mouth prediction network.
Section 4 presents the relevant experimental datasets and an
analysis of the results. Finally, Section 5 reviews our findings
and reveals some additional research.

2. Related Work

)e construction of rural tourism word-of-mouth should be
judged on tourists’ real experiences and tangible emotions,
and the literature [21–24] has proposed amethod of rational,
and emotions were conceptually fused using images, and a
cognitive evaluation method was proposed, which focused
on testing three aspects of tourists’ virtual impressions, real
perceptions, and cultural knowledge of the tourist desti-
nation. Under the experimental conditions set by the au-
thors, tourists’ feelings are linearly correlated with the
perceptions and perceptions of tourist destination images.
)e attributes of tourism word of mouth consist of tourism
resources, tourism facilities construction, and tourism
package completeness of the tourist destination, which also
determine the relative excellence of the destination. Re-
searchers in the literature [25] argue that different tourism
cultures should have different assessment rules; therefore,
the authors classify tourism destinations into four categories:
natural landscapes, historical landscapes, cultural land-
scapes, and artificial parks. )ere are independent tourism
word-of-mouth assessment models for different tourism
destination categories, which make the construction of
tourism word of mouth more balanced, detailed, and
complete.

Researchers in the literature [26] have attempted to
extract personal assessment opinions of tourist destinations
from a list of representative attributes, using interval vectors
with ordinal coding for automatic measurement of image
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cognitive components. In addition, researchers in the lit-
erature [27] used a multidimensional scale’s array mapping
model, which was able to effectively discriminate polar
emotions in the reviews of tourist destinations, and the
efficiency of this array mapping model was experimentally
demonstrated. Researchers in the literature [28] proposed a
dyadic analysis applying nominal scales, where the authors
compare the heterogeneity between different tourist desti-
nations to obtain the values of tourism word-of-mouth
attributes. Researchers in the literature [29] used an open-
ended question model in the data processing of tourist
feedback, starting from adjective and noun suggestions of
tourist responses, to develop a tourism word-of-mouth
assessment in a preliminary model.

Many researchers have attributed the influences of
tourism word of mouth to tourists’ intuitive feelings and
emotional reactions to the destination. Researchers have
assessed strategic images through tourists’ feelings and
emotions, and there are some tourists’ opinions that contain
the real situation of the destination, some tourists’ opinions
that are filled with a lot of subjective factors, and some
tourists’ opinions that contain a lot of constructible sug-
gestions. )e current tourism word-of-mouth assessment
model does not correctly classify the mixed tourist opinions
[30]. Although sentiment and word of mouth are directly
related, it would certainly be unfair to travel platforms if they
cannot screen out malicious comments from tourists.
Tourism word of mouth is an objective opinion and emotion
conveyed by tourists after they have personally experienced a
tourist attraction, and the emotional dimension of tourism
destination image should be based on tourists’ objective
feelings. Some researchers have proposed a Russel-based
structure of tourists’ emotional perceptions, which is mainly
developed with a two-dimensional structure of emotional
variables and a bipolar structure. Based on this, subsequent
studies have gradually subdivided tourist feedback emotions
such as boredom, pleasure, relaxation, depression, and so on.
All emotions were coded in the same dimension on an
interval scale, and the method was experimentally shown to
be efficient in distinguishing tourists’ polar emotions.

Several researchers have computer-modeled tourist
destination images covering both the perceptual part and the
affective image part. )e data were then summarized in
terms of image images, where the perceptual part images
consisted of tourist cognitive data and the affective images
consisted of tourist emotional data. )ere is a fixed linear
relationship between cognition, emotion, and the overall
image of the tourist destination. )e emotional component
can directly affect the overall image of the tourist destina-
tion, and the cognitive component affects one-fifth of the
overall image of the tourist destination, but the cognitive
component and the emotional component can be trans-
formed under certain conditions [31]. For example, tourists’
reasons for choosing a tourist destination, tourists’ char-
acteristics, tourists’ travel habits, tourists’ sources of tourist
information, and so on are all part of the cognitive com-
ponent. Such a linear relationship has been transformed into
a destination image assessment model in later studies and
has been widely used in many studies.

3. Method

3.1. Travel Word-of-Mouth Feature Extraction Network.
In the deep learning neural network model of traveler’s word
of mouth, I found that the long short-termmemory network
(LSTM) has extremely strong local perception ability in
natural language processing, can learn traveler’s word-of-
mouth features with superhigh efficiency, and can store the
relevant features in the short-term network to prevent the
problem of information feature omission when learning new
features subsequently. I found that some researchers also
choose to use LSTM networks to parse tourist attraction text
features and achieve good results. )e structure of the LSTM
network is shown in Figure 1. In this paper, I choose LSTM
networks as the basic framework for rural tourism word-of-
mouth feature extraction.

)e semantic features of rural tourism word of mouth
are input at the input side of the LSTM network, and all
word-of-mouth semantic features form a feature sequence
M before moving to the next stage with the following
mathematical expressions:

M � m1, m2, . . . , mt , (1)

where t represents the length of the feature sequence M.
Natural language processing was initially dominated by
recurrent neural networks (RNN), and as natural language
processing requirements became more stringent, RNNs
were unable to provide complete features for global infor-
mation due to the omission and loss of textual information
due to the framework architecture. )erefore, the LSTM
framework was formed based on the optimization of RNN,
and the emergence of this method solves the problem of the
sequential mapping of text features and also provides local
features for global information continuously. )e LSTM
network has a total of four gates and one memory unit,
which are an input gate it, forgetting gate ft, output gate ot,
and a memory unit ct for updating the hidden state ht, as
follows:

tanh
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Input
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Output
Gate

tanh
CELL

…
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Figure 1: LSTM network.
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it � σ Wixt + Viht−1 + bi( ,

ft � σ Wfxt + Vfht−1 + bf ,

ot � σ Woxt + Voht−1 + bo( ,

ct � ft ⊙ ct−1 + it ⊙ tanh Wcxt + Vcht−1 + bc( ,

ht � ot ⊙ tanh ct( ,

(2)

where ⊙ is a function similar to a multiplicative operation, V

denotes the matrix associated with the weights, and b de-
notes the learning vector. In the process of natural language
text information processing, LSTM needs to be trained in
advance on the forgetting gate side of the semantic elements
to obtain deeper text features and implicit features. Forward
and reverse bidirectional semantic training allows for travel
word-of-mouth character features to be completed ahead of
feature replication and stored in hidden memory cells in a
tandem combination before being passed to the next layer.

3.2. Tourism Destination Topic Detection. Tourism destina-
tion image theme detection is a fusion between text features
and sentiment features, and character features between
lexemes, words, sentences, and paragraphs can be fully
mentioned in the text feature detection phase. To map each
character feature to the set of sentiment features, I use a
tagging approach. In the data preprocessing phase, I reset all
text data sets to be trained and classify all text features in
layers with the support of professional linguists. I classify
text at four levels: lexemes, words, sentences, and para-
graphs, and at each level, I manually annotate using different
sentiment tags. Manual annotation is a huge project, and to
reduce the workload and improve efficiency, I use the word
root dispersion method, where I encode the same word roots
and their similar texts predefined to the computer, to achieve
automatic annotation of text data. Finally, this is used as the
textual theme of the tourism destination image.

In the stage of tourism destination image theme as-
signment, I adopt the rule of sameness, that is, different text
units share the same; tourism theme, which will not affect
their tourism theme labels in the subsequent text decom-
plication. In special cases, I also follow the specified coding
units, such as the annotation of keywords, technical terms,
and new vocabulary, and I redesign the annotation process

according to the actual situation. )e details of tourism
destination image theme detection are shown in Figure 2. In
our design, each lexeme, word, sentence, and paragraph have
a unique label, but this does not affect sentence-to-lexeme
disassembly either. )e disassembled labels change only at
the text level, but their labels correspond to the text level and
do not affect the labels at their next level.

To ensure the requirements of rural tourism destination
management, I finally chose the hierarchical intraclustering
clustering algorithm through extensive experimental vali-
dation [32]. I first segmented the text for tourism topics and
then filtered the tourism features of word positions by
different thresholds. )e text clustering similarity was then
used to determine the degree of matching between character
features and textual tourism features by setting a criterion
line and then adjusting the similarity of the extreme data
according to the criterion line. )e clustering of lexical
positions and words can be done at once, while the clustering
of sentences and paragraphs requires two to three cycles to
satisfy the clustering requirements. )e literature [33]
proposes two evaluation metrics to determine the effec-
tiveness of text tourism topic clustering in the same context.
)e mean value of word-level similarity discriminates
whether the character features at the word level satisfy the
feature mapping condition.)emean value of themaximum
similarity between graphemes determines whether the
mapping between grapheme features and tourism theme
features is within the specified threshold. )e mathematical
equation of the above evaluation index is expressed as
follows:

sim T1, T2(  �
1
2

w∈ T1{ } maxsim w, T2( ∗ idf(w)( 

w∈ T1{ }idf(w)

+
w∈ T2{ } maxsim w, T1( ∗ idf(w)( 

w∈ T2{ }idf(w)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (3)

where Ti represents a sentence and w represents a word
contained in the sentence Ti. Considering that sentence- and
paragraph-level clustering requires circular disambiguation
and fairness of same-level clustering for bitwise N-dimen-
sional character vectors, I additionally add cosine similarity
as a weight.

Hierarchical Cohesive 
Clustering Algorithm Tourism Destination Topic

DEstination-2 

DEstination-n

DEstination-1

...

Input

Figure 2: Tourism destination image topic detection network.
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3.3. Rural Tourism Type Classification. Rural tourism type
classification incorporates criteria of tourism themes and
emotional characteristics of tourists. I need to classify the
character hidden tourism theme features of lexemes, words,
sentences, and paragraphs. Different character levels of
hidden tourism theme features will have different responses.
Considering the requirement of asynchronous homogeneity,
I introduce an attention mechanism to monitor the ab-
normal states of different sequences and perform task
control by classifier pointers so that the improved LSTM
network can learn more character-level tourist sentiment
features and improve the model’s recognition accuracy of
text sentiment features. Meanwhile, I add character senti-
ment tourism feature sharing in the improved LSTM net-
work, and the weighted representation of the relevant feature
sequences is ht � σ([ h

→
t, h
←

t]). Character sentiment features
of different travel types correspond to different feature
encoders, and I assume that the sequence of shared travel
type features is ht � (h1, h2, . . . , ht), where t denotes the
length of the sequence. I add an attention mechanism to the
modified LSTM network to traverse the features αe

t of the
time sequence t. Each travel type corresponds to a weight ht.
)e detailed mathematical expression is given below:

αe
t �

exp f ht( ( 


t
t�1 exp f ht( ( 

, (4)

where f(h) � WTh,W represents the parameters that can be
trained. ce represents the weighted sum of the output se-
quences of the attention mechanism, and its weighting
equation is as follows:

c
e

� 
t

t�1
αtht. (5)

)e travel type ordinary and hidden layers are inter-
connected, and the travel topic features are input to the next
layer in the form of high-level semantic features ce. )e
travel topic features are then classified. )e rural tourism
theme covers several categories of features, and to distin-
guish different tourism type features, I use a multimodal
theme classifier. )e rural tourism type classification net-
work is shown in Figure 3. In this classifier, a total of 128

nodes are set in the fully connected layer based on the
tourism features in the word element layer, and the acti-
vation function is chosen as ReLU for nonlinear activation.
Before outputting to the next layer, I added a random de-
activation layer to prevent the activation function from
causing overfitting of the travel features. In the final output
layer, I use softmax to activate the tourism theme features
and then filter them according to the weights to get the text
corresponding to the countryside tourism theme category.

3.4. Rural Tourism Word-of-Mouth Management Prediction
Network. I developed the extraction of rural tourism word-
of-mouth features via distributed vectors at the word po-
sition level using LSTM network processing in the initial
stage. To complete the classification of multiple tourism
theme features fed back by tourists, I manually constructed a
rural tourism theme type database for detailed polar sen-
timent for each tourism category. Each character vector
contains a set of tourism theme features, and all the char-
acter vectors are stacked to form a character vector matrix,
and the matching of tourism theme features is obtained by
mapping the unknown vectors to the categories in both
directions. In the retrieval process, the index of tourism
categories can be tracked in the projection layer by the rural
tourism theme labels, and the tourism theme features are
linked to the corresponding classification tables.

Considering that a large amount of tourist data is needed
to support the pretraining of the rural tourism word-of-
mouth prediction model. I pre-process tourist data from the
restaurant, hotel, bar, and amusement park industries as
data input for model pretraining. Considering the specificity
of the embedding stage of tourism theme features, I split all
tourism text features into characters for embedding, pro-
vided that such splitting does not affect the integrity of the
text tourism type analysis. )e detailed implementation
network is shown in Figure 4. All the inputs are in the form
of characters, starting from the left, and the thematic features
of different tourism types are projected to the next layer
through the bidirectional propagation and feedback of the
network. )e LSTM network can keep the number of fea-
tures consistent in the process of text feature segmentation. I
also used the CRFs method to ensure that the neighboring

Input
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Mountain 
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Figure 3: )e rural tourism type classification network.
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labels of each travel type do not affect the final predicted
values. To refine the local information in long sentences, I
added a CNN layer at the end to recursively feed the tour
word-of-mouth features to ensure that the large-scale word-
of-mouth features are fully controlled.

4. Experiment

4.1. Data Sets. Rural tourism is an emerging business in the
tourism industry, with limited data on the same type of
tourism industry, and there is no publicly available dataset
on the Ib for rural tourism management. To validate the
effectiveness of our method in rural tourism word-of-mouth
management, I first collected feedback from rural tourism
planning and trial operations in recent years on tourism
websites and then visited some successful rural tourism cases
in the field and recorded tourist satisfaction data of rural
tourism. I used a splitting tool to preprocess each visitor’s
feedback data. )en I used the anomalous data detection
system to screen out the anomalous data and obtained the
preliminary polarity training set and test set by manual
calibration.)e data processing process is shown in Figure 5.

For different types of rural tourism, I categorized and
outlined in the visitor feedback data so that rural tourism of
the same type and scale is comparable, and rural tourism of
different types and scales is only informative. For this
purpose, I categorized different types of rural tourism data
from field visits and finally obtained a homemade rural

tourism dataset with details shown in Table 1. In the sub-
sequent efficiency evaluation methods, I still use precision,
recall, and F1 score to evaluate the effectiveness of rural
tourism word-of-mouth prediction.

4.2. Experimental Results. To compare the efficiency of our
approach in rural tourism word-of-mouth management, I
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Figure 4: Rural tourism word-of-mouth management prediction network.

Field visit

Questionnaire

Trial operation

Tourist feedback

Raw Data Preprocess Label Design Manual Tagging Rural Tourism 
Database

Feedback 

Figure 5: Rural tourism review data production process.

Table 1: )e detail of data sets.

Data sets classification
Fishing village Pastoralists Mountain stronghold

Train 4,932 3,966 4,261
Test 1,903 1,501 2,003
Total 6,835 5,467 6,264

Table 2: Accuracy of word-of-mouth prediction for different types
of rural tourism.

Fishing village (%) Pastoralists (%) Mountain
stronghold (%)

RF 42 41 51
RNN 79 73 76
Ours 92 90 95
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conducted experiments based on three major rural tourism
categories. I selected the random forest method (RF) and
recurrent neural network (RNN) as the comparison algo-
rithms. Each model maintains an independent running
process during the training process. For the training pa-
rameter set, I used the migration learning method to reduce
the computational cost. )e experimental results are shown
in Table 2.

As shown in Table 2, the accuracy of word-of-mouth
prediction for different types of rural tourism industry re-
mains above 90% for all categories of our method. Com-
pared with the random forest method, the prediction
accuracy is improved by up to 50 percentage points.)is is at
most 19 percentage points higher than the recurrent neural
network method. )e random forest method does not
perform well in word-of-mouth prediction of rural tourism
in the fishing village category. )e random forest method, as
a traditional machine learning method, relies too much on
the construction and labeling of manual tourism text da-
tabases and is slow in processing when facing a large amount
of tourist data. For unfamiliar tourist feedback, it is easy to
generate misleading problems. )is also leads to the poor
word-of-mouth management results of the random forest
method in our experiments. From the data, I can find that
the accuracy of word-of-mouth detection of pastoralists is
generally lower than in other categories of rural tourism.
)is is because pastoralists deal with a small base of tourists,
and it is difficult to incorporate more tourism word-of-
mouth feature vectors at the data learning level. Since fishing
village and mountain stronghold are more sought after by
tourists, more tourism word-of-mouth factors can be ana-
lyzed, and then the activation function is used to highlight
their features, which improves the word-of-mouth predic-
tion accuracy. )erefore, the word-of-mouth prediction
accuracy of pastoralists is lower overall. To verify the
credibility of our experiments, I supplemented the credi-
bility verification experiments, in which I mainly compared
the word-of-mouth prediction results with the actual results.
)e experimental results are shown in Table 3.

From the reliability analysis experiments in the table
above, it is clear that the random forest method has the
largest difference between the predicted and actual values,
with a difference of about 0.06. Our method has the highest
reliability, with only a 0.01 difference between the predicted
and actual values. )is shows the superiority of our method.
To verify the effectiveness of our method in more detail, I
conducted a comprehensive validation in terms of three
metrics: recall (R), F1 score, and precision (P). Based on our
preliminary study, I found that different types of rural
tourism have different impacts on their word-of-mouth

predictions due to different levels of popularity among
tourists.)erefore, in the next experiments, I will analyze the
categorized feedback data of tourists. Based on our previous
work on the refinement of rural tourism themes, I again
conducted a refinement of visitor categories. )e experi-
mental results are shown in Table 4.

From the experimental results in the table above, it can
be seen that our method performs better after visitor type
refinement, as seen in the independent classification vali-
dation of different types of rural tourism. )e experimental
results are more objective and reliable and more responsive
to the real feedback of the same type of tourists on rural
tourism. From the accuracy and recall data, I can see that our
method performs well. Ourmethod can give word-of-mouth
data management predictions for different types of rural
tourism, and a weighted balance of this tourism theme
features according to professional word-of-mouth evalua-
tion agencies. Finally, rural tourism management strategies
are developed based on the word-of-mouth prediction re-
sults. Such rural tourism word-of-mouth prediction results
give tourists a detailed travel reference.

5. Conclusion

In this paper, I analyze the development and prospects of
rural tourism and then discuss the links between rural
tourism management and conventional tourism. Consid-
ering the differences between the different types of rural
tourism, I refine them at the visitor level and balance the
differences in the visitor base between the different types of
rural tourism. Comparing various development factors of
rural tourism, I propose an improved LSTM framework for
rural tourism theme feature extraction. I discarded the
traditional machine learning method and chose a deep
neural network approach to decompose the diverse rural
tourism word-of-mouth into different tourism themes for
classification. )en, through visitor data preprocessing,
destination theme detection, rural tourism type classifica-
tion, and word-of-mouthmanagement prediction network, I
finally achieve an accurate grasp of rural tourism word-of-
mouth features. To test the performance of our method, I
built a database of different types of rural tourism through a
field survey for experimental validation. )e experimental
results show that our method maintains over 90% accuracy
in review sentiment detection, which is significantly better
than other methods.

Since rural tourism is a new industry, the volume of data
is too small. )e performance of the deep neural network

Table 3: Experimental reliability analysis results.

Fishing village Pastoralists Mountain
stronghold

Prediction Actual Prediction Actual Prediction Actual
RF 0.94 0.88 0.91 0.85 0.96 0.88
RNN 0.95 0.91 0.92 0.88 0.95 0.90
Ours 0.94 0.93 0.94 0.93 0.95 0.95

Table 4: Comparison of prediction results of rural tourism word-
of-mouth strategy.

Fishing village Pastoralists Mountain
stronghold

P R F1 P R F1 P R F1
RF 0.79 0.75 0.79 0.78 0.77 0.81 0.79 0.79 0.77
RNN 0.85 0.86 0.88 0.86 0.88 0.89 0.87 0.85 0.87
Ours 0.92 0.93 0.95 0.92 0.93 0.91 0.94 0.93 0.92
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model is proportional to the amount of training data. )e
amount of data I have is far from sufficient for the later
study. For the optimization of the network, I will consider
using bidirectional recurrent neural networks to process the
feature sequences of different types of rural tourism word-
of-mouth to achieve better accuracy of word-of-mouth
prediction.

Data Availability

)e data set can be accessed upon request.
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)e author declares that there are no conflicts of interest.
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With the comprehensive development of information technology, the continuous optimization of products can make enterprises
stand in the market. Various industries are involved in the upsurge of computer-enabling products; computer-aided (CAD)
technology has also been rapid development. CAD technology is composed of problem analysis, innovative method, problem
transformation and problem-solving invention principle, standard solution, and so on. In this paper, the theoretical system, basic
scheme, and solving algorithm of CAD technology are described in detail. Meanwhile, the content of value evaluation and root
cause analysis is analyzed and solved to further illustrate the application process of CAD technology optimization products and
gradually form a more perfect application method of CAD innovation technology so that its solution process is more scienti�c,
operable, and universal.

1. Introduction

With the increasing development of the market economy
and technology, all companies around the world are
competing in the market, and the new products that are
developed and successfully brought to market each year are
the key to all companies’ success in the competition [1, 2].
New products are the result of continuous technological
innovation. An important part of product innovation is the
creation of new concepts with marketability and realization
possibilities that arise during the product concept design
phase, a process that requires the support of knowledge.
�ere are many problems that need to be solved in each
stage of product innovation. Some of them can be solved
according to experience, but they cannot solve di�cult
problems or invention problems, which form obstacles to
product or process innovation. Inventing problem-solving
theory can help corporate developers solve di�cult
problems, thereby removing obstacles [3–6]. �e popu-
larization and application in Chinese enterprises are of
great signi�cance to improve the independent innovation
ability and market competitiveness. Since 2000, the former
Soviet Union invention expert Akishule and a group of

researchers, after years of e�orts, put forward and create
theory of the solution of inventive problems. �e theory is
proposed based on the analysis of a large number of high-
level patents in the world. �e core of the theory is to
answer the problems of the process of invention problem-
solving and support tools. Designers or problem solvers can
solve current problems e�ciently and conveniently on the
basis of previous knowledge and experience in di�erent
�elds of innovation. Achishuler argues that only patents are
original, while the rest take advantage of existing ideas or
concepts, plus novel methods. He �rmly believed that the
basic principles of solving invention problems existed
objectively and could be organized into a complete theo-
retical system, which could be used to improve the success
rate of invention, shorten the invention cycle, and make the
solution of invention problems predictable [7–11]. After
more than half a century of development and rapid ex-
plosive popularization and application in the past ten years,
it has become an e�ective tool in the �eld of engineering
technology to creatively solve the problems of product
design and manufacturing process and has helped many
well-known companies to achieve signi�cant economic and
social bene�ts [12].
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&e technology in the early stage of computer-aided
innovation is only the application platform of electronic
invention problem-solving theory. Due to the limited ap-
plication scope of the early theory, it has high requirements
on the user’s knowledge level, thus greatly hindering the
spread and promotion of technology [13]. Modern tech-
nology integrates innovation theory, innovation technology,
and technology, and theory is no longer just a tool for
experts to innovate, which greatly reduces the use of
technology and promotes the spread and application of
theory. With the rapid development of science and tech-
nology in recent decades, technology has become an im-
portant basic technology in the development of new
industrial products. At present, computer-aided technology
software is a powerful tool for designers to break the
thinking pattern and broaden the ideas in the conceptual
design stage of products in different fields and put forward
effective design schemes with high quality [14–17].
&roughout the characteristics of these types of software,
rich innovation knowledge base as important support, with
the advantages of large storage, fast speed, stability, and
reliability of the computer, reduces accidental factors and
one-sidedness in the design process, so technology is more
effective than conventional solutions in solving existing
problems and innovation problems of products [18–22]. It
should be emphasized that software relies on an innovation
knowledge database and innovation problem-solving pro-
cess to provide feasible ideas for design innovation, and the
complete final scheme needs designers to refine and expand
these ideas concretely. &e development trend of software is
to gradually integrate different innovation principles and
thinking methods into software to strengthen its ability to
assist designers in innovative ideas. Compared with the
traditional innovation methods such as trial and error
method and brainstorming method, it has distinct charac-
teristics and advantages [23, 24]. It successfully reveals the
inherent laws and principles of creation and invention and is
committed to clarifying and emphasizing the contradictions
existing in the system, rather than avoiding them. Its goal is
to completely solve the contradictions and obtain the final
ideal solution, rather than compromise. It studies the whole
process of product design and development on the basis of
the law of technological development and evolution so that
innovative design is no longer a random behavior [25–27].
Computer-aided innovation systematically analysis prob-
lems can help the designers quickly find out the nature of the
problem or contradiction, accurately position problem of
direction, and break the conventional mode of thinking, in a
different way of looking at problems and analysis, according
to the law of evolution in technology to predict the future
development trend and accelerate the process of the social
innovation and high-quality products [28]-.

After years of development, it has become a knowledge-
based, human-oriented systematic method for solving in-
vention problems. Technology is a new and high technology
integrating theory, ontology, modern design methodology,
semantic processing technology, and computer software
technology, providing natural language query technology
based on semantic processing technology. Analyze the

problem situation systematically, find the essence of the
problem, and define the problem and conflict accurately to
provide more reasonable solutions to innovative technical
problems and technical contradictions. It can predict the
future development trend based on the law of technological
system evolution, which opens the way for making decisions
and developing innovative products, and can effectively save
the innovation results for future use.

2. Computer-Aided Technology

Computer-aided technology integrates modern design
methods, invention and creation methods, knowledge of
various engineering disciplines, and computer software
technology and integrates scientific knowledge of multiple
fields. Its system composition is shown in Figure 1. Tech-
nology provides technical support to designers at the stages
of requirements analysis, concept design, solution design,
and solution evaluation of new product development,
assisting designers in broadening their thinking, guiding
them to apply knowledge from various disciplines in an
integrated and effective manner, gaining ground-breaking
innovative thinking, and providing a constant stream of
creative solutions for product design.

Analyzing the characteristics of innovative product
design and the functional modules of the commonly used
software mentioned in the previous section, the main
functional modules of the current better software include
project navigation, problem-solving tools such as innovation
principles, technology forecasting, patent searching, solu-
tion evaluation, and knowledge management to help de-
signers correctly analyze problems in technical systems,
predict possible problems in the design phase, and explore
the direction of innovative product development. Reason-
able assessment of conceptual design options will reduce the
probability of errors at this stage.

As can be seen in Figure 2, the designer can effectively
use the built-in software in the field of multidisciplinary
knowledge and the wisdom of predecessors, follow the rules
of innovation, try to find the problems existing in the
technical system, find innovative solutions to build their

Computer so�ware

Computer Technology

Innovative approaches Innovation database

Figure 1: Computer-aided technology components.
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own core technology and knowledge base, and help enter-
prises to effectively avoid the existing patent competition,
into independent intellectual property rights.

2.1. Computer-Aided Innovative Design Platform.
Pro/Innovator is a new generation of computer-aided in-
novative design tools combining TRIZ, ontology, modern
design methodology, natural language processing technol-
ogy, and computer software technology. With its powerful
comprehensive analysis tools and innovative solution library
created from the world’s outstanding patents, technicians in
different engineering fields can break the stereotype and
broaden their thinking when facing each technical problem,
analyze the problem with a new perspective and thinking,
and quickly obtain operational and efficient solutions. Pro/
Innovator problem-solving steps are divided into four
stages: problem analysis, problem-solving, solution gener-
ation, and knowledge management.

2.1.1. Analyze Problems. &e problem analysis stage consists
of three modules: project navigationmodule, system analysis
module, and problem decomposition module. Innovative
design processes include project description, navigation
module supporting project initiation, initial conditions and
switching of each module, problem solution evaluation
process, patent generation and project report generation.
&e system analysis module includes two parts: building
component model and analyzing component value. Building
component model mainly includes the interrelationship
between functional analysis, role definition, flow analysis,
and so on to help technical personnel from the perspective of
system fully understand the problem system and its cau-
sation of the items constituting the system and subsystem
effectively reveal the internal and external problems existing
in the system and the weak link, so that the follow-up can be
more accurate to describe the contradiction problem. &e
general improvement direction of the system model is
further determined, which can also provide some reference
for the subsequent system function evolution. After the
completion of the system function analysis, the value
analysis of each component of the system, first, determine
the functional contribution value, problem, and cost allo-
cation of each component. &en automatically calculate the
ideal degree of each component of the system index,
comprehensive analysis of each component of the initial
problem of the degree of impact, and its contribution to the

main function of the system value, and in order to locate the
weak link in the system, clear system improvement direc-
tion. Component value analysis is based on the theory of
value analysis in value engineering. &e main idea of value
analysis is to make certain product or certain operation have
appropriate value at the lowest cost by analyzing the
function and cost of the selected research object, that is, to
realize the necessary function it has and improve the value of
the object.

&e problem decomposition module is a tool for the
decomposition of surface problems, supporting the de-
composition of initial problems and problems generated
from the system analysis module. When describing the
initial problem of a system, the root cause of the problem is
often not found because the initial problem is not clearly and
fully expressed at the beginning. &erefore, in order to dig
out deeper causes, it is necessary to carry out a layer-by-layer
analysis of the initial problem and its subproblems. &e
working principle of the problem analysis module is to use
the triaxial analysis method to redefine the initial problems
along the three axes of causality axis, operation axis, and
subhypersystem axis and transform each subproblem into a
triaxial diagram for analysis so that the root cause of the
initial problems gradually emerges. In the process of
problem decomposition, the causality of the problem is
graphically expressed. In this process, other available re-
sources in the system may be mined to analyze the actual
causes of the existing resources.

&e main working principle of problem decomposition
module is based on the theory of root cause analysis and
nine-screen method. &e nine-screen method is one of the
methods of system thinking, which can help people
comprehensively and systematically analyze problems from
multiple dimensions, such as structure, time, and causality,
and find new ideas and solutions according to existing
resources. Root cause analysis, also known as root cause
analysis, is a process of analyzing problems in depth and
finding out the mechanism or cause of failure. It is a simple
and practical analysis tool for finding problems and lo-
cating causes. It helps to understand and explore the de-
tailed causes behind the problems so that appropriate
improvement and preventive measures can be taken. &e
root cause is determined and problem is fixed step by step.
Root cause analysis is a systematic process of dealing with
problems, including identifying and analyzing the causes of
problems, finding solutions, and developing preventive
measures.

Analyze problems

Problem decomposition

Problem solving

Solution

Discuss plan

Determine solution

Integrated data

Figure 2: &e logic of computer innovation technology.
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2.1.2. Solve Problems. &e tools in the problem-solving stage
include the solution module, innovation principle module,
and patent inquiry module. &ese three modules have their
own knowledge base support, and appropriate modules can
be selected according to the types of problems obtained in
the previous step.

&e solution module has a rich knowledge base of
technical solutions, covering most engineering fields of
manufacturing industry. &e content of technical solutions
is structured, refined, and supplemented by vivid, accurate,
and professional animation demonstration and contains
predefined solutions based on application examples of
patent and innovation principles, as well as a library of
technical solutions based on past experience of individuals
or enterprises. It has a query tool based on ontology rela-
tionship, including functional query, structured query, and
keyword query, and supports further expansion of query-
related patents.

In the application of innovation principle module, the
contradiction matrix is the basis of the tool, which supports
the whole process of contradiction analysis and solution in
the process of innovation problem-solving. It contains three
ways to define contradictions: contradiction parameters,
contradiction matrix, and contradiction definition wizard.
After contradiction definition, the module will automatically
give corresponding innovation principles to solve contra-
diction problems. Each innovation principle contains de-
tailed subprinciples and is accompanied by animation
demonstration to help users understand the connotation of
innovation principles. &e innovative thinking or break-
through ideas obtained can be used as a reference to solve
similar contradictory problems.

&e patent query module contains multiple international
patent databases and supports access to patent databases in
China, the United States, Japan, and Europe. Patent query
mode is an automatic extension function based on ontology
relationship and function query. &e module also has the
ability to preview patent content through a web browser.

2.1.3. Form a Solution. In the process of solving contra-
dictory problems, predefined solutions, alternatives, or
analogical alternatives are generated based on some illu-
minating ideas. In order to obtain the best solution, these
preliminary solutions need to be evaluated, and the final
solution best suited to the initial problem can be selected
based on the comprehensive evaluation results.&e program
evaluation module includes subjective evaluation and ob-
jective evaluation. Subjective evaluation includes a single
expert program and a multiexpert program. &e module
provides an evaluation model and can also customize the
evaluation model to set the weight of each expert according
to the experience, background, or other factors of each
expert. Objective evaluation refers to the evaluation based on
the citation index of parametric patents. &e evaluation
results will be displayed in percentage format or bar chart
format, and the predefined schemes or alternative schemes
participating in the evaluation will also be ranked according
to the comprehensive evaluation value.

2.1.4. Data Management. To improve the utilization rate
and acquisition efficiency of knowledge, knowledge can be
accumulated and shared by sorting out, summarizing, or
adding knowledge to the user’s knowledge base, and
knowledge exchange and mutual learning between relevant
personnel can be promoted. Knowledge management tools
include project report generation, patent generationmodule,
and knowledge sharing module. Software also has compo-
nents, which can manage existing knowledge, obtain solu-
tions to problems, and add them to the knowledge effect
database of individuals or enterprises, so as to form a ref-
erence for similar problems that may occur in the future.

2.2. Value Analysis. Value analysis is a kind of thinking
method and management technology to improve the value
of the object of analysis. It is a thinking method and
management technology to improve the value of the object
of study by systematically analyzing the function and cost of
the object of study through the cooperation of various re-
lated fields and constantly innovating. From the point of
view of the purpose of carrying out value engineering ac-
tivities, value engineering is through the analysis of the
function and cost of the object of analysis, with the lowest life
cycle cost of the object to reliably realize the necessary
functions of the object of analysis, in order to obtain the best
social and economic benefits. For products, it is necessary to
improve their functions and reduce their life cycle costs
through various means.

&e main idea of value analysis is to make a product or an
operation have appropriate value at the lowest cost by ana-
lyzing the function and cost of the selected research object,
that is, to realize or create the necessary function it has and
improve the value of the object. Value is the ratio of function
and cost, which is inversely proportional to cost and directly
proportional to function. &at is, the higher the function, the
lower the cost and the greater the value.&us, the principle of
value analysis is to improve product value to improve eco-
nomic benefits by comparing product functions and costs.

In terms of the control scope of the product cost, value
analysis considers product life cycle cost. Value analysis is to
seek the lowest life cycle cost and to achieve the necessary
function of the product as the goal and is committed to the
study of the mutual interest between function and cost to
overcome the one-sided consideration of a single aspect of
blind practice. Value analysis is centered on function
analysis. It is difficult to define product function accurately
because there are many influencing factors, it is not easy to
quantify abstract indicators, and people’s evaluation
methods of product function are different. &erefore, the
analysis of product function can be considered the core of
value analysis. Value analysis is an organized activity. Be-
cause the value analysis process runs through the whole life
cycle of the product and involves a wide range of areas, it
needs the cooperation of all units, departments, and pro-
fessionals involved in the production of the product to
accurately measure the cost of the product, function eval-
uation, and achieve the purpose of improving the efficiency
of the unit cost of the product. Value analysis can reduce
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product cost to the greatest extent. It can combine tech-
nology and economic problems organically and overcome
the disjointed phenomenon of economy and technology in
product design and manufacturing. Value analysis is a
creative activity based on information. Value analysis is
based on product cost, functional index, market demand,
and other related information data, looking for the best
solution for product innovation. In terms of the time spent
on a product analysis, value analysis is carried out before
product design and manufacture. &erefore, information is
the basis of value analysis, and product innovation is the
ultimate goal of value analysis.

2.2.1. Content of Value Analysis. &e content of value en-
gineering is the process of raising, analyzing, and solving
problems according to the function and cost of products.
&e general working procedure of value engineering can be
carried out in five stages: preparation stage, analysis stage,
comprehensive stage, evaluation stage, and implementation
stage. &e specific working steps are shown in Figure 3.

&e selection of value analysis object is the key step of value
evaluation. &e selection of objects mainly includes value
coefficient analysis, cost proportion analysis, function evalu-
ation coefficient analysis, and cost proportion analysis. &e
value coefficient is used to analyze the relationship between
component function and cost, and the component whose cost
does not adapt to function is taken as the key analysis object
and the target of improvement. Value coefficient is determined
by function coefficient and cost coefficient. Function impor-
tance coefficient refers to the proportion of part function to
total product function, and cost coefficient refers to the pro-
portion of part cost to total part cost.

Value coefficient �
Function coefficient
Cos coefficient

,

Cost coefficient �
Cost of spare parts
Total product cost

,

Function coefficient �
Function of parts
Product functions

.

(1)

&e function coefficient of each component relative to
the product is calculated according to the importance of the
component in the whole component. A high value of the
function coefficient indicates that the component has a great
influence on the function of the component.

Cost-specific proportion analysis (ABC analysis
method), a creation of Pareto, an Italian economist, is now
widely used, especially in material cost analysis. It is a
method that preferentially selects parts, processes, or other
elements that account for a significant cost ratio as the object
of value analysis.

Class A parts: the number of parts accounted for 10∼20%
of the total number of products, and the cost accounted for
70∼80% of the total cost of products. Class C parts: the
number of parts accounted for 70∼80% of the total number
of parts of the product, and the cost accounted for 10∼20% of
the total cost of products. Class B parts: the rest of the parts
are called Class B, and the number of parts is proportional to

the cost of the product. Using this classification method, we
can find out the Class A parts which have the greatest impact
on product cost as the main object of analysis and cost
reduction. In practical application, the value coefficient
analysis method is often combined with the ABC analysis
method. Because A product often has many parts, it is
relatively complicated to use the value coefficient analysis
method for all parts. Generally, the ABC analysis method is
adopted to select key parts, and then the value coefficient
analysis method is applied to select specific objects based on
the selected A or B categories.

Functional evaluation coefficient analysis method will
queue up parts according to the size of functional re-
quirements and preferentially select those with large func-
tional coefficient as the value analysis object. And the cost
proportion analysis method makes statistical analysis of
various costs, and the largest one is the object of value
analysis.

3. Root Cause Analysis

Root cause analysis is an analysis process of in-depth analysis
of problems and finding out the mechanism or inducement
of failure. It is a simple and practical analysis tool to find
problems and locate causes, which can help to understand
and dig out the detailed causes behind problems so as to take
appropriate improvement and prevention measures. Root
cause analysis is a systematic process to deal with problems,
including identifying and analyzing the causes of problems,
finding solutions, and developing preventive measures.

3.1. Root Cause Analysis Tool. &e 5W2H method refers to
the use of the five words “WHAT,” “HOW,” “WHY,”
“WHEN,” “WHERE,” “WHO,” and “HOW MUCH” to ask
questions in order to discover clues to solve problems, find
ideas for inventions, and design ideas, so as to arrive at a
comprehensive analysis of problems and ideas for solutions.
&e 5W2H method is shown in Figure 4.

In Figure 4, the process of asking and answering
questions in the above seven areas provides some insight
into the problematic events to be addressed and thus gets to
the heart of the matter. &e areas of the answers that are not
at the desired level can then be improved in a more targeted
way.

&e system diagram lists the problems according to the
order of occurrence and searches for all possible causes for
each problem so as to get the root cause of the most likely
problems. &is is a way of describing an effect and all the
possible causes that might affect it.

It can be seen from Figure 5 that the object of the tree
diagram is a system, which is the relationship between a
certain quality problem and its components. &e graphic
features are “layer-by-layer inclusive,” just like a big tree.
&erefore, a certain problem can be systematically decom-
posed into many components, and the logical and sequential
relationship between them can be displayed. &rough the
description of the system, show the appearance of things to
explore the most appropriate method to achieve the goal.

Scientific Programming 5



3.2. Application of Root Cause Analysis. &e implementation
of root cause analysis includes a series of logical processes,
and its four key elements in solving problems are Define,
Investigate, Verify, and Ensure. Based on the idea of Define,
Investigate, Verify, and Ensure problem-solving tool,
according to the characteristics of root cause analysis and the
use of problem-oriented innovation strategy, the appro-
priate analysis method is selected and supported by a rel-
evant knowledge base, and the prototype system structure is
constructed, as shown in Figure 6.

&e purpose of defining the problem phase is to set goals
for improvement or solving the problem. Identify the
conditions that are relevant to the problem and identify
which factors may and may not be relevant to a particular
problem. &e purpose of the problem investigation stage is
to find out the root and true cause of the problem. &rough
the analysis process, the basic situation of the problem is

sorted out to lay a foundation for cause analysis and eval-
uation. It can be divided into two situations: when analyzing
the problems of simplicity and inferiority, the “5 Why”
analysis method can be given priority to gradually explore
the root cause of the results through signs and find the root
cause of the problem. In the analysis of complex problems,
system diagram, and so on, in the design of manufacturing
products, problems need to be analyzed from the machine,
method, material, personnel, measurement, and environ-
ment in order to find the root cause of the problem. &e

Figure 4: 5W2H method.

Result

Reason A

Reason B

Reason C

Reason A1

Reason C1

Reason B1

Reason B2

Reason B11

Reason B12

Figure 5: Structure of the system.
Define

Investigate

Verify

Ensure

Figure 6: Root analysis process.

Option analysis

Collect information

Analysis and evaluation

Confirm the object

Create solutions

Improved solutions

Implementation solutions

Results of evaluation

Figure 3: Process of value evaluation.
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purpose of the problem identification and evaluation stage is
to verify the validity of the root cause analysis. Analyze each
cause with background information and data. &e assess-
ment identifies one or more most likely root causes. Verify
and identify the cause of the problem through field tests or
process descriptions that provide valid information to
pinpoint the true cause. &e stage of determining the best
solution is to solve the root cause of the above three stages,
use the invention of problem-solving-related tools and other
methods to produce solutions, and then consider the fea-
sibility of the solution from the perspective of time, cost, and
resource utilization. &en the solutions are sorted out, the
weight of each factor is set according to the existing common
rules of the industry, the feasibility of the above schemes is
evaluated by selecting appropriate evaluation criteria, and
the best scheme is selected according to the comprehensive
evaluation results. Finally, the effectiveness, reliability, and
environmental adaptability of the scheme are verified by
experiments.

In the problem decomposition module of Pro/Inno-
vator, the subproblems of the initial problem were
decomposed along the three axes of the causality axis,
operation axis, and subhypersystem axis, and the sub-
problems were transformed into a three-axis diagram. &e
causal axis reflects the causal relationship between events
that precede or follow the occurrence of the initial
problem.&is axis can be used to reveal the root cause and
possible outcome of a problem, and the name of the causal
axis node is Define Cause and Define Result. &e action
axis reflects the sequence of actions that represent all the
actions experienced by the object in question. &e hier-
archy axis reflects how a subsystem or supersystem in-
teracts with the technical system under consideration. &e
causality axis is the most commonly used and important
decomposition axis for Pro/Innovator to solve problems.
&e layer-by-layer analysis of initial problems and sub-
problems along the causality axis by the problem de-
composition module is actually the process of root
analysis. &rough the continuous decomposition of
problems at the upper layer, the root causes of problems
are gradually discovered. &e graphical expression is
similar to tree diagram or fishbone diagram. Pro/Inno-
vator can automatically add analysis results to the project
navigation and integrate them with subsequent problem-
solving modules. When the problem decomposition
module analysis does not reach ideal results, the solution
process of root cause analysis can be used for deeper
analysis.

&e purpose of root cause analysis is to try to identify the
contributing factors to a problem and analyze all the causes
by repeatedly asking multiple whys and gradually digging
deeper into the problem until the root cause is found. When
exploring the root cause, try to evaluate each identified cause
and try to give a solution, which will contribute to the overall
improvement and improvement of the original problem. It
should also be added that root cause analysis, as a general
term, is not limited to the application process proposed in
this chapter, but there are different structured approaches
for solving specific problems.

4. Conclusion

CAD technology is an important auxiliary tool in the field of
engineering. It benefits from the development of innovative
methods and theories and the continuous integration with
computer technology. &e integration of technology inno-
vation theory, value analysis, root analysis, and other the-
ories makes the computer-aided innovation technology
perfect day by day and consolidates its solid theoretical
foundation. Computer-aided innovation technology sup-
plements the limitations of traditional innovative design and
technical improvement, and the integration of a variety of
innovative methods can effectively help designers improve
the efficiency of solving engineering design problems.
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College ideological and political education has always been the primary content of national spiritual civilization construction.�e
current teaching methods are more �exible, resulting in the quality of ideological and political teaching not being reasonably
assessed. To address this problem, we propose a method for assessing the quality of ideological and political teaching based on the
gated recurrent unit (GRU) network and construct an automatic assessment system for ideological and political teaching. We
draw on the migration learning model to improve the loss function by using the generalized intersection set over the joint loss
function to compensate for the shortcoming of the small number of ideological and political teaching datasets. We use a masking
algorithm to enhance the local features of teaching data sequences for di�erent classes of ideological and political teaching quality
assessment metrics. In addition, we use the minimum outer matrix algorithm to extract the sequence features of di�erent
assessment dimensions to improve the accuracy of the model for the quality assessment of ideological and political teaching. To
meet the quality assessment conditions of ideological and political teaching, we compiled and produced ideological and political
teaching datasets according to the teaching data coverage. �e experimental results proved that our method performed best in
comprehensive quality assessment accuracy in ideological and political teaching, with the assessment accuracy rate above 90%.
Compared with traditional machine learning methods and deep learning methods, our method has higher accuracy and
better robustness.

1. Introduction

College ideological and political education has always been
the primary content of national spiritual civilization con-
struction. In the process of cultivating talents in colleges and
universities, cultivating talents requires not only profes-
sional skills but also noble ideological and moral cultivation.
We advocate personality education as the foundation and
ideological and political education as the bricks and mortar.
Personality is the stable psychological foundation for the
formation of life values, and the role of ideological and
political education is to regulate bad moral habits and es-
tablish correct values. At present, colleges and universities
have opened courses in ideological politics for college stu-
dents. In addition to a positive theoretical explanation from
the classroom level, school teachers also deepen ideological
and political work from the psychological perspective of
students, so that ideological and political education is

implicitly integrated into the life values of college students
[1]. Civic education is in full swing, but the quality of civic
education is an unknown quantity. To study the quality of
civic education, we referred to a large body of literature in
the �eld of educational e�ectiveness research and drew on its
educational quality validation methods [2–4]. One of the
most mainstream educational validity testing methods is
meta-analysis, and related research has shown that meta-
analysis can extract student bene�t factors at the student
level, which can be converted into educational validity
weights. Changes in student achievement, changes in life
habits, and changes in learning attitudes can all be intro-
duced into a multilevel statistical model. Some studies have
directly matched the weights of classroom, school, student,
and teacher to obtain di�erent levels of educational grading,
and the link between educational grading and learning
outcomes can be used as a reference for educational e�ec-
tiveness. For e�ective ideological and political education,
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more perfect classroom performance in ideological and
political courses, more enthusiastic teachers, more moti-
vated students, and more interactive classrooms directly
impact the quality of ideological and political education
[5–7]. It has also been found that students’ classroom
performance also has a significant impact on the quality of
ideological and political instruction, and the results of
student thought quality tests administered during different
academic years show that students’ self-awareness in ideo-
logical and political courses has an indirect impact on the
quality of ideological and political instruction [8, 9]. Cur-
rently, most researchers on the quality of ideological and
political teaching and learning attempt to suggest a multi-
dimensional assessment model that disperses assessment
elements across the classroom and life, aiming to highlight
the role of other influences on ideological and political
teaching and learning in addition to mainstream civics.

In studies assessing the quality of ideological and po-
litical teaching, a large number of studies have attributed the
factors that have the greatest impact on the quality of
ideological and political teaching to the teachers themselves
[10–12]. Some studies have indicated that teachers’ teaching
experience, educational height, and personality development
all leave different impressions on students in the course, and
the extent to which subject knowledge is imparted changes
with students’ impressions of the teacher. &e degree of
subject matter knowledge imparted also varies with students’
impression of the teacher. In addition, students’ learning
methods and teachers’ teaching methods have an indirect
effect on the quality of teaching civics. &is also reflects most
of the classroom management problems of ideological and
political teaching, teachers’ teaching objectives develop-
ment, and course structure planning reference. Issues such
as students’ performance in the classroom, the positive level
of answering questions, the degree of completing assign-
ments after class, and students’ classroom feedback can
reflect the quality of ideological and political teaching. &e
meta-analysis can synthesize teachers’ teaching data to
generate teachers’ teaching effectiveness [13, 14]. For stu-
dents, meta-analysis can also generate corresponding
learning outcomes. Students’ learning outcomes and
teachers’ teaching effectiveness are an important set of data
for teaching quality assessment, and the results of a meta-
analysis can provide feedback on the overall trend of
teaching quality. &e influencing factors of teaching quality
evaluation are shown in Figure 1.

Teaching quality assessment is an important way to
identify the effectiveness of education, and a variety of
teaching quality assessment models have been studied in the
field of educational effectiveness research, mainly using
meta-analysis when it comes to teaching data analysis. All of
these models cover multiple aspects of teaching and
learning, including not only the interaction between stu-
dents and teachers in the classroom, but also the teacher’s
preparation for the course, the teacher’s mastery of the
course, the student’s completion of assignments at the end of
the class, and the students’ feedback on the course. Although
different methods of assessing teaching quality use different
data survey instruments, all teaching quality assessment

models follow the following characteristics. Within the
multivariate teaching quality framework, priority is given to
the conceptual model of teaching quality, which also has
limitations and is not comprehensive in its scope [15, 16].
Connections are established between scholars to integrate
feedback on teaching quality with opinions among scholars
to obtain recommendations on teaching quality weights.

&e rest of the paper is organized as follows. Section 2
presents the history and research findings of teaching quality
assessment research. Section 3 introduces the relevant
principles and implementation details of the GRU-based
ideological and political teaching quality assessment net-
work. Section 4 shows the experimental datasets and the
analysis of the experimental results. Finally, Section 5
summarizes our research and reveals some further research
work.

2. Related Work

According to teaching effectiveness research, it was found
that the model for assessing teaching quality is determined
by multiple influencing factors. Researchers in the literature
[17] have identified six inter-influential factors of teaching
quality in teaching role assignment, which are course ori-
entation, course structuring, classroom questioning, in-
structional modeling, instructional case application, and
timemanagement.&e researchers also noted that the role of
the teacher’s teaching experience in the classroom directly
influences the classroom learning environment and is a key
indicator of classroom performance assessment. In the as-
sessment of teaching quality in skill-based learning courses,
the literature [18] suggests a more direct approach to
assessing teaching effectiveness, such as structuring course
instructional tests and theorizing skills assessment. Re-
searchers in the literature [19] focused mainly on the degree
of influence of the teaching model, and the authors framed
the model for assessing teaching quality in terms of the
ability of the teacher and students to interact and cooperate
in the classroom. At the same time, the authors argue the
interaction between different students and teachers in the
same classroom as interrelated in terms of its contribution to
the quality of teaching and learning in the whole course. To
test this idea, researchers in the literature [20] adopted a
control variable approach to verify the former idea based on
the former. &e experimental results showed that teaching
quality was linearly associated with course instructional
factors in stages and that efficient interaction between
teachers and students during the effective teaching stage
promotes the level of students’ understanding of course
knowledge.

Some researchers have defined five key indicators of
instructional quality effectiveness: frequency, quality, stage,
focus, and differentiation. &ese five indicators are derived
from student feedback data from instructional assessments,
teacher self-assessment data, and school ratings of classroom
performance. Each of the five indicators corresponds to five
dimensions of instructional effectiveness assessment, and
each dimension can describe the function of an influencing
factor in detail. For the quantitative characteristics
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dimension, the authors chose frequency as the frequency of
association between instructional effectiveness factors, thus
achieving a quantitative role for each of the instructional
effectiveness factors [21]. In matching individual instruc-
tional quality factors with the number of activities, it was
found that cases of application of new knowledge were able
to materialize the pedagogical theory and students were
better able to understand this pedagogical approach. Such an
approach can have a positive impact on the effectiveness of
instructional quality. If too much time is spent on teaching
examples of applications, it can create an illusion of a shift in
the focus of learning for the students. &at is why teachers
need to structure the teaching phases. While grasping the
course schedule, the course teaching methods should be
reasonably arranged, and the centralized course model that
pursues the course schedule should be avoided as much as
possible, which will, on the contrary, produce negative ef-
fects on the classroom learning efficiency [22].

Most researchers have chosen the deep learning ap-
proach to evaluate teaching quality effectiveness research
after comparing machine learning and deep learning ap-
proaches. Dynamic neural networkmodels should be chosen
as much as possible in the assessment models of teaching
quality effectiveness, and dynamic neural network models
can weigh the qualitative and nonqualitative characteristics
of teaching quality factors. Researchers in the literature [23]
found that for each neural network dimension of the in-
structional quality factors correspond to independent
mathematical functional relationships, and for mapping
associations between neural network dimensions and the-
ories, dynamic neural network models can achieve single or
multiple feature correspondences simultaneously. If all
teaching quality assessment activities need to be completed
according to expectations, the dynamic neural network
model can generate corresponding teaching quality

dimension assessment indicators at each stage, and
according to the specific indicators, different neural network
dimensions can be independently parameterized to obtain
the expected values. Some researchers point out that the
teaching quality assessment indexes of each neural network
dimension are derived from a comprehensive functional
assessment report, the index factors of each neural network
dimension are independent of each other, the factors be-
tween dimensions do not influence each other, and the
teaching quality factors of each neural network dimension
will collaboratively govern the assessment trend of teaching
quality according to the weight ratio when the overall
teaching quality is assessed [24–26]. Each instructional
quality assessment factor has a certain expectation of pur-
pose fulfillment, and if an expectation corresponds to more
than one purpose in an instructional course activity, the
fulfillment rate of that expectation will decrease and the
instructional quality assessment factor will be negatively
affected [27, 28].

3. Method

3.1. Initial Structure. In the study of quality assessment of
teaching of college and university civics, we conducted
experiments between the machine learning model and the
deep learning model, and the experimental results proved
that the deep learning model was superior, so we finally
chose the deep neural network model. We studied many
neural network algorithms and conducted experimental
validation, and finally we chose gated recurrent unit (GRU)
as the network foundation. GRU is an upgrade of the RNN.
GRU belongs to the algorithm of processing serial data, and
in the quality assessment of college ideological and political
teaching, GRU can obtain validity features from teaching
data, also segment instances from the meta-analysis of

Classroom level Extracurricular level

Covariates:
Teacher knowledge

Teacher gender
Class-average
performance

Teachers’work experience

Teacher-reported
Self-efficacy for

instructionStudent-reported
characteristic of
teaching quality

Teacher-reported
educational interest

Teacher-reported
characteristic of
teaching quality

Covariates:
Student age

Student gender
Student performance

Student-reported
characteristic of
teaching quality

Figure 1: &e influencing factors of teaching quality evaluation.
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classroom performance and student feedback, and mask the
target features with different thresholds.&e GRU algorithm
is a two-layer algorithm: the first layer is to scan the in-
structional sample data to generate the weight factors, and
the second layer is to output the instructional validity factor
mask on the recurrent neural network branch. In the mask
decoding process, we adopt the separationmethod to decode
each instructional validity factor independently and cover all
instructional validity dimensions accurately.

&e GRU algorithm is obtained by optimizing based on
the recurrent neural network, which aims to mine more
feature information from instructional data sequences, and
the authors use instructional effectiveness factor feature
regions to replace the sequential traversal of data sequences.
To prevent over-stacking the network, the GRU network
borrows from the VGG network proposed by Google, and
the authors propose a local memory unit network based on
the VGG network with adaptive improvements to the GRU
network.&e biggest advantage of this network is that it uses
a series of short-term memory units instead of the iterations
of long- and short-term memory networks. &e structure of
the GRU network is shown in Figure 2.

3.2. Mathematical Principles. RNN is a kind of feedforward
neural network, which retains the advantages of a feed-
forward neural network and adds local feature processing
network to efficiently identify data sequences of different
lengths. Given a set of data sequences x � (x1, x2, . . . , xT),
the relationship between the front and back layers of the
hidden layer state of the RNN has the following mathe-
matical equation.

ht �
0, t � 0,

ϕ ht−1, xt( , otherwise,
 (1)

where ϕ denotes a nonlinear function. In the above math-
ematical equation, we use a combination of logistic sigmoid
and affine transform to calculate ϕ, avoiding the problem of
forwarding transmission difficulties due to data redundancy.
Furthermore, assuming that the output of RNN is
y � (y1, y2, . . . , yT), and the length of this data sequence is
also varied according to the input data sequence, then ht has
the following mathematical expression.

ht � g Wxt + Uht−1( , (2)

where g represents the smoothed bounded function, and in
the actual calculation, we adopt the hyperbolic tangent
function as the bounded function. Assume that at the
specified state ht, the recurrent neural network outputs a
new set of elements of the data sequence, the probability
distribution of the elements can be represented according to
the special symbols inside the model, the special symbols
inside the model can be mapped to feature sequences at
different lengths, and the matched sequence probabilities in
the mapping have the following mathematical expressions.

p x1, . . . , xT(  � p x1( p x2|x1( p x3|x1, x2(  · · · p xT|x1, . . . , xT−1( .

(3)

Each instructional effectiveness factor is modeled using a
conditional probability distribution, where the final in-
structional effectiveness factor depends on the length of the
sequence, and different sequence lengths correspond to
different conditional probability distributions. &e mathe-
matical expression is as follows.

p xt|x1, . . . , xt−1(  � g ht( . (4)

In the literature [29], it was found during experiments
that recurrent neural networks are prone to long-term de-
pendencies in the process of training data sequences. Due to
the specificity of the recurrent neural network structure, the
problem of gradient disappearance often occurs during the
training process, which makes the method less variable in
gradient amplitude changes and more difficult to optimize
the network structure. For data with a long sequence length,
its long-term dependence on exponentially smaller is not
conducive to the learning of new sequence features at a later
stage. To solve this problem, some researchers try stochastic
gradient descent to reduce the dependence on a gradient.
Other researchers have used the gradient cropping method
to circumvent the gradient disappearance problem. Some
researchers have also used the second-order method to
normalize the gradient vector to prevent the occurrence of
gradient explosion and reduce the sensitivity of the network
structure to the gradient method by using the same growth
pattern of the second-order derivative as the first-order
derivative [30]. &e GRU algorithm is similar to the LSTM
algorithm, but the structure of the two is significantly dif-
ferent, as shown in Figure 3.

An efficient activation function has been found in the
approach of sequence feature capture optimization of re-
current neural networks. Researchers found a nonlinear
implementation of affine transform and gated units that take
local recurrent units or activation functions in an inde-
pendent direction, called gated recurrent units. All gated
cyclic units do not cause long-term dependencies when
extracting features in sequences of variable length. In

1-

ht-1

ht-1

h′r z

xt xt

ht

yt

Reset update

Figure 2: GRU network.
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addition, GRU algorithms are often used in machine
translation and speech recognition studies in addition to
being able to process data sequences [31, 32].

3.3. Gated Recurrent Unit. Gated recurrent units (GRUs)
were originally proposed by researchers in the literature
[33]. &e authors argued that each independent recurrent
unit can correlate the dependencies between data sequences
at different time scales during data sequence processing.
Each cyclic unit is gated, and the gating method can regulate
the flow of information within the unit on demand, and all
gated units share a storage unit but do not share local feature
information. During the processing of a whole data se-
quence, each gating unit acquires a segment of independent
local sequence features, which will not overwrite the pre-
vious sequence features when new features are input, and the
new features will be stored in the gating unit in parallel with
the previous features. Suppose the GRU activation function
is h

j
t at time t. &e activation function of the previous layer is

h
j
t−1, and the candidate activation layer is h

j

t .

h
j
t � 1 − z

j
t h

j
t−1 + z

j
t h

j

t , (5)

where z
j
t represents an update gating unit that is capable of

maintaining a superposition of activation function updates
and stored sequences within the gating unit. &e expression
of the mathematical equation of the update gate is as follows.

z
j
t � σ Wzxt + Uzht− 1( 

j
. (6)

&e processing means between the current state and the
computed state of the new sequence is a linear summation
operation, which is similar to the computation of the gating
unit of the LSTM. All gating units in the GRU algorithm are
in the visible state, and there is no unit controlling the
hidden layer feature extraction in this algorithm structure, so
the whole sequence processing is in the exposed state in this
GRU algorithm unit. &e mathematical principle between
the features of the teaching data sequence is shown in
Figure 4.

&e expression of the h
j

t function for the candidate
activation layer is shown below.

h
j

t � tanh Wxt + U rt ⊙ ht− 1( ( 
j
, (7)

where rt denotes the reset gate and ⊙ represents a multi-
plication operation. When the reset gate is closed, r

j
t is close

to 0. &e reset gate generates a special symbol for each
sequence as it processes the sequence, and in addition, the
reset gate is special in that the gating unit internally allows
the previous sequence characteristics to be forgotten and
new sequence characteristics to be stored. &e mathematical
expression of the reset gate r

j
t is shown below.

r
j
t � σ Wrxt + Urht−1( 

j
. (8)

3.4. TeachingQualityAssessment System. Referring to a large
number of teaching quality effectiveness studies, we choose
the GRU network as the base network. We introduced the
GIOU loss function to enhance the generalized feature
extraction ability of the model for teaching quality effec-
tiveness factors, and we also chose Compute Unified Device
Architecture to accelerate the computational power of the
model. To improve the teaching quality assessment system,
we added a classroom data recording tool as the data source
for later teaching quality classroom assessments. Data
preprocessing is performed on the teacher-side, student-
side, and school-side teaching data samples, then the local
gating unit feature layer is obtained by convolutional
transportation, then-candidate regions are extracted on the
feature layer, and the candidate regions are pooled and
convolved to extract features. We introduce the GIOU loss
function after the pooling layer and set 3 threshold criteria
for the GIOU loss function, which is trained iteratively by
teaching quality feature update and CUDA model acceler-
ation. Finally, we obtain the grade features, grade matching
features, and classroom teaching effect feedback features for
teaching quality assessment.

Traditional machine learning methods in teaching
quality effectiveness research are limited to the differences in
available teaching feedback data, and no distinction can be
made between staged and final teaching outcomes.&is leads
to a biased teaching quality assessment system, with the final
teaching effectiveness accounting for the largest impact. To
overcome this problem, we adopted a GRU gated unit-based
recurrent neural network framework, which uses a masked
gating structure that can reinforce the sequence features at
the edges and can capture the local features of the sequences
more comprehensively before storing them in each gating
unit. Each sequence processing is divided into one stage, and
the sequence features of each stage are stored in segments to
avoid the loss of previous sequence features during the input
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Figure 3: Structural differences between LSTM and GRU.
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of new sequences. We also used the minimum external
moment algorithm to accurately extract the sequence feature
information of the teaching quality factor for independent
segments. &e detailed structure of the teaching quality
assessment system is shown in Figure 5.

4. Experiment

4.1. Dataset. Current teaching effectiveness research does
not have a systematic public dataset of teaching feedback. To
validate our teaching quality assessment methods, we pro-
duced teaching quality feedback datasets supported by three
dimensions: teacher, school, and student. To standardize the
categories of teaching effectiveness assessment, we set up five
main teaching quality assessment items in the early stage of
teaching quality feedback dataset production, namely,
teacher effectiveness (TE), student satisfaction (SS), class-
room feedback (CF), course research (CR), and course size
(CS). &e detailed data preprocessing process is shown in
Figure 6.

Teacher efficacy is the teacher’s mastery of the course, the
overall organization of the course, and the efficiency of the
teacher’s delivery, among other factors. Student satisfaction
is only the level of satisfaction of the students who chose the
course with the course and the instructor after taking the
class. Classroom feedback refers to feedback and suggestions
from students or the school about the problems of the
course. Course research refers to the understanding and
preparation of the course by the instructor before the course
begins. Course size refers to the number of people who
choose the course, which is often a direct indicator of the
course’s popularity and effectiveness. Different teaching
effectiveness datasets were created according to the cate-
gories of teaching quality assessment indicators. Detailed
information on the datasets is shown in Table 1.

4.2. Experimental Setting. To ensure the independence and
stability of the ideological and political teaching quality
assessment system, we configured an independent upper

computer for the system, and all integrated systems were
developed on the upper computer as the platform. In our
experiments, we mainly configured the experimental envi-
ronment of the Anaconda system. Considering the different
requirements of the programming environment for the
classroom interactive visual system and the teaching quality
independent learning system, we configured multiple pro-
gramming environments on the upper computer to suit
different needs. In the construction of the ideological and
political Teaching Quality Prediction Neural Network, we
mainly use TensorFlow as the main framework. With the
support of the powerful software community module, our
teaching quality prediction network can be successfully built.
&e detailed training parameters are shown in Table 2.

4.3. Analysis of Experimental Results. To verify the effec-
tiveness of our ideological and political teaching quality
assessment system, we compared machine learning
methods and deep learning methods. Among the machine
learning methods, we chose the RF [34] algorithm, and
among the deep learning algorithms, we chose the RNN
algorithm [35] and the LSTM [36] algorithm. To ensure the
independent validation relationship between methods, we
conducted five sets of experiments during the training
process and independently validated each group of
methods for different teaching efficiency assessment met-
rics.&e test results of each method were directly input into
the statistical calculation part of the dataset, and the final
evaluation results were obtained by balancing the total
number and quality of the dataset. In the first phase of the
experiment, we validated all teaching quality feedback
datasets and compared the efficiency of our methods with
those of other methods. For method testing efficiency
metrics, we chose recall (R) and precision (P) as general
evaluation metrics, where XTP denotes the correctly
assessed teaching quality data, XFN denotes the teaching
quality data without any features acquired, and XFP denotes
the incorrectly assessed teaching quality data. &e exper-
imental results are shown in Table 3.
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Figure 4: Structural differences between LSTM and GRU.
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&e XTP in the experiment indicates the readiness rate
for qualitative assessment per 500 samples of instructional
feedback data. &e experimental results in Table 3 show that
the RF method has the highest number of instructional
validity misclassifications, accounting for one-fifth of the
total.&e recall rate is only 64.1%, which is not very accurate.

&e efficiency of teaching quality assessment is slightly better
than RNN and LSTM methods, but there is still room for
optimization. Our method has only five teaching effec-
tiveness misclassification data, and the accuracy of teaching
quality assessment reaches 98.5%. &is is superior to other
methods, which shows the superiority of our method in the
first phase of experimental validation. In the second phase of
the experiment, we verified the details of each teacher’s
teaching data separately. &e highest student feedback score
was 100, the highest expert rating was 10, and the highest
workload was 25. Education represents the teacher’s aca-
demic background, with higher scores representing higher
education. Before the start of the experiment, we performed
a preprocessing operation on the teaching quality feedback
data to standardize the input format and sampling frequency
of teaching quality data to prevent the influence of data

Raw Data

Preprocess

Label Design

Manual Tagging

Teaching Data Classification

Teacher Effectiveness Student Satisfaction Classroom Feedback Course Research

Figure 6: Data preprocessing process.

Table 1: Teaching effectiveness dataset classification and quantity.

Train Test Total
TE 2993 1358 4351
SS 3651 2630 6281
CF 3412 1921 5333
CR 2978 1874 4852
CS 3021 1635 4656

Table 2: Experimental parameter settings.

Parameter Value
Learning rate 0.001
Decay rate 0.001
Momentum 0.8
Epoch 130
Iterations 1000
Dropout rate 0.5

Table 3: Comparison of teaching quality assessment of different
methods.

Method XTP XFP XFN R (%) P (%)
RF 284 113 79 64.1 75.9
RNN 346 62 50 88.1 83.4
LSTM 373 31 30 91.1 92.5
Ours 434 5 4 98.1 98.5

… … …

Teacher Teaching Data Input

Classroom Performance

Fusion analysis of
teaching quality

evaluation weights

Convolutional Layers

Sequence Feature Extraction

Extracurricula
Performance

Neural Network Unit for Quality Assessment of Ideological and Political Teaching
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Feature fusion

Student Feedback Data Input

School Course Assessment
Data Input
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Sequence Feature Classification
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Teaching Quality Evaluation Management System Course Feedback Mask System Minimum Circumscribed Matrix Calculation

Figure 5: Ideological and political teaching quality evaluation system.
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discrepancies on the experimental results. &e results of the
second phase of the experiment are shown in Table 4.

&e results of the second phase of the experiment
showed that teachers with more teaching experience had a
heavier workload, and teachers with more years of experi-
ence held more positions in the school and had more work
issues. At the leadership level, teachers with more years of
work experience had stronger leadership skills, performed
better in their courses, and had higher student feedback
scores for their teachers. At the expert rating level, teachers
with more work experience scored higher on the teaching
quality assessment, and despite a less academic background,
work experience became a major factor in improving
teaching quality.

In the third stage of the experiment, the accuracy of the
Civic Education Teaching Quality Assessment System is
verified in assessing teachers’ civic education performance
and work assessment performance. We divided the ideo-
logical and political education into two categories: the
classroom part and the extracurricular part, where the
classroom part includes teaching progress and students’
ideological and political performance, and the extracurric-
ular part includes students’ after-class homework. &e ex-
perimental results are shown in Table 5.

&e experimental results from the third stage show that
all methods have higher assessment accuracy in the extra-
curricular part of ideological and political teaching than in
the classroom part. &e accuracy of the extracurricular part
is higher than that of the classroom part because many
assessment details cannot be implemented in the extra-
curricular part, so the highest scores are taken in many
aspects. &e RNN and LSTM methods still need to be im-
proved in the work of meta-analysis of data outside the
classroom. Our method performs best in the quality as-
sessment of ideological and political teaching and learning,
outperforming RNN and LSTM methods.

5. Conclusion

In this paper, we propose a method for assessing the quality
of ideological and political teaching based on the gated
recurrent unit (GRU) network and construct an automatic

ideological and political teaching assessment system. We
draw on the migration learning model to improve the loss
function by using the generalized intersection set over the
joint loss function to compensate for the shortcoming of the
small number of ideological and political teaching datasets.
We use a masking algorithm to enhance the local features of
teaching data sequences for different classes of ideological
and political teaching quality assessment metrics. In addi-
tion, we use the minimum outer matrix algorithm to extract
the sequence features of different assessment dimensions to
improve the accuracy of themodel for the quality assessment
of ideological and political teaching. To meet the quality
assessment conditions of ideological and political teaching,
with the support of ideological and political teachers, stu-
dents, and school administration teachers, we compiled and
produced ideological and political teaching datasets based
on the teaching data coverage. &e experimental results
proved that our method performed best in comprehensive
quality assessment accuracy in ideological and political
teaching, with the assessment accuracy rate above 90%. &e
assessment accuracy rate is the best performance in teaching
outside of class. It proves that our method performs well
both inside and outside the ideological and political teaching
classroom. Compared with traditional machine learning
methods and deep learning methods, our method has higher
assessment accuracy and better stability.

Although our method performs best in experiments
inside and outside the ideological and political classroom,
there is still much room for improvement in the accuracy of
ideological and political teaching quality assessment. In
future research, we will try to add generative adversarial
neural networks to the adversarial network as an auxiliary
classification to optimize the reasonable segmentation of
teaching data sequences of different dimensions and im-
prove the robustness and generalization of the network.
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Table 4: Comparison of teaching quality data for teachers with different experiences.

Teacher (experience) Workload Leadership (%) Student feedback Expert score Education
1(2) 8 72.3 85 7 8
2(4) 12 81.2 89 7 8
3(5) 14 89.8 91 8 7
4(8) 20 93.5 96 9 4

Table 5: Comparison of the accuracy of ideological and political
teaching quality assessment by different methods.

Classroom part (%) Extracurricular part (%)
RF 64 71
RNN 73 75
LSTM 74 84
Ours 89 93
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An arti�cial intelligence integrated application model of supply chain �nancial risk assessment is constructed. Based on the
�nancial data and supply chain data of listed companies in China’s new energy electric vehicle industry, the supply chain �nancial
credit risk evaluation index system is constructed.  e data samples are preprocessed by PCA as the input data of the support
vector machine, which e�ectively solves the problem of high-dimensional data in supply chain �nance. By improving the inertia
weight of particle swarm optimization and introducing mutation operation, a dynamic mutation particle swarm optimization
algorithm is proposed to avoid the problem of particles falling into a local minimum in the process of optimization. Finally, the
improved optimization algorithm is used to optimize the parameters of SVM and input AdaBoost integration as a weak classi�er
to build an integrated model with good performance in many aspects.  e model has been successfully applied to the credit risk
assessment of China’s new energy vehicle supply chain �nance.  e comparison with other models shows that the constructed
model has certain advantages in performance.

1. Introduction

Supply chain �nance has become an emerging model to
carry out comprehensive �nancial services for small and
medium-sized enterprises [1–3].  e operation of the
supply chain �nance mode depends on the supply chain
management activities of enterprises. Financial institu-
tions provide �nancing design for the capital demander
after an overall consideration of the capital �ow, logistics,
and information �ow of the whole supply chain of the
enterprise with �nancing demand. Supply chain �nance is
based on the good credit evaluation of core enterprises
with a strong �nancial background in the supply chain
[4–7]. At �rst, the �nancing model of supply chain �nance
appeared to solve the �nancing di�culties of small and
medium-sized enterprises in the supply chain. Small and
medium-sized enterprises operate on a small scale, and
their assets and management capacity are limited.
Moreover, small and medium-sized enterprises are gen-
erally in the situation of poor credit status, low degree of

�nancial transparency, less or even no asset mortgage and
guarantee.  ese factors lead to banks and other �nancial
institutions unwilling to bear too many risks and in-
spection costs and provide loans for small and medium-
sized enterprises, and the �nancing cost of small and
medium-sized enterprises is often much higher than that
of large enterprises. With the business exchanges between
core enterprises and small and medium-sized enterprises,
it improves their own commercial credit for small and
medium-sized enterprises, making it easier for small and
medium-sized enterprises to obtain loans from banks and
other �nancial institutions.

Even after years of development, although supply chain
�nance is well known by more and more people, there are
still many problems in practical operation, which need us
to conduct more in-depth discussion and exploration
[8–13]. Especially in terms of risk management and
control, the risk management problems in supply chain
�nance deserve special attention. Risk management in
supply chain �nance emphasizes the antirisk ability of the

Hindawi
Scientific Programming
Volume 2022, Article ID 4194576, 8 pages
https://doi.org/10.1155/2022/4194576

mailto:zhaojl693@nenu.edu.cn
https://orcid.org/0000-0002-4908-3535
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4194576


whole supply chain. Compared with the previous tradi-
tional financing model, the access scope of financial
participants in the supply chain is extended to the whole
supply chain, and the inspection standard is not limited to
the financial indicators of an enterprise. Financial insti-
tutions implement closed credit to enterprises in the whole
supply chain according to the real trade background and
upstream and downstream credit strength of the enter-
prise, mainly based on the sales revenue of the enterprise
or the determined future cash flow generated by trade. ,is
is the advantage of supply chain finance. However, there
are some risks in supply chain finance. ,ere are many
participating enterprises in a supply chain, and the mode
of the supply chain will be different. ,is diversity and
complexity may lead to the emergence of enterprises in a
supply chain in the financing process with financial in-
stitutions. In order to obtain their own interests and
maximize their own interests, it may threaten the interests
of other cooperative enterprises in the supply chain to be
damaged.

To study the risk problem in supply chain finance, for
banks, from the uncontrollable risk of financing individual
enterprises in the past to the controllable risk of financing
enterprises as a whole in the supply chain, and by obtaining
different information from each enterprise in the supply
chain, firmly grasp the possible risks, keep them at the lowest
level, and protect their own interests. For each subject in the
supply chain, being able to control the risk of supply chain
finance can not only ensure the stable operation of the
supply chain system but also improve the efficiency and
cooperation of the supply chain.

,e vigorous development of information technology
[14–17] has brought new opportunities to the financial risk
assessment of the supply chain. Various advanced artificial
intelligence methods, such as support vector machine
(SVM) [18, 19], particle swarm optimization (PSO) algo-
rithm [20, 21], and AdaBoost algorithm [22, 23], have been
gradually applied in this field.,is study is carried out under
this background.

2. Credit Risk Evaluation Index System

Under the traditional financing model, there is a severe
information asymmetry between the bank and the small
and medium-sized enterprises applying for financing. It is
difficult to make those small-scale, unsound financial
systems, and their small and medium-sized enterprises
that meet the requirements of bank guarantees or pledged
assets are granted credit. Under the supply chain finance
model, the evaluation indicators should consider the
relationship between small and medium-sized enterprises
and core enterprises and the overall situation of the entire
supply chain to more comprehensively and accurately
grasp the credit situation of financing enterprises.
,erefore, based on the supply chain perspective, this
paper considers the financial and nonfinancial status of

financing enterprises and core enterprises and the overall
operation status of the supply chain. ,e combination of
qualitative and quantitative indicators has redesigned the
credit risk evaluation index system to reflect the risk level
of the whole chain, as shown in Figure 1.

3. Algorithm

Assuming a training sample set of n samples (xi, yi),

(i � 1, 2, · · · , n)}, xi is the first sample, yi ∈ 1, −1{ } is the
classification hyperplane equation is wx + b � 0 (w is the
normal vector of the hyperplane, b is the bias). It is assumed
that the classification hyperplane can correctly classify
samples into two categories, and the samples of the same
category are placed on the same side of the hyperplane, that
is, satisfying

wxi + b≥ 1, yi � 1

wxi + b≤ − 1, yi � −1
 , (i � 1, 2, · · · , n). (1)

,en, we can get yi(wi + b)⩾1.

,e geometric distance between the sample point xi and
the classification hyperplane is di � wxi + b/‖w‖, and then,
the distance between the two types of samples is
2wxi + b/‖w‖, set |wxi + b| � 1, 2|wxi + b|/‖w‖ � 2/‖w‖. ,e
optimal hyperplane should maximize 2/‖w‖, that is, mini-
mize ‖w‖2/2. Adding penalty factor A and slack variable B to
the above problem can be transformed into

m
‖w‖

2

2
+ C 

n

i�1
ξi,

s.t.yi w · xi + b( ⩾1 − ξi i � 1, 2, · · · , n.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

Lagrange function is built as

L(w, ξ, b, α, β) �
‖w‖

2

2
+ C 

n

i�1
ξi − 

n

i�1
αi yi(w · x + b) − 1 + ξi 

− 
n

i�1
βiξi.

(3)

Due to the high-dimensional, nonlinear, and dynamic
characteristics of supply chain financial evaluation indi-
cators, SVM needs to introduce a kernel function
K(xi, xj) � Φ(xi)

T ·Φ(xj) to calculate the nonlinearity in
high-dimensional space. ,e classification problem is
transformed. Compared with several other SVM kernel
functions, the radial basis (RBF) kernel function performs
better in both linear and nonlinear data sets. ,erefore, the
radial basis kernel function is selected in this paper: (x, xi)

� exp(−c‖x − xi‖
2), c〉0, is input to SVM.

According to equations (2) and (3), the original problem is
transformed into a Lagrange dual problem:
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maxQ(α) � L(w, ξ, b, α, β) � 

n

i�1
αi −

1
2
αiαjyiyj Φ xi( 

T
·Φ xj  

� 

n

i�1
αi −

1
2
αiαjyiyjK xi, xj ,

s.t. 

n

i�1
αiyi � 0, αi ≥ 0, i � 1, 2, · · · , n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Set the optimal Lagrange multiplier α∗ � (α∗1 , α∗2 , · · · , α∗n ),
get w∗ � 

n
i�1 α
∗
i yiΦ(xi).

In summary, the optimal classification discriminant
function is obtained.
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Figure 1: Credit risk evaluation index system.
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f(x) � sgn w
∗Φ(x) + b

∗
  � sgn 

n

i�1
α∗i yiΦ xi( 

TΦ(x) + b
∗⎡⎣ ⎤⎦

� sgn 
n

i�1
α∗i yiK xi, x(  + b

∗⎡⎣ ⎤⎦.

(5)

In the standard particle swarm optimization algorithm,
the inertia weight ω is usually set to a fixed value, which is
challenging to meet the dynamic requirements of the global
search capability in the early stage of the algorithm it-
eration and the local search capability in the later stage.
Based on the basic principles of particle swarm optimi-
zation, this paper considers the convergence accuracy and
convergence speed of the algorithm. It uses the dynamic
variation particle swarm optimization (DPSO) to opti-
mize the parameters of the SVM, and the dynamic weights
are as follows

ω �

ωmin +
ωmax − ωmin(  × fi − fmin( 

favg − fmin
, fi⩽favg,

ωmax, fi〉favg,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

wherefavg � 1/n 
n
1 fi represents the average fitness value of

the particle.
ωmax and ωmin are the maximum and minimum weights,

fi is the fitness value of the current particle, favg and fmin
represent the average fitness value and minimum fitness
value of the particle t − 1 generation, respectively.

For the particle with fi〉favg, its ω value is ωmax. For the
particle withf⩽favg, when the particle fitness is the same, theω
value becomes larger. Otherwise, it becomes smaller. Drawing
on the idea of genetic algorithm mutation, the mutation op-
eration is introduced into the particle swarm algorithm. ,e
particles jump out of the original area and enter other new
areas to search to find a new group extreme value and cycle the
mutation operation until the global optimum is found. ,e
solution, the specific method is as follows.

Let the population fitness variance of the particle
swarm be

σ2 �
1
N



n

i�1

fi − favg

f
 

2

, (7)

where n is the number of particles in the particle swarm, and
σ2 represents the particle’s degree of convergence. As σ2
becomes smaller, the particle swarm gradually converges
from a random search state. f represents the normalized
scaling factor, and its values are as follows:

f �
m fi − favg



 , max fi − favg



〉1,

1, else.

⎧⎪⎨

⎪⎩
(8)

Let the aggregation degree of particles be α, and the cal-
culation formula of t generation α is as follows:

α � 1 −

������������������

1/N 
N
i�1 f

c
i − f

t
avg 

2


− σmin

σmax − σmin
. (9)

σmax and σmin represent the maximum and minimum fitness
values of the standard deviation of all particles, respectively.
According to the definition of population aggregation de-
gree, the formula for themutation probability of t generation
particles is set as follows:

Pt+1 �
λ · α

ln(N · m)
. (10)

Pt+1 is proportional to the particle aggregation degree α,
λ ∈ [3, 5] is a fixed constant proportional gain, N represents
the size of the population, and m represents the dimension of
the optimization problem. ,e algorithm flow is shown in
Figure 2.

AdaBoost (adaptive boosting) is an ensemble learning
algorithm that strengthens weak learners by iterating over the
weights of training samples. In this paper, AdaBoost is used to
train the DPSO-SVM learner. ,e algorithm implementation
steps are as follows:

Step 1. Input N initial learning and training sample sets:

D � xi, yi(  
N

i�1, (11)

where xi is the sample feature of the sample space, yi is the
category symbol of the category space.

Set the weight matrix of the initial training samples:

W1 � ω11,ω12, · · · ,ω1i, · · · ,ω1N( . (12)

Assuming that the weights of each training sample are
equal; namely, ω1i � 1/N, (i � 1, 2, · · · , N).

Step 2. Use Wt � (ωt1,ωt2, · · · ,ω1i, · · · ,ωtN), training set
data with weight distribution to learn, using DPSO-SVM as
the base classifier

ht xi( : xi⟶ −1, 1{ }. (13)

Step 3. Calculate the classification error of the base learner:

εt � 
N

i�1
ωt(i)I yt ≠ ht xi(  . (14)

If |εt| is greater than the error setting value, go to Step 4;
otherwise, the iteration is terminated.

Step 4. Calculate the weight of the DPSO-SVM classifier. Set

αt �
In 1 − εt( /εt  

2
. (15)

Update the weight of the training sample ωt+1
(i) � ωt(i)exp −αtyiht /Ct, Ct, Ct is the normalization
factor. ,en,
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Ct � 
N

i�1
ωt(i)exp −αtyiht . (16)

Return to Step 2 iteration.

Step 5. Combine each DPSO-SVM weak classifier:

f(x) � 
T

t�1
αtht(x). (17)

,e final strong classifier model is obtained as

G(x) � sign[f(x)] � sign 
T

t�1
αtht(x)⎡⎣ ⎤⎦. (18)

4. Experiment

We select the relatively mature new energy vehicle supply
chain in China’s supply chain finance business as the re-
search object. ,e financial and other relevant data of 60
domestic listed companies in the upstream and downstream
of the chain in the past 5 years from 2016 to 2020, a total of
320 samples, excluding 52 samples with abnormal data, and
the remaining 268 available samples, and released according
to the annual 38 samples with “bad credit” were compared
and screened out, and 230 samples with “good credit” were
used as initial data.

Since the established evaluation index system has many
variables and there is a certain correlation between each
index, to simplify the data input to the model on the
premise of ensuring the least loss of data information,
principal component analysis (PCA) [24–26] is used to
reduce the dimensionality of the collected data. Table 1
shows the eigenvalues and contribution rates of the prin-
cipal components. It can be seen from Table 1 that the

cumulative contribution rate of the first 12 principal
components is 86.6680%, so the first 12 principal com-
ponents are extracted.

Table 2 shows the 12 linearly independent principal
components extracted after the principal component attri-
bute reduction of the 46 supply chain financial risk evalu-
ation indicators of the 268 original data samples. Inputting
the dimensionality-reduced data into the evaluation model
can significantly improve computational efficiency; it also
avoids the problem that the support vector machine RBF
kernel function is not good at dealing with dimensionally
nonuniform datasets.

Taking the extracted 12 principal components as the
input variables of the support vector machine, set 200
samples in the training set, 68 samples in the test set, the class
label of bad samples is 1, and the class label of good samples
is 0.

,e improved particle swarm algorithm optimizes the
penalty coefficient C and parameter g of the radial basis
(RBF) kernel function. ,e parameters C1 � 1.5、C2 � 1.7,
the population size is 30, and the maximum number of
iterations is set to 300, the value range of SVM penalty
coefficient C and kernel parameter g is set to [0.001, 10],
particle position Xi ∈ [−6, 6], particle velocity V ∈ [−10, 10].

After optimal selection, the parameters of the SVM
kernel function are screened to obtain C � 2.8284,
g � 0.087936, which is used as the basic parameter of the
model.

Taking DP-SO-SVM as the base classifier, using Ada-
Boost to integrate DP-SO-SVM, the obtained classification
results are compared with the single classifier SVM, PSO-
SVM, and BP-AdaBoost. Table 3 compares classification
results between different indicators of each model.

Accuracy reflects the ability of the classifier to classify
and discriminate the overall samples, that is, the ability of
the model to identify good and bad samples correctly. An

Start

Constructing SVM classification difference
function with parameters

Initialize particle position and velocity

Calculate initial fitness

Sets the individual extreme value of the
particle to its current position

Set the population extreme value to the best
position of particles in the initial population

Whether the
convergence condition is

satisfied

Use dynamic weights to update the position
and speed of particles

Calculate fitness variance and mutation
probability

Generate random number

Is it less than the mutation
probability

Whether
the convergence condition is

satisfied

Perform mutation operation

Output optimal SVM parameter value

No

Yes

Yes

Yes

No

No

Figure 2: Algorithm flow.
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enterprise with good credit is evaluated as an enterprise
with poor credit in the credit evaluation. For the credit
institution, it is only the customer’s future loan interest
loss. Default risk of credit institutions will lead to irre-
coverable loss of principal and interest of credit institu-
tions. ,erefore, compared with the Recall indicator, which
represents the prediction accuracy rate in instances labeled
as positive samples, this paper pays more attention to the
size of the specificity indicator, which reflects the predic-
tion accuracy rate in instances labeled as negative samples.
Due to the specific sample data, the predicted value of the
support vector machine for the test set is a single value, and
the ROC curve is degraded. At this time, the AUC index
cannot fully reflect the classifier’s performance, so this
paper uses F1−Score, G− means, accuracy, and other in-
dicators were used as the primary evaluation indicators.
AUC was used as the auxiliary evaluation indicator.

,e results in Table 3 show that all models can effectively
classify the data collected in this paper, with the lowest
classification accuracy of 87.21%. At the same time, it can be

seen that the recognition error of negative samples is always
higher than that of positive samples, so, in future research,
more attention should be paid to the misclassification rate of
bad samples.

Comparing different models, the performance of the
PSO-SVM model is significantly improved based on SVM.
Using an adaptive mutation particle swarm algorithm to
optimize SVM, DPSO-SVM has a better classification effect
than standard PSO-SVM. ,e accuracy of the test set
samples is improved from 92.34% to 93.57%.,e AdaBoost-
DPSO-SVM model integrated with the AdaBoost algorithm
has a significant improvement in various indicators, and the
model accuracy reaches the highest, 96.13%. Compared with
the BP-AdaBoost model, its classification performance is
better.

,e specificity index of the AdaBoost-DPSO-SVM
model is the highest among the five models, indicating that it
has the lowest error rate in identifying bad credit companies
as good credit companies. ,e G-means and F1-score index
values that comprehensively reflect the output effect of the

Table 2: Principal components of the 268 original data samples.

Code F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12
1 −0.4976 −0.3612 −0.5216 −1.3382 −0.6266 1.2898 −0.5716 −0.0732 −0.5326 −0.4662 −0.1806 −0.2922
2 −0.4145 0.6247 0.1625 0.5927 0.1605 0.0617 0.9665 0.3117 0.0295 −0.2643 −0.3715 0.1287
3 −0.0836 −0.1382 −0.8316 −1.1692 0.2364 0.5518 −0.9906 −0.5682 −0.2296 0.2598 −0.7196 0.1488
4 −0.2025 0.1407 −0.5665 −0.0443 3.2635 −0.5633 −0.2875 −1.6223 −0.5925 −0.6943 −0.7085 0.1567
5 −0.2206 −0.4792 −0.3446 −0.3932 −0.0426 0.1488 −1.1766 −0.3362 −0.3526 0.4878 −0.6356 0.2628
6 −4.7765 −2.1403 1.7345 −2.5263 −1.9085 1.4337 5.8485 −4.3783 −4.3885 −1.5103 1.3355 −1.1613
7 −0.5156 −0.2272 −0.7406 −0.9292 0.0004 0.0948 −0.1606 −1.5692 −0.9626 −1.3952 −0.8866 −0.9332
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

268 0.5997 0.2912 −0.5793 0.6402 −1.3163 0.0212 −0.5273 −0.8408 0.4417 -0.2168 0.4357 0.3532

Table 3: Comparison of different results.

Algorithm Accuracy Recall Precision Specificity G-means F1-score AUC
SVM 87.21 96.76 88.27 47.05 92.44 92.3 71.95
AdaBoost 89.72 98.41 89.69 52.96 93.93 93.87 75.64
PSO-SVM 92.34 96.99 91.21 58.81 95.52 95.37 79.44
DPSO-SVM 93.57 96.02 92.52 64.73 96.18 96.14 82.33
BP-AdaBoost 94.90 98.38 95.34 76.46 96.87 96.82 87.46
Ada-AMPSO-SVM 96.13 98.02 95.29 82.37 97.61 97.62 91.16

Table 1: PCA result.

Principal component
Initial eigenvalues

Eigenvalues Variance (%) Cumulative variance (%)
1 10.5091 22.8452 22.8452
2 8.5722 18.6343 41.4795
3 4.5007 9.7843 51.2638
4 3.2723 7.1132 58.3770
5 2.9594 6.4332 64.8102
6 2.2995 4.9983 69.8085
7 2.0413 4.4383 74.2468
8 1.3192 2.8662 77.1130
9 1.1995 2.6063 79.7193
10 1.1374 2.4723 82.1916
11 1.0532 2.2902 84.4818
12 1.0051 2.1862 86.6680
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model are the highest, 97.63% and 97.62%, respectively,
indicating that the AdaBoost-DPSO-SVM model proposed
in this paper can be better applied to the assessment of
supply chain financial credit risk.

5. Conclusions

,e research on credit risk first appeared in the field of
finance. It is one of the main risk types faced by credit
subjects such as enterprises and financial institutions.
Many domestic and foreign scholars study credit risk from
different perspectives. In our research, we pay more at-
tention to the evaluation of supply chain financial credit
risk. ,e diffusion of credit risk among many subjects is
the result of the joint action of internal and external factors
such as the psychological and behavioral factors of credit
risk holders, the network composed of credit risk holders
as nodes, and the behavior of market regulators. ,e ar-
tificial intelligence integrated application model of supply
chain financial risk assessment constructed in this paper
provides a new perspective for accelerating the supply side
structural reform in China’s financial field, making finance
better serve the real economy, and realizing high-quality
economic development.
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,e dataset can be accessed upon request.
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Chinese character fonts not only carry the long history of Chinese civilization, but also burst out modern design art elements with
distinctive Chinese characteristics. is article �rst analyzes the origin and writing form of several ancient Chinese characters and
draws out the in�uence of the historical evolution of ancient Chinese characters on Chinese culture. In the basic theoretical
structure of font design, traditional art elements and modern font design are integrated, and speci�c design cases are analyzed. A
Chinese character packaging quality detection method combining machine vision and a lightweight convolutional neural network
is proposed. First, the method based on threshold segmentation and a�ne transformation in machine vision is used to perform
threshold processing on the image to be tested, and the Chinese character region is tilted and cropped; then, the network structure
of the classi�cation algorithm is designed according to the requirements of image features and defect recognition.e �eld images
are produced, a dataset of Chinese character packaging defects is established, and then the proposed Chinese character packaging
defect recognition network is veri�ed and deployed to test the accuracy and detection speed of the algorithm deployed on the
Jetson Nano embedded platform. Combined with theoretical research and case analysis, the design of packaging design series is
practiced with the idea of combining Chinese character art design and classical culture.

1. Introduction

e birth of the written word symbolizes the progress of
human society, and the culture of Chinese characters, which
has undergone millennia of baptism, is the only ancient
script that has survived and is still in use today [1, 2]. e
study of the visual arts of Chinese characters has gradually
become an important part of the design and is widely used in
modern graphic design, such as poster design, packaging
decoration and product description, book layout design, and
media advertising communication. Packaging plays an in-
creasingly important role in modern design trends, and
more andmore industries require product packaging design.
For example, material products and other series of physical
packaging belong to the traditional packaging design cate-
gory, whereas �lm and media, advertising, and corporate
image belong to the new modern packaging [3, 4].

Regardless of the modern and traditional packaging, all put
words in the �rst place of design, and Chinese characters are
an important member of font design. e design of Chinese
characters in packaging design not only expresses the ex-
cellent Chinese civilization, but is also an outstanding
representative of modern Chinese design.rough the study
of the artistic expression of Chinese characters, it is possible
to gain a deep understanding of the ideology and aesthetic
�avour of Chinese civilization, to lay a good foundation for
modern type design, to further explore the relationship
between tradition and modernity, to promote a better
breakthrough in the international development environ-
ment of modern art design of Chinese characters, and thus to
better express the national spirit and Chinese style of
packaging design. National cultural values and traditional
art forms are the artistic sources of Chinese character font
design. Especially in packaging design, the Chinese character
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art form, with the modern design concept as the medium of
packaging materials, conveys the connotation of Chinese
character culture from the perspective of visual art, which
has very important research significance and artistic value
[5–7].

Chinese characters contain the long cultural history of
our country and at the same time have a rich cultural
heritage. It is not only a character, a language, but also a
spirit, a heritage. Chinese characters have a wide variety of
expressions, whether they are pictographs or morphological
characters, and they have a unique charm that is much loved
by Chinese children and even by people from overseas.
Because of their plasticity, Chinese characters can have a
strong visual effect in terms of shape, size, font, and
meaning, conveying a message or even an aesthetic effect [8].
,is feature of Chinese characters was discovered and ex-
plored by businessmen, so Chinese fonts began to appear in
the design of product packaging, and this new form soon
came to be noticed and loved by the public, and many
businesses began to compete to imitate it, in order to give full
play to the promotional role of Chinese fonts and to express
the efficacy of the product vividly. Here we look at the
linguistic expression of Chinese fonts in product packaging,
and see the visual effect it plays [9].

,e application of Chinese character font epigraphic
decoration design in product packaging, from the text pen
shape: the structure of Chinese characters is actually com-
plex, different Chinese characters are composed of different
strokes that make up the shape of the text, which is often
referred to as the text pen shape. ,e brush shape is a type of
Chinese character decoration and is used more often in
product packaging [10].

,e structural shape of the characters: different char-
acters have different artistic shapes and are suitable for
different product packaging designs. And some Chinese
characters have a vivid image, which can give a good visual
impact to a certain extent. We have just analyzed the
characters from the perspective of strokes, and now we are
talking about how to do a good job of decorating the
characters from the point of view of the overall shape and the
overall structure of the characters. Some Chinese characters
have fewer strokes and the overall structure is simple and
easy to understand, giving people a sense of simplicity and
generosity. Such a Chinese character structure is combined
with some novel and fun patterns, and then the text is
processed through computer technology to enrich the im-
age. Of course, different products have different packaging
concepts and there is a great deal to be said for the choice of
Chinese characters, which is something that packaging
professionals should be aware of when they are working on
the packaging [11, 12].

,is article proposes a method for detecting the quality
of Chinese character packaging by combining machine vi-
sion and lightweight convolutional neural networks. Firstly,
a method based on threshold segmentation and affine
transformation in machine vision is used for shareholding,
skew correction, and cropping of the Chinese character
region of the image to be measured; then, the network
structure of the classification algorithm is designed

according to the image characteristics and defect recognition
requirements; finally, the production site images are col-
lected to build a Chinese character packaging defect dataset,
after which the proposed Chinese character packaging defect
recognition network is validated and tested for the accuracy
and speed of the algorithm deployed on the Jetson Nano
embedded platform [13]. ,e accuracy and detection speed
of the algorithm deployed on the Jetson Nano embedded
platform was tested. Combining theoretical research and
case studies, the design of the packaging design series is
practiced with the idea of integrating Chinese character art
design and classical culture. To sum up, we have a certain
understanding of the visual language effect of Chinese
character font design in product packaging. From the ap-
pearance, imagery, and overall calligraphy structure of
Chinese characters, we explore how to integrate Chinese
character fonts into packaging design, which can not only
promote product promotion and the effect of sales, but also
to meet people’s aesthetic psychology. By analyzing the
application of Chinese fonts in packaging design, the de-
velopment of Chinese packaging is promoted.

2. Related Works

,e study of Chinese fonts in packaging design, first of all,
should cut into the subject from the perspective of philology,
the process of development and evolution of Chinese fonts
in the textual dimension is the mainstream academic ar-
gument of current textual research, by knowing the origin of
civilization and the development of philology, to establish a
theoretical basis for subsequent design practice [14].

Domestic research into the basic theory of packaging
design is currently at a rapid stage of development, where the
combination of theoretical literature and excellent design
practice work has led to packaging having the role of an
industry vane in the discipline of graphic design. Firstly,
regarding the current status of the basic theory of packaging
design, [15] makes a clear study of the relationship between
packaging development and economic culture and provides
a detailed overview of the essential functions of packaging,
integrating the study of new materials and new design
concepts into innovative design practice. In [16], the
principles of visual communication design are systematically
and clearly outlined, from conceptual theory to physiological
activity, and sublimated through the study of visual per-
ception into a perceptual account of visual art. In [17], a
series of theories of packaging design is elaborated, including
a complete theoretical study of the functional nature, cul-
tural values, market positioning, design elements, and
printing and manufacturing.

With the development of modern thinking of fashion
and nationalism, packaging design is more dependent on the
decoration of visual art design based on theoretical research,
breaking through the traditional packaging forms and rules
of design, which is the goal of the pursuit of market value. In
[18], the visual language of packaging design such as text,
colour, and graphics is studied separately to pursue a more
suitable visual symbol design for the product, which is
applied to design practice according to theoretical research.
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In [19], the chronological evolution of packaging design is
systematically studied, from the mid-19th century to the
1980s, a period of about 150 years of packaging design cases,
with Europe and the United States as the main objects of
study, revealing the history of economic culture and
packaging design processes in developed Western countries
or regions, allowing an intuitive understanding of the
evolution and development of advanced design concepts
abroad. It has a certain reference value for the innovation of
modern packaging art and design forms in China. Reference
[20] describes the rise of Japanese design after World War II
and analyzes, from the perspective of reason and sensibility,
the different senses of modern design for society, human
beings, and nature, which is useful for the study of packaging
design and consumer psychological appeal.

,e packaging of Chinese characters is the final step in
the process of testing the quality of Chinese characters before
they are used as packaging to go to market. Compared to
manual inspection, machine vision has great advantages in
terms of speed and accuracy. Reference [21] used Blob
Analysis on a smart camera to detect missing bottles and
breaks in the packaging of specific colour Chinese charac-
ters; [22] used Speeded Up Robust Feature (SURF) with a
support vector machine (SVM) to detect defects.

3. The Imagery of Chinese Fonts

,e connotations of Chinese characters are rich and varied,
and in addition to the use of representational decoration of
Chinese characters as we have described earlier, the imagery
of Chinese fonts can also be applied to the design of product
packaging. What is the imagery of Chinese characters? ,e
imagery of Chinese characters refers to the unique conno-
tation of Chinese characters, combining this connotation
with the essential features and practical functions of the
product, enriching the expression of Chinese characters by
implying meaning in form [23]. ,e imagery of Chinese
characters can be divided into the morphological expression
of the characters and the meaning of the characters. ,e
morphological expression means finding the commonalities
between the characters and the product and combining them
with the meaning of the words in a comprehensive graphic
art, which will produce unexpected design effects. ,e
meaning of the word is to find the appearance or properties
of the product and design the world by incorporating cre-
ative elements into the word, which can sometimes achieve a
very good mood.

Whetherwe are talking about representations or imagery,
in the end, it comes back to the calligraphic script and stylistic
structure of the Chinese characters. ,e content of the text is
important, as it introduces the product name, but if we focus
on the content and structure of the art, the effect of the
packaging will be doubled. ,e requirements for packaging
are getting higher and higher, and the forms of packaging are
becoming more and more diverse, with a series of new forms
of expression such as images being discovered all the time. To
continue to play the role ofChinese fonts inpackagingdesign,
we need to give more thought to the artistic and decorative
quality of Chinese characters [24].

To sum up, we have a certain understanding of the visual
language effect of Chinese character font design in product
packaging, from the appearance, imagery, and overall cal-
ligraphic structure of Chinese characters to explore how to
integrate Chinese fonts in packaging design, both to play the
effect of product promotion and sales and to meet people’s
aesthetic psychology. ,rough the analysis of the use of
Chinese fonts in packaging design, we will promote the
development of Chinese packaging.

4. Programme of This Article

In order to meet the detection task of this article and to
achieve low-cost deployment and improve production effi-
ciency in a production environment, this article combines
traditional image processing methods and designs a Chinese
character packaging defect detection algorithm with refer-
ence to theMobile Net series network structure.,e first step
is image acquisition, followed by preprocessing (threshold
segmentation, tilt correction, ROI cropping) and recognition
by the classification network, and finally the results are
outputted. First, the original image captured by the industrial
camera is preprocessed, including threshold segmentation,
position correction, and region of interest (ROI) cropping
[25], to obtain a single Chinese character region image; then
the single Chinese character region images are fed into the
packaging defect classification network in turn; finally, the
category of each Chinese character region image is outputted
(see Figure 1).

5. Image Preprocessing

,e colour image was first grey-headed, that is each pixel in
the image had equal component values in all three RGB
channels. After grey-scale processing, the original image was
cropped according to ROI based on the external trigger used
by the camera and the relatively stable region of the Chinese
character blister pallets in the image to reduce computa-
tional effort, and the region of interest image f (x, y) was
obtained, as shown in Figure 2(a). ,e blister tray in the
grey-scale image is close to the grey value of a part of the
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Figure 1: Flow of Chinese character packaging quality detection
algorithm.
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block in the background, and direct use of global share-
holding cannot effectively separate out the tray. Figure 2(b)
shows the result of the direct use of the maximum inter-class
difference method (Otsu). Observing the ROI image shows
that the edge distinction of the blister tray box background is
obvious, so the edge information can be used to assist Otsu
in shareholding [26].

In this article, the ROI image is first smoothed using a
Gaussian filter, then the image edges are calculated using the
Laplace operator [27], and then the Laplace image is
thresholded using 99% of the absolute value of the Laplace
image to specify a threshold non-negative T to obtain a sparse
set of pixels gt(x, y), and the process can be expressed as:

gt(x, y) �
1, |R(x, y)|≥T,

0,
 (1)

where R (x, y) is the response of the filter template at the
centre of its coverage area. ,e ROI image f (x, y) is then
multiplied by gt(x, y) to obtain g(x, y):

g(x, y) � f(x, y) × gt(x, y). (2)

Based on the histogram of non-zero pixels, the ROI
image was minimized using the Otsu method [28], and the
results are shown in Figure 2(c). Although a part of the

interference region with similar grey scale is also segmented,
the addition of edge information makes the blister tray and
the interference region in the fruit segmented into mutually
independent regions, and the threshold result is subjected to
the connected domain operation, and then the regional area
filtering is performed to obtain the complete blister tray
segmentation image I (x, y), as shown in Figure 2(d).

5.1. ChineseCharacter PackagingDefect RecognitionNetwork.
In this study, we use the Mobile Net series of networks as the
basis for improvement. In the Chinese character packaging
defect detection task, the image content of the Chinese
character region after cropping and segmentation is rela-
tively single, and there are few image categories, so there is
no need for an overly deep network to extract features, and
hence we can appropriately reduce the number of network
layers and use continuous down sampling. ,e original
MobileNetv2 network uses global average pooling after the
last layer of convolution, but since the network in this article
is a rectangular image input, the last layer of convolution
produces a rectangular feature map, so the pooling layer is
changed to adaptive average pooling [13].

,e specific structure of the network is shown in Fig-
ure 3: two fully convolutional (FC) layers, five convolutional

Figure 2: Image threshold process.
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blocks, an adaptive average pooling layer, a fully connected
lawyer, and a Softmax classification function.

,e first layer is a full convolutional layer with 32 3× 3
convolutional kernels, Stride� 2, and the output is 32 ×

28×112 feature maps; the second to sixth layers are five
convolutional blocks (Blocks) in turn, and the internal ex-
pansion multiplier of the Blocks is 6, where Block1∼Block4
are set with a sliding step of 2 and successive down sampling,
and the output feature map is 2× 7×160; the seventh layer is
a full convolutional layer with 512 1× 1 convolutional
kernels, which is used for feature dimensioning; the eighth
layer is an adaptive averaging pooling layer, which keeps the
number of feature map channels unchanged and changes the
feature map size to 1× 1; the ninth layer is a fully connected
full convolutional layer, which is used for feature dimen-
sioning. ×,e ninth layer is a fully connected layer, followed
by a Softmax layer for classification.,e batch normalization
layer [14] is added after each network layer except the av-
erage pooling layer to speed up the training and improve the
generalization ability of the model, and the ReLU6 activation
function [15] is used after the batch normalization layer, and
the dropout layer [16] is used after the fully connected layer
to prevent the network from overfitting during training.

6. Case Studies

6.1. Visual Art Application of Chinese Characters in Packaging
Design. With the continuous enrichment of technological
design tools, the functional and stylistic design of packaging
has significantly improved. On the basis of the design of
elements such as text, colour, graphics, function, and shape,
the research continues to address the artistic expression of
Chinese characters in packaging design. ,e artistic value of

Chinese characters in packaging design is studied from a
psychological perspective, and the artistic expression of
Chinese characters in packaging design is analyzed in terms
of imagery, digitization, visualization, and the value
demanded in contemporary social development.

,e visual language of imagery in Chinese characters in
packaging design is an exploration of abstract traditional
cultural forms, a unique artistic expression of Chinese char-
acters that can be applied to packaging design to enhance the
overall aesthetic effect of the product’s taste, mainly through
the brushwork of calligraphy. ,e visual culture of calligraphy
is the main source of inspiration for Chinese character ele-
ments in packaging design. ,e hieroglyphic strokes of cal-
ligraphy and the structure of the cloth and white contribute to
the imaginative expression of the Chinese characters in a more
classical Chinese context, which, combined with the post-
modern classical design trend, has a positive impact on the
artistic expression of Chinese characters in packaging design.
,e packaging design of “One Mountain, One Immortal”
(Figure 4), designed by Hello Ocean Branding Studio, com-
bines the character “mountain” with the shape of the product
and the elegant classical aesthetic mood of the product,
reflecting the beauty of the Chinese character imagery to the
fullest (Figure 5). Moutai Town Wine’s 2019 Year of the Hexi
theme packaging uses calligraphic imagery to enhance the
overall effect of the packaging.

Another trend in the artistic performance of Chinese
characters in modern packaging design lies in following the
pace of social economy, pursuing the power of science and
technology, adding a more modern visual feel to the Chinese
character font design, enabling consumers to quickly accept the
design principles, conforming to the modern design atmo-
sphere of consumers’ personal lives, constantly strengthening

Input
picture Conv0 Block1 Block2 Block3 Block4 Block5 Conv1 Average

pooling FC Softmax

1×1×31×1×5122×7×5122×7×1602×7×964×14×967×28×6414×56×6428×112×3256×224×3

Figure 3: Defect classification network structure.

Figure 4: ,e imaginative representation of Chinese characters in the packaging design of “One Mountain, One Immortal.”
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the visual impact of science and technology, bringing the
Chinese character elements of packaging design not only to
inherit the tradition, but also to find the theme of Chinese
characters in the modern environment. For example, Figure 6
is a display of the packaging design for GoodNight Technology
Sleeping Drink. ,e design combines the product’s techno-
logical health theme with modern technological elements
around the Good Night font. ,e design echoes the theme of
the packaging design, which is a modern and minimalist
aesthetic that makes consumers feel comfortable and healthy.

As shown in Figure 7, the application of Chinese char-
acters in product packaging is based on the pictorial nature of
Chinese characters, combining thebeauty of the foot formand
graphicdesign to showthe specific imageof themain idea tobe
expressed in the product packaging. ,e Chinese characters
for the theme “Craftsmanship,” the use of a labyrinth design
and the shape of the Chinese gossip culture, express the main
idea clearly, show the strong corporate culture of the product,
and enhance thepublicity of theproduct’s highquality of hand
brewing to win the trust of consumers.

Figure 5: Imaginative representation of Chinese characters in Moutai town wine packaging design.

Figure 6: Digital representation of the Chinese character technology in the packaging design of the “Good Night Technology” Sleeping
Drink.
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6.2. -e Influence of Traditional Visual Art Elements on
Packaging Design. Chinese traditional culture in packaging
design art design elements, which are a representative of the
Chinese national style, traditional visual culture of the
people through society, national humanistic feelings, and the
development of cultural industries, gradually formed the
visual observation of artistic habits of life.

First of all, traditional graphics in packaging design are
based on folk culture as the inspiration for creativity, with
rich and varied styles and auspicious and simple meanings.
,e traditional elements of the “Fu Lu Shou Xi” and the “Tai
Ji Ba Gua” and “Dragon and Phoenix Cloud” patterns are
some of the more common visual cultural elements in
modern packaging design (Figure 8). ,e visual cultural
characteristics expressed in the example of Coca-Cola’s
product packaging show the unique creativity of the tra-
ditional Chinese visual culture.

Secondly, the literati’s spiritual sentiment of ink and
wash, the creative expression of traditional ink and wash in
the artistic practice of packaging design, has a strong Chi-
nese classical aesthetic connotation (Figure 9), visual culture
packaging design of Taiwan Gaoshan tea, flower, bird, fish
and insect ink painting, space extension, and clear meaning.

,irdly, handicraft design elements of folk art provide
creative inspiration for the traditional cultural and creative
design of modern packaging. Folk art is a traditional art and
culture passed down in the folklore, which is applied to the
creative practice of modern packaging design, reflecting the
representative literary style of national folk crafts (Fig-
ure 10). Also, it is a visual culture packaging designed and
created by a new generation of Chinese designers, with a
unique visual culture theme, expressing the creative aes-
thetics of local ethnic elements.

Fourthly, the paper-cutting technique breaks through
the traditional new creative expression—new paper-cutting.
,e traditional paper-cutting technique is different from the
traditional folk paper-cutting form of carving and uses a
smooth and flowing cutting technique to present the beauty
of life (Figure 11). ,e new paper-cutting packaging design
by Mr Zhao Xigang, the creator of Modern Visual Culture’s
“New Paper-cutting,” uses the graphic elements of “New
Paper-cutting” to achieve a double harvest of professional art
and ideology and culture.

7. Experiments and Analysis of Results

7.1. Preprocessing Algorithms. ,e preprocessing algorithm
was tested using a total of 4,400 original images (five
matches) constructed for the dataset. Since the threshold
segmentation results determine the accuracy of the subse-
quent skew correction and ROI cropping, two control
groups were set up in this article, using Otsu and global
double shareholding as the shareholding methods in the
preprocessing algorithm, respectively.

,e preprocessing algorithm using the global double
shareholding method was the fastest with an average time of
8.34ms and an accuracy of 97.00%. As shown in Table 1, the
main factor affecting the accuracy was the luminance
fluctuation; the preprocessing algorithm using Otsu as the
shareholding method had the lowest accuracy of 92.5%. ,e
main factor affecting the accuracy was the difficulty in
segmenting the pallet when it was close to a block with a
similar grey level. ,e edge-assisted shareholding has good
adaptability, with an accuracy of 100% and an average time
of 15ms for the preprocessing algorithm, which is a better
overall performance.

Before After

Figure 7: ,e “artisanal creation” packaging design of snowflake beer in Chinese characters.
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7.2. Identifying Networks. ,e proposed Chinese character
packaging defect classification network (LocalNet) was
trained and tested on the above constructed Chinese
character packaging defect classification dataset, Nano
compact deep learning module, and the Pytorch
framework.

To compare the performance of this network with that
of the reference network, two control groups were set up:
one was the original MobileNetv2 with an input size of
224× 224 × 3, and the other was this network

(LocalNet_224) with an input size of 224 × 224× 3. All
three sets of experiments were trained using Stochastic
Gradient Descent (SGD) [17], and the learning rate was
adjusted using a cosine annealing strategy [18], as shown in
Figure 12(a), with an initial learning rate of 0.1, a minimum
learning rate of 1× 10−8, a momentum factor of 0.9, and a
weight decay factor of 0.0003. ,e original MobileNetv2
network converged the fastest with a stable loss of 0.004,
Local Net converged the second fastest with a stable loss of
0.005, and LocalNet_224 converged the slowest with a

Figure 9: Taiwan high tea visual culture packaging design.

Figure 8: Coca-cola’s visual culture packaging design.
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stable loss of 0.035. Validation rates of the original
MobileNetv2 and Local Net in Figure 12(c) were both
99.99%.,e accuracy of both the original MobileNetv2 and
Local Net in Figure 12(c) is 99.99%, and the accuracy of
LocalNet_224 is 98.67%. From the experimental data, it can
be seen that LocalNet_224 does not perform like Mobi-
leNetv2 in terms of training loss convergence and vali-
dation accuracy when using the input size of 224 × 224,
while the training loss convergence and final training loss
of Local Net with the input size of 56 × 224 are slightly
lower than that of MobileNetv2. ,e validation accuracy is
the same as that of MobileNetv2 and significantly better
than that of LocalNet_224, which verifies the effectiveness
of the proposed network structure design.

To verify the classification performance of the networks
in this article, tests were evaluated on the test set constructed
above, and a test control experimental group was also set up,
including two lightweight networks—ShufflENetv2 [19] and
Squeeze Net [20]—and two machine learning method-
s—Local Binary Pattern (LBP) [21] feature-based SVM and
Extreme Learning Machine (ELM) [22]. ,e control group
was pretrained on the training set.

Table 2 presents the performance comparison of dif-
ferent classification methods, including input size, number
of parameters, accuracy, and the average time taken to
detect a Chinese character region image using three dif-
ferent hardware conditions: GPU (NVIDIA Tesla V100),
CPU (Xeon Gold 6148), and Jetson Nano. As shown in
Table 2, in terms of the number of model parameters, the
proposed model has 0.50 ×106 parameters, which are the
lowest among the listed deep learning models. In terms of
detection accuracy, ShuffleNetv2 has the highest accuracy
of 99.99%, while the proposed network has 99.94%, with
only 0.05 percentage points differences, and the LBP-ELM
method has the lowest accuracy. In terms of detection time,
the LBP-ELM method was the fastest due to the structural
advantage of ELM, with 3.87ms and 10.25ms in the CPU
environment of the computer and Jetson Nano,

Figure 10: Visual culture packaging design for the folklore “zaohuo faces.”

Figure 11: Zhao Xigang’s original “new paper cut” visual culture packaging design.

Table 1: Performance of preprocessing algorithms under different
threshold methods.

,reshold method ROI cutting accuracy
(%)

Average time
(ms)

Edge assist 100.00 15.00
Otsu 92.50 11.12
Global double threshold 97.00 8.34

Scientific Programming 9



respectively; the detection time of the proposed network
was the best among the deep learning models in the three
hardware types, with 2.31ms, 7.82ms, and 11.02ms, re-
spectively. Although Squeeze Net has a small number of
parameters, it still has a large number of conventional
convolutional computations and therefore does not show

any speed advantage.,is shows that the proposed network
is the best among the listed methods in terms of the number
of parameters, accuracy, and detection speed. When the
network is deployed on the Jetson Nano platform, for
example, a box of five Chinese characters is preprocessed in
15ms, and the overall detection time of the algorithm is
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Figure 12: Experimental results. (a) Learning rate adjustment. (b) Loss. (c) Accuracy.

Table 2: Comparison of the performance of different classification methods.

Classification method Enter size Parameter quantity (106) Accuracy (%)
Detection time (ms)

GPU CPU Jetson Nano
Squeeze Net 224× 224× 3 1.25 97.63 3.57 55.43 41.00
Shuffle Netv2 224× 224× 3 3.50 99.99 7.51 30.50 21.11
Mobile Netv2 224× 224× 3 3.50 99.97 6.20 31.15 20.51
LocalNet_224 224× 224× 3 0.5 97.89 2.23 18.17 13.45
Local Net 56× 224× 3 0.5 99.94 2.31 7.82 11.02
LBP-SVM 56× 224× 3 — 91.10 — 5.59 16.03
LBP-ELM 56× 224× 3 — 87.96 — 3.87 10.25
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70.1ms, which can reach 14 boxes/s and meet the re-
quirement of real-time detection in the pipeline.

8. Conclusions

,is study presents a Chinese character packaging quality
inspection algorithm for a small computing platform (e.g.,
Jetson Nano), including a preprocessing algorithm for
cropping images of Chinese character packaging areas and a
recognition network, by analyzing images collected on a
Chinese character packaging production line and borrowing
ideas from the Mobile Net series of lightweight convolu-
tional neural networks. ,rough experiments, the proposed
preprocessing algorithm can accurately extract the image of
the Chinese character packaging area, and the recognition
network can achieve an inspection speed of 14 boxes per
second on the Jetson Nano platform, which is much faster
than the existing manual visual inspection speed of 1 box per
second and achieves an accuracy rate of 99.94%. ,e de-
ployment of this algorithm on a Chinese character packaging
line significantly reduces the constraints of inspection speed
on production line capacity and provides technical support
for the automation upgrade of the packaging line. ,e next
step is to carry out work related to algorithm optimization,
model quantification, and hardware platform adaptation to
further improve the speed and accuracy of the algorithm to
meet the participation requirements.
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In visual communication design, the basic design elements include four types of text, graphics, colour, and layout. While the �rst
three can be called visual elements, layout design is the functional arrangement of visual elements. Layout design is as much about
making the viewer receive visual information as it is about making them feel attractive. e combination of arti�cial intelligence
and layout design has now become a popular direction in the �eld of visual communication design. However, the automatic layout
design process achieved through an a priori design framework still requires human involvement and is a semi-intelligent
application. To solve the above problems, this study proposes a poster layout design method based on arti�cial intelligence. e
layout composition method consists of a learner and a generator. Firstly, the learner uses the spatial transformation network to
learn the classi�cation of layout composition elements and form the initial layout design templates for di�erent composition cases.
Secondly, the generator optimises the initial template based on the LeNet architecture using the golden ratio and trilateration
parameters to produce multiple optimised templates. e templates are then stored in a library of corresponding templates
according to their composition and framing style. e experimental results show that the proposed poster layout composition
method achieves a higher accuracy rate than existing methods.

1. Introduction

Visual communication design, often also referred to as
graphic design, is a creative act that encompasses graphics,
text, colour, and layout. e purpose of visual communi-
cation design is to convey emotion and information [1–5]. In
the Internet era, visual communication design has long since
gone beyond the design laws of traditional graphic design.
Cross-border integration of visual communication design
has become an important development trend. In visual
communication design, the basic design elements include
four types of text, graphics, colour, and layout [6–8].e �rst
three can be called visual elements, while layout design is a
relatively independent design art.

At the present stage, arti�cial intelligence (AI) has de-
veloped into an intersectionof computer science, psychology,
philosophy, art, and other technical sciences [9, 10].With the

development of deep learning and neural networks, AI has
started to enter society, such as voice assistants and image
recognition technology. How will arti�cial intelligence im-
pact the �eld of design? In particular, design can be under-
stood as a purposeful act of creation [11–13]. Arti�cial
intelligence, on the other hand, can be understood as a tool
with recognition functions for helping humans solve prob-
lems. Understood from this perspective, AI can be a kind of
designer’s aid. In recent years, more and more scholars are
also exploring the combination of AI and design.

Currently, the combination of arti�cial intelligence and
visual communication design has produced a number of
intelligent applications [14–17], such as intelligent logo de-
sign, intelligent colourmatching, and intelligent image search.
In the case of magazine media, for example, intelligent au-
tomatic layout design has been implemented through an a
priori design framework. However, this intelligent layout
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designprocess still requireshumanparticipationand is a semi-
intelligent application. +erefore, the core problem of this
study is how to carry out automatic layout design through AI.

+e first task in using AI for layout design is to make the
computer understand the constituent elements of the layout.
+is research will use deep learning techniques to locate and
identify the constituent elements of the layout in the target
image. Machine learning is a discipline dedicated to the
study of how computers can simulate the human brain
[18–22]. Machine learning can use the empirical knowledge
learned to continuously improve the performance of the
system itself. With the continuous improvement of the
computer hardware base (e.g., the rapid development of
GPUs) and the large amount of data generated by various
social networks, deep learning techniques have become a
very important research direction in machine learning. Deep
learning is a method for learning representations of data,
with the advantage of replacing manual feature extraction
with efficient hierarchical feature extraction. In recent years,
many large Internet companies such as Microsoft, Google,
Facebook, and Baidu have also set up relevant research
teams. Deep learning has been widely used in various AI
tasks such as speech recognition, computer vision, and
natural language processing.

In traditional machine learning, the target image pro-
cessing task is divided into two main steps. +e first step
relies on human experts to design the features manually. +e
second step is to provide the extracted features to a selected
classifier for model training. +is approach to image pro-
cessing has been well used in practice in some respects.
However, the process of manual feature extraction is time-
consuming and labour-intensive and inevitably introduces
some subjective differences due to differences in perception.
It is difficult to fully standardise the execution criteria be-
tween different people or at different moments in time for
the same person, which can easily result in the loss of feature
information. +is has limited the development of traditional
machine learning to some extent. In recent years, image
processing based on deep learning can solve the above
problems very well. +e biggest advantage is that no manual
selection of extracted features is required.

Deep learning techniques can also significantly out-
perform traditional machine learning methods in terms of
accuracy using convolutional neural network (CNN) models
to autonomously learn appropriate image features.
Andrearczyk et al. [23] proposed a convolutional neural
network for processing handwritten digit recognition tasks.
To solve large-scale computer vision recognition tasks,
Zhang et al. [24] proposed an LeNet convolutional neural
network model. +e advantage of this network model is the
use of ReLU as the activation function of the LeNet, which
solves the problem of possible gradient dispersion in the
sigmoid activation function in deeper network architectures.
Wang et al. [25] proposed the dropout method, which ef-
fectively alleviates the problem of model overfitting during
the training process of deep networks.+e innovation of this
method is that the neurons in the fully connected layer are
inactivated with a certain probability (typically 0.5) during
the training phase. +e dropout method removes some of

the neurons from the forward and backward parameter
propagation, greatly reducing the interdependence between
neurons and thus ensuring that mutually independent im-
portant features are extracted. Samir et al. [26] proposed a
local response normalisation (LRN) to create a competitive
mechanism for the activity of local neurons. LRN enhances
the generalisation ability of the model by expanding the
values of local neurons with larger responses and sup-
pressing other neurons with smaller feedback. In addition to
this, researchers have also tried to improve image processing
accuracy through a number of conventional improvements.
For example, the ReLU activation function has been mod-
ified into the very good fitting Maxout activation function,
which not only inherits all the advantages of the ReLU
activation function but also avoids the problem of “necrosis”
of neurons due to negative gradients being set to zero.

Although all of these improvements improve the
learning ability of the model to some extent, the AI-based
layout design process involves more elements with greater
spatial variation. For this problem, the above methods are
obviously not effective solutions. +erefore, a layout com-
position method based on a learner and a generator is
proposed. +e main function of the learner is to use spatial
transformer networks (STNs) [27] to classify layout com-
position elements and finally to realise the recognition and
localisation of layout composition elements for learning the
layout of selected poster cases and forming the initial layout
template. Once the learning of the classification of the layout
elements is completed, the element positions can be located.
+e main function of the generator is to optimise the initial
template using the LeNet convolutional neural network. As
the class, number, and position of the elements are already
determined in the initial template, these parameters are only
used to adjust the position of the elements. +e final output
of the generator is a parameter-optimised template, which is
stored in a template library.

+e main innovations and contributions of this study
include the following:

(1) In this study, the popular LeNet convolutional neural
network is used as the base network architecture and
the STN is inserted in its input layer. +e STN can be
trained together with the LeNet and the original
poster case can be automatically detected for spatial
transformation during the training process, thus
enabling the network model to extract more effective
layout composition elements.

(2) +ereisatransitionstateinthespatialevolutionprocess
of the layout composition. To address this problem, an
angular similarity softmax (A-softmax) loss function is
used to replace the original softmax loss function of the
LeNet architecture, which aims tomake the intra-class
distance between layout composition elements of the
same category smaller and smaller, while the interclass
distance between layout composition elements of dif-
ferent categories becomes larger and larger.

+e rest of the study is organised as follows: in Section 2,
the poster layout composition approach analysis is studied in
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detail, while Section 3 provides the detailed layout com-
position method based on A-softmax convolutional neural
network. Section 4 provides the experiments and analysis of
results. Finally, the study is concluded in Section 5.

2. Poster Layout Composition
Approach Analysis

2.1. Common Ways of Composing Poster Layouts. +ere is
currently no unified view on the composition of posters in
the academic community, so there are various classification
methods. +is study combines the existing classification
methods and summarises the commonly used poster
composition methods into the following three types, namely
central composition, tilted composition, and three-part
composition.

Center composition places the subject on the central axis
of the layout. Posters with central composition, with the
main body occupying the visual center, quickly attract the
attention of the audience, concise layout, and a sense of
stability. +ree-part composition is to place the text and the
main image according to the three-part line of the layout. In
the three-part composition, the subject occupies two-thirds
and the rest is the text. On the whole, the three-part
composition has the effect of highlighting the main body and
balancing the layout. In design examples, some poster works
may be difficult to be classified into a certain composition
method. Because of the disorder of free layout, it is difficult
to summarise and define the characteristics of composition.
+erefore, to simplify the analysis, this study only studies the
layout design of a single composition mode.

2.2. Selection of Layout Adjustment Parameters. At present,
the most commonly used layout design method is layout
segmentation based on grid system, which is characterised
by the use of mathematical calculation to divide the layout,
thus guiding the layout of visual elements. In the devel-
opment of modern design, grid-based layout segmentation is
widely used in the field of poster design. Mathematical
parameters commonly used in layout design include golden
ratio, Fibonacci sequence [28], Vandergraff layout structure
principle, and photography three-part method. +e ratio of
length to width in the golden ratio is about 0.618. In layout
design, the most common use is to use golden rectangle to
create grid. +e three-part method is a composition tech-
nique used in photography. +e photographer divides the
length and width of the shot into three equal parts to form
four intersection points and focuses the lens on the inter-
section points and near the three-point line.

In this study, the golden ratio and the three parts were
chosen to optimise the layout template parameters. +is is
mainly because these two layout composition parameters
have a more established and common use in guiding graphic
layouts. In particular, when using the golden ratio division in
poster layout design, the layout is first divided into golden
ratio areas. +en, based on a reasonable reading order, the
subject is placed at the visual focal point and the position and
size of the elements are adjusted according to the golden

ratio. When using the three parts, the position of the subject
is first clarified, and the position of the text is used to de-
termine the position of the subject to achieve different visual
effects, such as the left and right placement of images and
text, central placement, and diagonal placement.

3. Layout Composition Method Based on
A-Softmax Convolutional Neural Network

Poster images present a wide variety of structures. Learning
the classification of layout composition elements in poster
images is the key to layout composition. However, due to the
subjective nature of human extracted features, traditional
machine learning methods cannot adequately characterise
poster images, and complex layout composition elements are
difficult to be fully described. In recent years, convolutional
neural networks have been widely used in various image
classification tasks due to their adaptive feature hierarchical
learning capability. Compared with traditional machine
learning methods, the process of feature extraction by
convolutional neural networks is much simpler.+e features
extracted by convolutional neural networks are more ca-
pable of characterisation, and the classification accuracy has
been substantially improved. +erefore, in this study, an
improved LeNet architecture is proposed to achieve auto-
matic classification learning of layout composition elements
in poster images. In addition, several optimisation templates
are output based on the trained classification network
model.

+e steps of the layout composition method based on
A-softmax convolutional neural network are as follows: 1)
the learner learns the layout composition elements cate-
gorically using STN to form the initial layout design tem-
plates for different composition cases and 2) the generator
optimises the initial templates using the golden ratio and
trilateration parameters on the basis of LeNet architecture to
output multiple design solutions.

Due to the large spatial variation of layout composition
elements in poster images, STN is embedded in the input
layer of the LeNet as shown in Figure 1. Using STN, the
whole network automatically learns more efficient layout
composition elements during the training process. A-Soft-
max loss function is used to supervise the optimisation of the
network model, forcing the network model to learn more
discriminative layout composition elements and finally
obtaining satisfactory classification learning results.

3.1. STN-Based Learner. As mentioned above, the proposed
layout composition method is composed of a learner and a
generator. +e core function of the learner is to identify the
classified layout composition elements. +e STN is used for
the recognition and classification learning of the layout
composition elements. +e aim is to locate and classify
feature elements from an image and to obtain information
on the position and size of the elements.

+is study uses the popular LeNet convolutional neural
network as the base network architecture and inserts an STN
into its input layer, which can be trained together with the
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LeNet and can automatically detect the original poster case
for spatial transformation during the training process, thus
enabling the network model to extract more e¡cient layout
composition elements. As shown in Figure 2, the STN can be
divided into three parts.

As shown in Figure 2, the localisation network in the �rst
part is a custom convolutional neural network architecture
used to generate 2D a¡ne transformation parameters. e
input of learner is an initial set of poster images U ∈ RH×W

with a width ofH and a height ofW . e output is a matrix
transformation parameter θ of size 2∗ 3 obtained from the
regression layer.

In the second section, the grid generator is used to solve
for the mapping of each pixel coordinate with image V and
initial image U. e mapping relationship between (xti , yti)
and (xsi , ysi ) is shown as follows:

xsi , y
s
i( ) � Tθ Gi( ) � Aθ

xti

yti

1


 �

θ11 θ12 θ13
θ21 θ22 θ23

( )
xti

yti

1


,

(1)

where Tθ represents the mapping matrix function, which is
composed of the transformation parameters θ obtained in
the �rst part.Gi denotes the mapping space grid coordinates.
Aθ denotes the transformation matrix.

Finally, the sampler samples the pixel coordinates in the
target image using the coordinate results obtained in the
second part. Since some of the positions in the mapped
initial image may be fractional, the sampling needs to be
determined jointly by the other pixel values around that

coordinate, hence the bilinear interpolation method used in
this study.

Vi �∑
H

n

∑
W

m

Unm max 0, 1 − xsi −m
∣∣∣∣

∣∣∣∣( )max 0, 1 − ysi − n
∣∣∣∣

∣∣∣∣( ),

(2)

where n and m denote the positions of the surrounding
coordinates of the coordinates (xsi , ysi ) in the initial image U,
Unm denotes the pixel value at a point in the initial image U,
and Vi denotes the sampling value of the target image V at
the ith pixel point. e above is the forward propagation
process of the STN. Because the network can be trained to
learn with a neural network model, the back propagation
equation is shown as follows:

zVi
zUnm

�∑
H

n

∑
W

m

max 0,1− xsi −m
∣∣∣∣

∣∣∣∣( )max 0,1− ysi −n
∣∣∣∣

∣∣∣∣( ). (3)
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Unmmax 0,1− xsi −n
∣∣∣∣

∣∣∣∣( )
0 m−xsi

∣∣∣∣
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1 m≥xsi
−1 m<xsi




. (4)

Derivation of transformation parameters θ can be ob-
tained as follows:

zVi
zθ

�

zVi
zxsi

·
zxsi
zθ

zVi
zysi

·
zysi
zθ




. (5)
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Figure 1: Layout composition method based on A-softmax convolutional neural network.
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Figure 2: Spatial transform network model.
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e use of convolution and maximum pooling in tra-
ditional CNNs achieves some degree of translation invari-
ance, but the arti�cially set transformation rules make the
network overly dependent on a priori knowledge. As a result,
CNNs are neither truly translation-invariant nor feature-
invariant to non-arti�cial geometric transformations such as
rotations and distortions. However, the STN with its de-
rivative nature does not require redundant annotation and
can adaptively learn how to transform the space for di�erent
data. STNs enable spatially invariant classi�cation network
models, which have been applied to tasks such as numerical
recognition and face recognition.

3.2. LeNet-BasedGenerator. e �nal output of the learner is
the original layout, while the generator optimises the
original layout based on the corresponding optimisation
parameters and produces several optimised layout tem-
plates. e generator optimises the initial template based on
the LeNet architecture using the golden ratio and trilater-
ation parameters to produce multiple optimised templates.
e golden ratio is a strictly mathematical and artistic visual
feature that is commonly used in layout design, sculpture,
painting, and other �elds. In layout design, the use of the
golden ratio can often help to achieve harmony in the layout.
e use of the golden ratio is divided into two main parts:
�rstly, it is used for the layout of visual elements to optimise
their placement; secondly, it is used to adjust the size of text
elements to create a logical reading hierarchy.e three-part
method is a technique commonly used in painting and
photography. e three-part method starts by dividing the
image into three equal parts, then placing the focus of the
image on the three-quarter line or its intersection, and
setting the proportion of the object on the screen according
to the di�erent weights.

LeNet convolutional neural networks have powerful
image characterisation capabilities and are widely used in
many image classi�cation tasks [29]. In this study, the LeNet
is used as the base classi�cation network architecture for
feature learning of poster images. e network consists of
one input layer (input), �ve convolutional layers (C1∼C5),
three maximum pooling layers (S1, S2, and S5), and three
fully connected layers (F6, F7, and F8), as shown in Figure 3.

Convolution layers are convolved with di�erent types of
convolution kernels to extract di�erent features. ree
maximum pooling layers are located after C1, C2, and C5 to
increase the nonlinearity between features and the spatial
invariance of the features. e fully connected layers (F6 and
F7) can be progressed to extract more re�ned features. e
�nal layer (F8) is used to generate the category labels for the
posters. In addition, ReLU activation functions are added
after each convolutional and fully connected layer for
solving the gradient dispersion problem when the network is
deeper.

To prevent the network from over�tting during training,
dropout layers were added after the two fully connected
layers (F6 and F7) to randomly ignore a portion of the
neurons. Also, during the training phase of the network, the
original poster image with an input size of 256∗ ∗ 256 was

randomly cropped (224∗ ∗ 224) in the input layer to en-
hance the complexity of the data.e network also places the
LRN behind the activation functions in layers C1 and C2.
e aim is to improve the speed of convergence of the
classi�cation network and to enhance the generalisation
ability of the network model.

3.3. A-Softmax Loss Function. In machine learning, com-
monly used loss functions include contrastive loss and triple
loss. ese two loss functions can reduce the intra-class
spacing and increase the interclass distance between classes
to a certain extent. However, these two loss functions require
a certain degree of selectivity in the training samples, and
CNNs are usually used to train large datasets, which is
undoubtedly an increased workload and time-consuming. In
contrast, the softmax loss function is widely used in many
convolutional neural network architectures due to its sim-
plicity and strong classi�cation accuracy.

e original softmax loss function cannot force the intra-
class distance between the same classes to become smaller.
To e�ectively address this problem, this study uses angular
similarity to extend the softmax loss function to a more
general A-softmax loss function. e A-softmax loss func-
tion enables smaller intra-class distances between the same
classes and larger interclass distances between di�erent
classes. In general, when the category label of the ith input
feature xi is yi, the de�nition of the loss function is shown as
follows:

L �
1
N
∑
i

Li �
1
N
∑
i

−log
efyi

∑je
fj

 , (6)

where N is the number of training samples and fj is the
score vector of the jth category. Since f is the product of the
activation function output weight W and the input xi, fyj
can be written as follows: fyj �Wyi

xi. When ignoring
o�sets, fj can also be expressed as follows:

fj � Wj

�����
����� xi
����
����cos θj( ), 0≤ θj ≤ π, (7)

where θj is the angle between the weight vector W and the
input feature xi . us, the softmax loss function can be
expressed as follows:

Li � −log
e Wyi

����
���� xi‖ ‖ψ θyi( )

∑je
Wj

����
���� xi‖ ‖cos θj( )

 . (8)

For a binary classi�cation problem, the original softmax
loss function will generally satisfy the condition
‖W1‖‖x‖cos(θ1)> ‖W2‖‖x‖cos(θ2), resulting in the correct

C1 S1 C2 S2 C3 C4 C5 S5 F6 F7

F8

Maximal
pooling Convolution

Maximal
pooling Convolution Maximal

pooling
Full

connection

Figure 3: LeNet architecture.
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result for the input data x as category 1. However, the
A-softmax loss function is motivated by the desire to
constrain the above equation more tightly by adding a
positive integer variablem. Such a constraint places a higher
demand on the process by which the model learns the
parameters W1 and W2, resulting in a wider categorical
decision boundary between category 1 and category 2.
Extending to the more general multiple category classifi-
cation problem, the A-softmax loss function can be defined
as follows:

Li � −log
e

Wyi

����
���� xi‖ ‖ψ θyi

 

e
Wyi

����
���� xi‖ ‖ψ θyi

 
+ j≠yi

e
Wj

����
���� xi‖ ‖cos θj( 

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠, (9)

where ψ(θ) can be expressed as follows:

ψ(θ) �

cos(mθ), 0< θ ≤
π
m

D(θ),
π
m
< θ ≤ π

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

. (10)

When m� 1, the expression of the A-softmax loss
function (9) is equivalent to the expression of the original
softmax loss function (8). When m is larger, the wider the
decision boundary for classification, the more difficult it is
for the model to learn. In equation (10), D(θ) is a mono-
tonically decreasing function used to ensure that ψ(θ) is a
continuous function. To simplify the forward and backward
propagation of the A-softmax loss function during training,
ψ(θ) is defined as follows:

ψ(θ) � (−1)
k cos(mθ) − 2k, θ ∈

kπ
m

,
(k + 1)π

m
 , (11)

where k is a positive integer.
To reveal the inherent distance distribution of the poster

image data so as to reflect the proximity between features,
feature extraction was carried out in this study using the fully
connected layer (F7) with a more complete feature ab-
straction. A simple Euclidean distance formula was used to
calculate the distance to the test data, resulting in a distance
matrix of 2184∗ 2184. +is distance matrix is sometimes
referred to as the phase difference matrix and is used to
reflect the relative confusion between features. +e formula
for the Euclidean distance is shown as follows:

D(x)ij � 
k

xik − xjk 
2⎛⎝ ⎞⎠

1/2

k ∈ [1, 4096], (12)

where D(x)ij denotes the Euclidean distance between the ith
image and the jth image feature in dataset x. k denotes a
particular feature dimension for which the feature vector
needs to be computed.

4. Experiments and Analysis of Results

4.1. Experimental Design and Evaluation Indicators. +e aim
of the experiment was to verify whether the proposed layout
composition method could generate a useable design

solution. +e experimental design is based on the following
idea: first, a product poster case that meets the relevant
requirements is selected from the current poster template
library of the AI design tool. +en, a learner is used to
simulate the target detection model so as to locate the co-
ordinates of the different elements. Secondly, the generator
is used to generate output multiple optimised design solu-
tions. Finally, the order of the designed posters is disordered
and the simulated design results are left unmarked, allowing
the tester to score the unmarked design solutions.

As mentioned above, the A-softmax loss function is used
in this study to supervise a network model generated by
combining STN and LeNet. +e parameter weights are
optimised by stochastic gradient descent (SGD) [30] and
back propagation principles (BPPs) [31]. +e initial learning
rate was 0.00003, which was automatically reduced to 0.1
times the initial value after the network model was iterated
5000, 8000, and 12000 times, respectively. +e momentum
and weight decay were set to 0.9 and 0.0005, respectively.
+e PC used for the experiments had a 3.8GHz AMD 5800X
CPU, and the system was Windows 10.

Considering that the A-softmax loss function makes it
difficult for the network model to converge during the
training process, this study adds a decay factor to the
learning strategy λ .

fyi
�
λ Wyi

�����

����� xi

����
����cos θyi

  + Wyi

�����

����� xi

����
����ψ θyi

 

1 + λ
. (13)

+e decay factor λ is a large positive integer value at the
beginning of the gradient descent. As the number of gen-
erations of the network model increases, the value of the
decay factor λ decreases and stops at the minimum value. In
the experiments in this study, the initial value of λ is 100000
and the minimum value is 15.

No experts or scholars have yet established evaluation
criteria for the layout design of posters. To quantitatively
analyse the experimental results, a seven-level Likert scale
was chosen to obtain the results of five (overall compre-
hensive evaluation, readability of textual information,
consistency of information perception weights, rationality of
element placement relationships, and rationality of visual
paths) evaluations.+emain reason for this is that the Likert
scale provides quick access to the test taker’s level of
agreement with a viewpoint or feeling and is the most
commonly used subjective evaluation tool.

4.2. Example of Layout Composition. +e posters that meet
the filtering criteria are first selected from the poster tem-
plate library. +e filtering criteria include (1) the require-
ment that the elements do not block or overlap each other;
(2) the composition of the poster is a central composition or
a three-part composition; (3) the influence of other elements
in the poster, such as colour, on the visual perception of the
poster layout is as small as possible; and (4) the poster is a
solid colour background or a textured background that is
less intrusive to the identification of the elements. Although
the layout composition method proposed in this study does
not take into account the influence of colour elements,
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colour can interfere more with the subjective evaluation of
the audience when making an evaluation of the output
design scheme. erefore, the in¦uence of this irrelevant
variable on the experimental results should be minimised.
Examples of the resulting layout composition are shown in
Figures 4 and 5.

After completing the design of the experiment, the ex-
periment used a seven-level Likert scale to obtain the
evaluation results. Considering that the purpose of this
experiment is to verify whether the output results of the
model are useable or not. erefore, the testers were re-
quired to have a certain foundation in design aesthetics, and
factors such as the gender and occupation of the testers
might have a large impact on the evaluation results, so the
variables needed to be controlled reasonably. Ultimately, 55
students from art and design-related majors were selected
for this experiment, of which the ratio of male to female was
1 :1.

4.3.Analysis of Results. In the experiment, the posters will be
presented to the testers randomly to reduce subjectivity. e
average score of the 5 di�erent indicator scores will be
calculated through the experiment. Higher scores on the

indicators indicate a more positive evaluation, and lower
scores indicate a more negative evaluation. e statistics of
the scores for the �ve indicators are shown in Figure 6 to
Figure 10.

As can be seen from Table 1, the A-softmax loss function
successfully forces the networkmodel to distinguish between
more types of layout constituent elements than the original
softmax loss function. As the value of m increases, the
average correct rate increases, thus demonstrating the ef-
fectiveness of the supervised optimisation network model
training with the A-softmax loss function in this study.

Figure 4: Example of a central composition design and its initial
template.

Figure 5: Example of a three-part composition design and its initial
template.
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As can be seen from Table 2, the average correct rates all
improved considerably, proving that the STN was correctly
trained to spatially transform the original images during the
training process. Combining the STN with the LeNet can
further improve the accuracy of the model. e proposed
method at m� 3 achieved the best design results. At m� 3,

the STN+LeNet +A-softmax model proposed in this study
was compared with the LeNet, VGGNet [32], and Inception-
v4 [33] network models, as shown in Table 3.

5. Conclusion

In this study, a poster layout composition method based on
STN+LeNet +A-softmax is proposed. e layout compo-
sition method consists of a learner and a generator. e
learner learns to classify the layout composition elements
using STN and �nally realises the recognition and local-
isation of the layout composition elements to form the initial
layout template. e generator uses LeNet convolutional
neural network to optimise the initial template, and the �nal
output is the parameter-optimised template. e results
show that the combination of the STN and the LeNet allows
the network model to extract more e�ective layout com-
ponents. At the same time, the A-softmax loss function
guides the network model to learn the more discriminative
layout elements. Compared with existing methods,
STN+LeNet +A-softmax achieves better accuracy [34].
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e experimental data used to support the �ndings of this
study are available from the corresponding author upon
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vol. 17, no. 37, pp. 4181–4198, 2021.

4.86 4.73

3.37

5.89
5.01

A B C D E
0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

Different optimal design schemes

Ev
al

ua
tio

n 
in

de
x

Figure 9: Score statistics for rationality of element placement
relationships.

4.69 5.03

2.94

5.71 5.68

A B C D E
0.0

1.0

2.0Ev
al

ua
tio

n 
in

de
x

3.0

4.0

5.0

6.0

7.0

Different optimal design schemes

Figure 10: Score statistics for rationality of visual paths.

Table 1: Comparison of the precision the LeNet combined with the
A-softmax loss.

Design solutions m� 1 m� 2 m� 3 m� 4
A 0.984 0.994 0.996 0.997
B 0.938 0.949 0.955 0.949
C 0.836 0.856 0.88 0.888
D 0.83 0.838 0.834 0.834
E 0.841 0.834 0.851 0.858
Average 0.885 0.894 0.903 0.905

Table 2: Comparison of the precision of the LeNet combined with
the STN and the A-softmax loss.

Design solutions m� 1 m� 2 m� 3 m� 4
A 0.991 0.991 0.994 0.99
B 0.955 0.963 0.967 0.984
C 0.88 0.874 0.904 0.862
D 0.828 0.858 0.862 0.878
E 0.919 0.927 0.937 0.934
Average 0.914 0.922 0.932 0.929

Table 3: Compared with existing methods.

Design solutions STN+LeNet
+A-softmax LeNet VGGNet Inception-v4

A 0.994 0.984 0.998 0.976
B 0.967 0.938 0.908 0.85
C 0.904 0.836 0.812 0.706
D 0.862 0.83 0.824 0.83
E 0.937 0.904 0.895 0.851
Average 0.932 0.898 0.887 0.842

8 Scienti�c Programming



[5] D. K. Kilgo and R. R. Mouro, “Protest coverage matters: how
media framing and visual communication affects support for
black civil rights protests[J],”Mass Communication & Society,
vol. 8, no. 1, pp. 1169–1178, 2021.

[6] G. S. Dhanesh and N. Rahman, “Visual communication and
public relations: visual frame building strategies in war and
conflict stories[J],” Public Relations Review, vol. 47, no. 1,
pp. 2511–2521, 2021.

[7] D. Shinar, “Art and communications in the west bank: visual
dimensions of Palestinian nation building,” Studies in Visual
Communication, vol. 10, no. 2, pp. 2–15, 1984.

[8] J. Lin, “Research on the performance of impressionist painting
color visual communication based on wireless communica-
tion and machine vision,” Security and Communication
Networks, vol. 15, no. 1, pp. 1–6, 2021.

[9] G. C. Liu and C. H. Ko, “Photoshop and illustrator use in
instructional design: a case study of college visual commu-
nication course design,” =e International Journal of Design
Education, vol. 15, no. 1, pp. 119–130, 2021.

[10] H. Li, “Visual communication design of digital media in
digital advertising,” Journal of Contemporary Educational
Research, vol. 5, no. 7, pp. 36–39, 2021.

[11] R. Liu, B. Yang, E. Zio, and X Chen, “Artificial intelligence for
fault diagnosis of rotating machinery: a review,” Mechanical
Systems and Signal Processing, vol. 108, no. 8, pp. 33–47, 2018.

[12] J. H. +rall, X. Li, Q. Li et al., “Artificial intelligence and
machine learning in radiology: opportunities, challenges,
pitfalls, and criteria for success,” Journal of the American
College of Radiology, vol. 15, no. 3, pp. 504–508, 2018.

[13] E. J. Piedad, Y. T. Chen, H. C. Chang, and C. C. Kuo,
“Frequency occurrence plot-based convolutional neural
network for motor fault diagnosis,” Electronics, vol. 9, no. 10,
p. 1711, 2020.

[14] C. S. Wang, I. H. Kao, and J. W. Perng, “Fault diagnosis and
fault frequency determination of permanent magnet syn-
chronous motor based on deep learning,” Sensors, vol. 21,
no. 11, p. 3608, 2021.

[15] K. Satpathi, Y. M. Yeap, A. Ukil, and N Geddada, “Short-time
fourier transform based transient analysis of VSC interfaced
point-to-point DC system,” IEEE Transactions on Industrial
Electronics, vol. 65, no. 5, pp. 4080–4091, 2018.

[16] Y. Cheng, G. Zhang, C. Yu, P Bo, W Xuewei, and X Feng,
“Application of short-time fourier transform in feeder fault
detection of flexible multi-state switch[J],” Journal of Physics:
Conference Series, vol. 1754, no. 1, pp. 149–160, 2021.

[17] E. Dupoux, “Cognitive science in the era of artificial intelli-
gence: a roadmap for reverse-engineering the infant language-
learner,” Cognition, vol. 173, pp. 43–59, 2018.

[18] S. Garg, K. Kumar, N. Prabhakar, A. Ratan, and A Trivedi,
“Optical character recognition using artificial intelligence,”
International Journal of Computer Application, vol. 179,
no. 31, pp. 14–20, 2018.

[19] M. Hossein and H. Sajad, “Artificial intelligence design charts
for predicting friction capacity of driven pile in clay[J],”
Neural Computing & Applications, vol. 30, pp. 1–17, 2018.

[20] Y. F. Hu and Q. Li, “An adjusTab. envelope based EMD
method for rolling bearing fault diagnosis[J],” IOP Conference
Series: Materials Science and Engineering, vol. 1043, no. 3,
pp. 327–339, 2021.

[21] G. R. Naik, S. E. Selvan, and H. T. Nguyen, “Single-channel
EMG classification with ensemble-empirical-mode-decom-
position-based ICA for diagnosing neuromuscular disorders,”
IEEE Transactions on Neural Systems and Rehabilitation
Engineering, vol. 24, no. 7, pp. 734–743, 2016.

[22] Z. Qin, H. Chen, and J. Chang, “Signal-to-Noise ratio en-
hancement based on empirical mode decomposition in phase-
sensitive optical time domain reflectometry systems,” Sensors,
vol. 17, no. 8, p. 1870, 2017.

[23] V. Andrearczyk and P. F. Whelan, “Using filter banks in
Convolutional Neural Networks for texture classification,”
Pattern Recognition Letters, vol. 84, pp. 63–69, 2016.

[24] C. Zhang, X. Yue, R. Wang, N. Li, and Y. Ding, “Study on
traffic sign recognition by optimized lenet-5 algorithm[J],”
International Journal of Pattern Recognition and Artificial
Intelligence, vol. 34, no. 1, pp. 1–21, 2020.

[25] H. Wang, W. Yang, Z. Zhao, T. Luo, J. Wang, and Y. Tang,
“Rademacher dropout: an adaptive dropout for deep neural
network via optimizing generalization gap,” Neurocomputing,
vol. 357, no. 9, pp. 177–187, 2019.

[26] S. Samir, E. Emary, K. El-Sayed, and H. Onsi, “Optimization
of a pre-trained AlexNet model for detecting and localizing
image forgeries,” Information, vol. 11, no. 5, p. 275, 2020.

[27] H. M. Kasem, K. W. Hung, and J. Jiang, “Spatial transformer
generative adversarial network for robust image super-reso-
lution,” IEEE Access, vol. 7, pp. 182993–183009, 2019.

[28] K. Naoki and U. Hiroshi, “A construction of simple and
smaller-state real-time generator for exponential sequences
[J],” Artificial Life and Robotics, vol. 25, no. 1, pp. 64–72, 2020.

[29] S. A. Wagle and R. Harikrishnan, “Comparison of plant leaf
classification using modified AlexNet and support vector
machine,” Traitement du Signal, vol. 38, no. 1, pp. 79–87, 2021.

[30] T. Ye, M. Jian, L. Chen, and Z. Wang, “Rolling bearing fault
diagnosis under variable conditions using LMD-SVD and
extreme learning machine[J],” Mechanism and Machine
=eory, vol. 90, pp. 175–186, 2015.

[31] H. X. Zhou, H. Li, T. Liu, T. Liu, and Q. Chen, “A weak fault
feature extraction of rolling element bearing based on at-
tenuated cosine dictionaries and sparse feature sign search,”
ISA Transactions, vol. 97, pp. 143–154, 2020.

[32] M. Jangra, S. K. Dhull, and K. K. Singh, “ECG arrhythmia
classification using modified visual geometry group network
(mVGGNet),” Journal of Intelligent and Fuzzy Systems,
vol. 38, no. 3, pp. 3151–3165, 2020.

[33] D. B. Toan, J. Lee, and J. Shin, “Incorporated region detection
and classification using deep convolutional networks for bone
age assessment[J],” Artificial Intelligence in Medicine, vol. 97,
pp. 1–8, 2019.

[34] D. J. Frey, A. Mishra, M. T. Hoque, M. Abdelguerfi, and
T. Soniat, “A machine learning approach to determine oyster
vessel behavior,” Machine Learning and Knowledge Extrac-
tion, vol. 1, no. 1, pp. 64–74, 2018.

Scientific Programming 9



Research Article
Simulation Model on Network Public Opinion Communication
Model of Major Public Health Emergency and Management
System Design

Lei Li ,1,2 Yujue Wan,1,2 D. Plewczynski ,3 and Mei Zhi1,2

1College of Safety Science and Engineering, Xi’an University of Science and Technology, Xi’an 710054, China
2Key Laboratory of Western Mines and Hazard Prevention, Ministry of Education of China, Xi’an 710054, China
3University of Warsaw, 02097 Warsaw, Poland

Correspondence should be addressed to Lei Li; lilei_safety@xust.edu.cn

Received 26 April 2022; Revised 11 May 2022; Accepted 20 May 2022; Published 20 June 2022

Academic Editor: Lianhui Li

Copyright © 2022 Lei Li et al. �is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to identify the communication law of network public opinion in major public health emergency, a multifactor
communication model based onmultiagent modeling is proposed. Based on the SEIRmodel and NetLogo simulation analysis, the
model integrates a variety of network public opinion communication characteristics and extends the existing single network
public opinion communication model. Based on these studies, a network public opinion communication management system is
designed and developed with Python tools. Case analysis and simulation results show that this model can better simulate the
evolution trend of network public opinion communication in major public health emergency; the key communication channels of
public opinion play an important role in the evolution of network public opinion, which can control and guide the network public
opinion of major public health emergency from the three communication in�uencing factors of total number, initial number, and
communication cycle. Communication cycle refers to the number of days in the process of network public opinion dissemination
of major public health emergencies.

1. Introduction

At present, the number of netizens in my country ac-
counts for 73.7% of the total population, and the Internet
penetration rate exceeds 73% [1]. With the popularization
and development of smart mobile terminals and mobile
communication technologies, rich and diverse social
media platforms have become netizens for information
sharing and a gathering place for expressing opinions and
emotional exchanges. When public health emergencies
occur, public opinion on the Internet also arises, and it
may bring serious negative e�ects. From the 2003 “SARS”
virus to the H5N1 virus in 2005, the H1N1 �u in 2009, the
H7N9 virus in 2013, and the new coronary pneumonia to
today, the derivative accidents caused by public opinion
brought about the incidents, re�ecting the sudden
public emergency in the context of the rapid development
of the Internet. �e importance of timely response to and

disposal of public opinion on the Internet of health in-
cidents is obvious.

In 2020, there was a large-scale outbreak of COVID-19
pneumonia in China. According to Baidu data, the average
daily search frequency of the keyword “COVID-19 pneu-
monia” reached 300,000 times. As the enthusiasm of neti-
zens gradually rises, there have been more than 700 million
participations in public opinion discussions on the
“COVID-19 pneumonia” on Internet platforms. In the
context of public health emergencies, the facts have been
focused, magni�ed, and distorted due to the failure of online
public opinion to study and respond in time. At present,
scholars’ research on online public opinion on emergencies
mainly focuses on natural disasters, major cases, and social
hot spots. �ere are relatively few studies on Internet public
opinion in the context of public health emergencies [2–6].
�e analysis process of the functional resonance analysis
method (FRAM) is applied to China’s safety supervision
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system to classify and evaluate government safety supervision
functions [7] and explain the measures taken to reduce risks
in the face of the current public health emergency COVID-19
outbreak [8]. After the outbreak of the epidemic, a large
number of studies on treatment and response measures were
quickly generated for the global pandemic of COVID-19 [9].

Based on this, how to understand and grasp the char-
acteristics, laws, and development trends of public opinion
communication of public health emergencies will help the
regulatory authorities to study and judge the development
trends of public opinions and take active and effective re-
sponse measures in a timely manner, so as to improve the
response to sudden public health emergencies, so as to
improve the ability to deal with the network public opinion
of major public health emergencies.

&erefore, taking the “COVID-19 pneumonia” as an
example to visualize the spread of online public opinion in
the context of public health emergencies, through intuitive
and vivid data and images to analyze the trend and law of
communication public opinion on public health emergen-
cies, it can effectively reflect the law and characteristics of the
spread of public opinion on the Internet of public health
emergencies. In a quantitative way, the key nodes in the
“COVID-19 pneumonia” online public opinion communi-
cation network were visually identified and analyzed, and
suggestions for the management, control, and guidance of
the online public opinion communication of public health
emergencies were put forward.

2. Theoretical Basis

2.1. Simulation Platform

2.1.1. Gephi Visualization. Gephi provides for processing any
network data that can be represented as nodes and edges and
will be presented in the form of graphics images, such as data
representing social relationships, information nodes, biology,
ecology, physics, and other networks [10–13]. Gephi can not
only process large-scale network data sets but also support
mainstream network scientific algorithms. It can not only
perform statistical analysis on network attributes at the node
level but also use different layout algorithms to visualize the
network, and it can also simulate dynamic network analysis.

2.1.2. NetLogo Simulation Platform. NetLogo is a multiagent
modeling and simulation software, which is used for
modeling and simulation of complex systems changing with
time. NetLogo was developed by the Center for Connected
Learning and Computer-Based Modeling (CCL) of North-
western University. NetLogo simulation can provide a
simple, convenient, and powerful computer tool for scien-
tific research in various fields. Logo language is used to
control and coordinate multiple disciplines to meet the
needs of studying multidisciplinary laws. &e simulation
process is shown in Figure 1.

2.2. Online Public Opinion on Public Health Emergencies.
In recent years, many public health emergencies have oc-
curred all over the world. In order to efficiently and

reasonably respond to public opinion on public health
emergencies, scholars have combined public health inci-
dents to obtain data through Twitter and Facebook and use
model construction, empirical analysis, and other methods
to carry out related research. Barbara Reynolds believes that
public opinion on public health emergencies should be
divided into a summary evaluation stage, a calming stage, a
crisis stage, a precrisis stage, and an initial stage [14]. Wang
et al. summarized the characteristics of online public
opinion communication of public health emergencies
through case analysis [15]. Haihong et al. proposed a
multichannel andmulticore model to study the development
of online public opinion under public health emergencies
[16]. Gaspar et al. believe that different types and stages of
crisis response will be different, and the comments made by
netizens do not fully represent their attitude [17]. Gomide
et al. believe that the development trend of public health
emergencies can be monitored through relevant public
opinion information on the Twitter platform [18]. Pei et al.
believe that, by monitoring the news media on the Weibo
platform, it is possible to predict the spread of public health
event news and identify early warning signals [19]. Signorini
et al. believe that analyzing the content of Twitter users’ posts
can provide a basis for timely intervention in the devel-
opment of public opinion on public health emergencies
[20, 21]. &e Center for Disease Control and Prevention of
the University of Chicago and NORC conducted a network
survey of state, regional, and local health departments and
concluded that public health emergency preparedness and
response to the cooperation of state and local health de-
partments are the key links.

However, most domestic scholars in China choose
Baidu Index and Weibo as data sources to conduct re-
search from the perspectives of dividing communication
stages, analyzing communication characteristics, and
studying communication influencing factors. &e “Reg-
ulations on Public Health Emergencies and Emergency
Responses” believe that public health emergencies refer to
infectious disease outbreaks and unexplained mass epi-
demics, major food poisoning, and occupational poi-
soning that occur suddenly and cause or may cause major
losses to the public health and other public emergencies
that endanger public health [22]. Cao and Lu believe that it
has the three characteristics of emotional expression of
netizens’ opinions, diversified communication subjects,
and self-interested media [23]. Teng believes that prov-
inces with more netizens and higher levels of economic
development have a higher degree of public opinion at-
tention on public health emergencies [24]. An Lu et al.
constructed a topic evolution model for various stake-
holders of public health emergencies at different life cycle
stages [25]. Lin et al. established a model of factors af-
fecting the spread of public opinion in public health
emergencies [26]. Zhou made an overview and analysis of
the information problems exposed at each stage of the
development of the new crown pneumonia epidemic and
put forward countermeasures and suggestions from the
perspective of the construction of emergency information
management system [27].
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Public opinion on public health emergencies is a form of
public opinion on the Internet. On the basis of the scholars
dividing the law of the spread of public opinion on the
network of emergencies into three, four, or five stages
[28, 29], based on the life cycle theory, six rules that conform
to the law of spread of public opinion on the Internet of
public health emergencies are proposed.

2.3. Influencing Factors of Network Public Opinion
Communication

2.3.1. 8e Total Number of People Involved in
Communication. &e complexity of the network environ-
ment also makes it an influencing variable of public opinion
communication. It is reflected not only in the process of
personal information exchange but also in the process of
emotional communication. Public opinion information
communication is usually the product of emotional pro-
cessing of most people in different cognitive stages. It rep-
resents the thoughts and attitudes of Internet users and has a
strong cohesion to the related Internet users. Even if people
together do not know each other, they may be involved in
huge public opinion discussions.&ese pieces of unconfirmed
public opinion information will spread on the network, and
gradually spreading, more and more people will spread.
&erefore, in the process of network public opinion com-
munication, the more the total number of people involved,
the faster the speed of public opinion information commu-
nication; the less the total number of people involved, the
slower the speed of public opinion information communi-
cation. When the total number of people involved in the
communication is less, the difficulty of information com-
munication will be greater, so it is difficult to disseminate
information. It is believed that public opinion information
will not be disseminated, so public opinion will be controlled.
&erefore, the total number of people involved in the com-
munication is an important factor affecting the communi-
cation of network public opinion.

2.3.2. Number of Initial Spreaders. With the rapid devel-
opment of network, network public opinion will produce a

lot of public opinion information. Due to the diversity of
content in the network environment, in the incubation
period of public opinion, the initial communicators publish
text, pictures, videos, and other pieces of related content
through various social platforms, which will promote the
rapid communication of public opinion information and be
known by other Internet users. &erefore, the initial com-
municators of these pieces of public opinion information
have strong communication, and in order to attract the
attention to increase their own flow or click rate, they will
continue to disseminate public opinion information related
to major public health emergencies. &erefore, the number
of initial communicators of public opinion information will
have a certain impact on the process of public opinion
communication.

2.3.3. Transmission Cycle. Public opinion communication
cycle will also affect major public health emergency network
public opinion communication. In the same space, the longer
the cycle of public opinion communication, the wider the
scope of its communication and the more the Internet users
involved in the communication. In a long communication
cycle, the heat of public opinion will grow higher and higher
over time, and the development of public opinion will be
difficult to control. Internet users can browse the news
through the network social platform, quickly understand the
relevant hot topics of public opinion according to forwarding
and comments, and join the network public opinion dis-
semination. At this time, the network public opinion infor-
mation will spread rapidly. &is kind of communication
phenomenon will greatly accelerate the scope of public
opinion communication and at the same time make the cycle
of public opinion survival in the network longer, resulting in
greater difficulty in the control of public opinion.

2.4. SEIR Model. &e SEIR model divides the total pop-
ulation into the following four categories: susceptibles,
denoted as S(t), indicating the number of people who are not
infected but may be infected by virus at t time; exposed,
denoted as E(t), meaning the number of people who have
been lurked after being infected at t; infectives, denoted as
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Figure 1: Simulation process.
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I(t), indicating the number of people who have been infected
and become patients with infectious force at time t; re-
covered, denoted as R(t), meaning the number of people who
have recovered from the infected at t moment. If the total
population is P(t), then P(t)� S(t) + I(t) +R(t) SEIR differ-
ential equation is

dS

dt
� −

rβIS

N
 ,

dE

dt
�

rβIS

N
  − αE,

dI

dt
� αE − cI,

dR

dt
� cI.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

In the above equation, α corresponds to the infection
probability, β corresponds to the probability that the latent
person is converted to an infected person, c corresponds to
the cure probability, and r is the number of people in contact.

&e equation essentially reflects the changes of the
number of unit time changes of susceptible S(t) latent E(t),
infected I(t), and rehabilitation R(t) with time t, and they will
affect each other.

3. Law of Network Public Opinion
Communication Rules of Major Public
Health Emergency

Taking the network public opinion of major public health
emergency as the research object and taking “epidemic
situation of new corona pneumonia in Wuhan City” as an
example, the Gephi visualization tool and case analysis
method are used for empirical research.

3.1. Review of Event Development. On December 30, 2019,
influenza and related diseases were continuously monitored
in Wuhan City, Hubei Province, China. Multiple viral
pneumonia cases were found, and all were diagnosed as
pneumonia cases with novel coronavirus infection. Since
viral pneumonia was found in Wuhan in 2019, it was
temporarily named “COVID-19” by the World Health
Organization on January 12, 2020. &e outbreak was re-
leased by WHO as a new coronavirus pneumonia epidemic
for major public health emergency of international concern.
Later, the Director-General of the World Health Organi-
zation, &adsey, announced that the new coronavirus had
become a global pandemic. Table 1 is the review of the
epidemic development of “epidemic situation of new corona
pneumonia in Wuhan City.”

3.2. Data Source and Processing. Weibo has 212 million
monthly active users and is the mainstream platform of
China’s social networking platform. &is paper uses Sina

Weibo as the data source and the development of online
public opinion on the “COVID-19 pneumonia” epidemic as
the research object. So far, according to the Baidu Index,
Chinese netizens have participated in more than 800,000
daily discussions on public health emergencies, with an
average spread of 5,238 items per hour. &e daily search
volume of high-frequency words such as “infectious dis-
ease,” “resumption of work,” “pneumonia,” and “prevention
and control” related to this public health emergency reached
a total of 4.5 million times. It can be seen from this that the
public health emergency of the new type of coronavirus
pneumonia has caused great concern among Chinese
netizens.

Quantitative analysis is carried out by dividing the
important time period of the network communication of this
public health emergency, identifying core nodes, and using
Gephi to visually analyze the law of communication. Select
the number of forwarding data posted by key bloggers on
Weibo from December 31, 2019, to March 1, 2020. In the
communication of online public opinion information, the
higher the number of fans, the greater the influence.
&erefore, the key bloggers are identified based on the
number of fans, and the Weibo account with the highest
number of fans participating in this public health emergency
is selected as the key channel for this public opinion
communication. Take 5–8 Weibo accounts as the research
objects in each communication stage, search for relevant
Weibo information according to important time periods and
time sequence, and count all the reposts of eachWeibo. As of
March 1, 2020, a total of 66,000Weibo accounts with varying
degrees of influence, a total of 761,333 original Weibos on
the topic of “COVID-19 pneumonia,” and a total of
7,429,838 original Weibo forwarding data on key Weibo
accounts have been obtained.Finally, organize the sample
data table shown in Table 2. Due to the large amount of data
collected in the experiment, after categorizing and counting
the data, the Gephi tool is used for visual analysis, and the
Gephi tool is used for visual analysis. During the drawing
process, the “YifanHu” process is used for layout, and
“ForceAtlas2” is used for focus.

3.3. Data Results and Discussion

3.3.1. Division of the Law of Communication Public Opinion
on Public Health Emergencies on the Internet. According to
the public opinion development process of “COVID-19
pneumonia” in public health emergencies, the forwarding
volume of Weibo accounts in key channels of Weibo was
selected as the data source, and the development trend of
public opinion transmission of “COVID-19 pneumonia”
was drawn in units of important time periods, as shown in
Figure 1. On the whole, the public opinion of the public
health emergency showed obvious stage characteristics,
based on the life cycle theory combined with the time span of
the public opinion of the public health emergency, the peak
point, and many scholars in the early stage. On the basis of
the stage division of public opinion, the redivision is in line
with the current law of communication public opinion on
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public health emergencies; that is, it is divided into six stages

of latent, fermentation, outbreak, relief, repetition, and
decline, as shown in Figure 2, and is verified through the
“COVID-19 pneumonia” analysis.

3.3.2. Visualized Analysis of the Law of Communication
Public Opinion on the Internet of Public Health Emergencies.
On the basis of the above-mentioned classification of public
opinion transmission rules of public health emergencies, Gephi
is used to visually analyze the “COVID-19 pneumonia.”

During the incubation period of the first stage, the public
is still in a state of understanding public health emergencies
from unknown to understanding, and public opinion on the
Internet has never occurred until it gradually ferments. At
this time, public opinion begins to spread for the first time.
After the unidentified pneumonia incident occurred in
Wuhan, it can be seen from Figure 3(a) that it was reported
as “Headline News,” “People’s Daily,” “CCTV News,” “CCS
Open Class,” “People’s Daily Online,” “Xinhua Viewpoint,”
Weibo accounts headed by “Xinhuanet” which are used as
key communication channels, the communication network

developed by using this as a core node is relatively sparse,

and its influence at this stage is still relatively small.
In the second phase of the fermentation period, after the

epidemic was identified as “COVID-19 pneumonia,” as
shown in Figure 3(b), it was reported as “CCTV News,”
“Headline News,” “People’s Daily,” and “Beijing New.” A
large number of fans with scattered core nodes, led byWeibo
accounts such as “Central Securities Public Courses” and
“People’s Daily Online,” gradually received information. At
this time, these Weibo accounts played a key role in
attracting the attention of netizens and promoting the de-
velopment of public opinion.

During the third stage of the outbreak, due to the initial
transmission of Chinese netizens through the key com-
munication channels of the previous stage, more netizens
have learned about the occurrence of this public health
emergency. At this time, the Weibo accounts of these key
communication channels are playing a role. &ey have a
great influence. As shown in Figure 3(c), the core nodes,
such as “micro-blog secretary,” “micro-blog administrator,”
“CCTV news,” “People’s Daily,” “headline news,” “Xinhua
viewpoint,” and “He Jiong,” are rapidly expanding the

Table 1: Review of the development of the “COVID-19 pneumonia” epidemic.

Important time period
(point) Event content (situation)

2019.12.31–2020.01.15

OnDecember 31, 2019, an unofficial network circulated a report that “patients with unexplained pneumonia
were found”; on December 31, theWuhanHealth and Health Commission notified for the first time that “27
cases were confirmed, but the cause was not clear.” On January 9, the official confirmation, the pathogen was

identified as the “COVID-19.”

2020.01.16–2020.01.26
&e China centers for disease control and prevention were upgraded to the first-level emergency response
(the highest level); subsequently, 30 provinces initiated the first-level response to major public health

emergencies; Wuhan City was closed on January 23.

2020.01.27–2020.02.03

Various localities have successively issued notices on strengthening the standardized management of
communities during the epidemic prevention and control period; there are too many suspected and

confirmed patients, and Fangcang shelter hospitals and Huoshenshan hospitals have been established to
treat patients. &e WHO has listed the novel coronavirus epidemic as a public health emergency of

international concern.

2020.02.04–2020.02.15
On the 11th, the World Health Organization officially named the pneumonia caused by the COVID-19 as
COVID-19; Mi Feng, a spokesperson for the National Health Commission, said that, as of the 15th, the

proportion of severe cases in Hubei and other provinces in the country has dropped significantly.

2020.02.16–2020.02.23
&e epidemic situation in China has gradually improved, and countries outside Japan, South Korea, the
United States, Italy, and other countries have begun to break out of COVID-19 pneumonia, causing

domestic netizens to discuss again.

2020.02.24–2020.03.01 &e new crown pneumonia epidemic has been under control, and China has lowered the emergency
response level of the new crown pneumonia epidemic.

Table 2: Sample data table of information communication of “COVID-19 pneumonia” Weibo during important time periods.

Period Number of participating Weibo
accounts

Number of original
Weibos

Select the number of Weibo
accounts

Weibo forwarding
volume

2019.12.31–2020.01.15 6743 7186 7 172393
2020.01.16–2020.01.26 90183 152291 6 714913
2020.01.27–2020.02.03 100995 160421 7 2215159
2020.02.04–2020.02.15 122761 180074 5 1665850
2020.02.16–2020.02.23 106618 153423 7 1827211
2020.02.24–2020.03.01 76723 107938 8 834312
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network of public opinion communication. &e density of
the network of the above core nodes is very high, and the
number of microblog forwarding and fans increases sharply,
resulting in the highest point of network public opinion in
this major public health emergency. &ese key communi-
cation channels have exerted a huge influence and a wide
range of influence at this stage, pushing the public opinion
development of the “COVID-19 pneumonia” public health
emergency to the climax.

In the remission period of the fourth stage, in view of the
serious public opinion impact caused by the public health
emergency “COVID-19 pneumonia,” government depart-
ments have spoken out and conducted timely public opinion
control, which reversed the perception of netizens. At this
time, under the influence of these key communication
channels, the development trend of online public opinion
gradually stabilized. It can be seen from Figure 3(d) that the
scope of the communication network composed of core
nodes headed by “People’s Daily,” “Headline News,” “CCTV
News,” “Xinhua Viewpoint,” and “people’s Daily Online”
has gradually decreased, and the density of the communi-
cation network has also been reduced. Gradually decreasing,
the public opinion of the “COVID-19 pneumonia” public
health emergency at this stage has entered a stable period of
remission.

In the fifth stage of the repetitive period, after the de-
velopment of the previous stage, the development of public
opinion should have stabilized. Due to the large number of
rumors appearing and communication, under the influence
of some key channel Weibo accounts, a large number of core
nodes are connected. Fans are gradually increasing as sec-
ondary nodes, and the communication network is gradually
becoming denser. Netizens’ attention to this public health
emergency has risen again. As shown in Figure 3(e), this
stage is based on “People’s Daily,” “Headline News,” “CCTV
News,” “Xinhua Viewpoint,” and “People’s Daily.” &e key
communication channels led by “He Jiong” and “Ang Mi”
have caused public opinion to show a trend of small climax.

In the sixth phase of the recession period, the heat for
this public health emergency has been reduced to a relatively
low level through the remission period.&erefore, the online
public opinion of the “COVID-19 pneumonia” is about to
enter recession and even die out. At this stage of the epi-
demic, as the epidemic was basically controlled, the panic of
netizens was gradually eliminated, making public opinion
tend to decline. Figure 3(f) shows that the microblogs are
headed by “CCTV News,” “People’s Daily,” “Headline
News,” “Xinhua Viewpoint,” “People’s Daily Online,”
“Xinhuanet,” “Yao Chen,” and “China NewsWeekly.” As the
core node of the blog account, the spread of public opinion
has become smaller, and the density of the spread network
has been significantly reduced. &e public health emergency
“COVID-19 pneumonia” network public opinion has en-
tered a period of decline.

Based on Gephi visualization, it analyzes in detail the
communication characteristics and rules of each stage of the
public opinion communication network composed of some
accounts of the key communication channels of Weibo as
the core nodes and the amount of fan reposting as the
secondary nodes and analyzes these key communication
through visual graphics as shown in Figure 3. &e role of
channels in each stage of the process of public opinion
communication is an empirical study of the proposed public
opinion communication law of public health emergencies.

4. Construction of Network Public Opinion
Communication Model of Major Public
Health Emergency

4.1. Model Construction

4.1.1. SEIR Epidemic Model Hypothesis. When public
opinion occurs, most Internet users (except witnesses) do not
know about public opinion information, but they will soon
obtain relevant information from various channels and make
judgments on information. &is paper will receive public
opinion information that is easy to produce risk perception of
Internet users called easy communicators; Internet users who
receive public opinion information but are still suspicious of
judgment and have not spread it are called carriers; when the
perceived risk of public opinion information exceeds its own
tolerance, the communication of public opinion information
is called the communicator; otherwise the carrier state is
maintained. Disseminators become immune under the in-
fluence of external factors such as truth or government in-
tervention. With the continuous disclosure of the truth or the
continuous emergence of rumors, immune people are affected
by the evolution of public opinion and herd mentality and
may be reintegrated into the communication of public
opinion and become easy communicators.

Considering the complexity and uncertainty of public
opinion communication after major public health emer-
gency, the audience classification in the model is expanded
and adjusted according to the interaction rules. &e SEIR
model is assumed as follows.
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Figure 2: &e communication trend of public opinion on the
Weibo network of “COVID-19 pneumonia.”
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Hypothesis 1. Considering the long duration of major public
health emergency and related information communication,
the audience classification in the model is expanded, and the
interaction rules are adjusted. &e SEIR model is assumed as

follows: the total number of people in the system remains
unchanged during this period, and it is assumed to be 1.
According to the spread of Internet users, the Internet users
are divided into easy communicator S, latent E,

(a) (b)

(c) (d)

(e) (f )

Figure 3: &e law of the spread of public opinion on public health emergencies on the Internet. (a) Incubation period. (b) Fermentation
period. (c) Outbreak period. (d) Remission period. (e) Recurrent period. (f ) Decline period.
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communicator I, and immune R. S(t), E(t), I(t), and R(t) are,
respectively, used to represent the proportion of the four
types of people in the total number at time t, which are
denoted as S, E, I, and R and satisfy S+E+ I+R� 1.

Hypothesis 2. Public opinion communication channels are
not restricted, including online (network and media)
channels and offline (interpersonal) channels.

Hypothesis 3. Each individual has several times of contact
with information, but the transition rate between groups
remains unchanged.

Hypothesis 4. In the whole communication region, only the
behavior of the communicator will endanger the society, and
the influence range of public opinion communication is
positively correlated with the number of communicators.

4.1.2. Model Construction. According to the above infec-
tious disease characteristics and assumptions of public
opinion transmission after major public health emergency,
an SEIR infectious disease model of public opinion trans-
mission after major public health emergency is established,
as shown in Figure 4.

SEIR differential equation is

Sn � Sn−1 −
rβIn−1Sn−1

N
,

En � En−1 +
rβIn−1Sn−1

N
− αEn−1,

In � In−1 + αEn−1 − cIn−1,

R � nRn−1 + cIn−1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

In the formula, r is the person that every communicator
can reach; α is the conversion rate from easy communicator
to latent ones; β is the conversion rate from the latent person
to the communicator; c is the conversion rate from the
transmitter to the immune.

4.1.3. Simulation Steps. &e simulation software NetLogo is
used to simulate the rumor communication model, observe
the model trend diagram under different parameters, and
analyze the influencing factors of public opinion commu-
nication, as shown in Figure 5.

&e simulation steps are as follows: Step 1: initialize the
parameters. Set a total number of initial communicators,
transmission cycle, infection rate α, disease rate β, and cure
rate γ. Step 2: click setup application parameters. Step 3: click
Go, and then the model runs and continues to simulate. Step
4: observe the real-time curve. Record the “number-time”
curve of vulnerable, latent, disseminator, and immune person.
Step 5: end the simulation, data collation, and analysis. &e

simulated image changes in the simulation process are shown
in Figure 6.

4.2. Analysis of Simulation Experiment

4.2.1. Factors Influencing Transmission

(1) 8e Total Number of People Involved in Communication.
In general, it is believed that, in the same limited space,
maintaining the same communication cycle, the more the
people are, the faster the infection will be. In order to explore
the influence of the total number of people involved in the
communication of network public opinion in major public
health emergency on information communication, we set
the total number of people (population� 1000) as the
control group and then set the total number of people
(population� 2000, 3000, 4000) for the comparative study,
so as to maintain the initial number of people and the
communication cycle unchanged. &e results are shown in
Figure 7.

As shown in Figure 8, when N� 1000, the disseminator I
approximates a horizontal line, which indicates that the
number of disseminator I has not increased substantially in
limited space, indicating that the number of public opinion
disseminators is small, and controlling the development of
public opinion is the best time. When N� 4000, dissemi-
nator I appeared at the earliest time, and this curve rose
rapidly. &is shows that the heat of public opinion in limited
space has risen rapidly. When the relevant departments have
not officially released confirmation news, most people have
begun to spread information, and the scope of public
opinion has begun to expand rapidly.

(2) Number of Initial Communicators. Similarly, in order to
explore the influence of the number of initial communi-
cators on the network public opinion communication of
major public health emergency and to maintain the same
total number of communicators involved and transmission
cycle parameters, the number of the initial communicators is
adjusted for simulation experiments. &e results are shown
in Figure 9.

(3) Transmission Cycle. Similarly, in order to explore the
influence of communication cycle on the network public
opinion communication of major public health emergency,
the simulation experiments were carried out by adjusting the
communication cycle to maintain the same parameters of
the total number of people involved and the initial com-
municator. &e results are shown in Figure 10.

4.2.2. Comparison between Real Cases and Simulation.
After processing the data obtained by the crawler, the number
of communicators in each stage of the real case is obtained.
&e number of communicators in the model simulation is the
sum of the number of latent E and communicator I. After
running NetLogo simulation software, the comparison be-
tween real case data and simulation results is shown in
Figure 11.
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Figure 5: NetLogo simulation interface.

S E I R
β σ γ

Figure 4: SEIR epidemic model of network public opinion transmission in major public health emergency.

Figure 6: Simulation of image changes.
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5. Network Public Opinion Communication
Management System Design

&e emergence of advanced information technology [30, 31]
makes the design and development of network public
opinion communication management system possible.
Based on Python tools [32–35], the overall framework of the
network public opinion communication management sys-
tem is designed as shown in Figure 12.

5.1. Operation Process and System Architecture. Combined
with the above research, we will design and implement the
system. &e modules of the system are divided into infor-
mation collection module, public opinion content data
preprocessing module, major public health emergency
network public opinion monitoring module, and major
public health emergency network public opinion evaluation
module. &e system operation logic diagram is shown in
Figure 13.

&e system architecture is shown in Figure 14.

As shown in Figure 14, the data collection layer adopts
the theme crawler technology based on Python language and
uses the third-party library Beautiful Soup and Urlib2
package to capture the data on theWeibo platform.&e data
storage layer adopts MySQL database to store the crawled
data in the database. &e algorithm execution layer uses
Python’s NumPy and JS language to bring the preprocessed
data into the model established above and calculate the
required results. &e front-end display layer adopts HTML
and CSS to realize the interaction of front-end pages, JS to
realize the interaction function, AJAX technology to realize
the data interaction with the server, and Ecarts to draw the
front-end charts.

5.2. Development Environment. &e development environ-
ment is as follows:

Experimental environment: Intel quad-core processor
with 8G memory and 64-bit Windows 10 operating
system.
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Figure 7: Impact of the total number of people involved in public opinion communication. (a) 1000. (b) 2000. (c) 3000. (d) 4000.
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Figure 8: Changes in the I-curve of disseminator with different transmissions involving total numbers.
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Figure 9: &e impact of the initial number of communicators on public opinion communication. (a) 10. (b) 20. (c) 30. (d) 40.
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Figure 10: Influence of communication cycle on public opinion communication. (a) 5. (b) 10. (c) 15. (d) 20.
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Figure 11: Comparison of real case data and model simulation data. (a) Trend of real case communicators. (b) Model simulation
communicator trend.
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Programming languages: Python, Java, HTML, CSS,
and JavaScript.
Database: MySQL.
Development tools: PyCharm, Eclipse, and Sublime
Text 3.

5.3. Database Design. For the data storage layer of the
system, it is the design of the database. According to the
above modeling analysis, crawled data, and preprocessed

data, the database of the network public option commu-
nication management system is designed. &e main data
sheets are shown in Tables 3 and 4.

Table 3 is the crawler search major public health
emergency history information table. Users can query and
research the search history through this table.

After preprocessing the original data, the processed data
is stored in the public opinion monitoring table after
compiling the monitoring algorithm in the background. &e
public opinion monitoring table is shown in Table 4.

Network public opinion
communication management

system

Data acquisition module

Text preprocessing module

Crawler setting module

Home page display module

Network public opinion
information monitoring module

Network public opinion
information evaluation module

Figure 12: &e overall framework of network public opinion communication management system.

Begin

Major public health emergency
network public opinion
information collection

Data preprocessing

Set Weibo information
collection data keywords Chinese word segmentation

Extract feature vector

Text classification

Text clustering

Major public health emergency
public opinion

monitoring subsystem

Major public health emergency
public opinion

evaluation subsystem

End

Figure 13: &e system operation logic design.
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6. Conclusions and Suggestions

Taking “epidemic situation of new corona pneumonia in
Wuhan City” as an example, using Gephi visual analysis, this
paper makes an empirical study on the law of network public
opinion transmission in line with the current major public
health emergency. &e specific conclusions are as follows:

(1) Put forward the law of network public opinion
communication of major public health emergency.
Based on the life cycle theory, taking themajor public
health emergency “COVID-19” as an example, and
through Gephi visual analysis, the network public
opinion communication law of major public health
emergency is divided into six stages: latent,

fermentation, outbreak, remission, recurrent, and
decline. It provides a new idea for the regulatory
authorities to grasp the development law of network
public opinion of major public health emergency
timely and accurately and judge the possible public
opinion crisis.

(2) Construct a major public health emergency network
public opinion communication model. Based on the
SEIR model, taking the influencing factors of the
network public opinion communication law of
major public health emergency as the index, and
through the NetLogo simulation, the results show
that the total number of people involved in public
opinion communication, the initial number of

Data acquisition
layer 

Data storage layer

Algorithm execution
layer 

Front end display
layer 

Python 3: Beautiful soap package, Weibo crawler

MySQL: Python uses MySQLdb and Java to
configure JDBC for database connection

Java and JS: write the function algorithm of
monitoring and evaluation analysis model

HTML+CSS+JS: Bootstrap and jquerya are
used for rendering and interaction of front-end
pages, AJAX is used for front-end and back-end
interaction, and Echarts is used to draw tables 

Figure 14: &e system architecture design.

Table 3: &e crawler search major public health emergency history information table.

Name Type Length Decimal point Nonempty Remarks
ID Int 11 0 Yes Primary key identification
Topic Varchar 50 0 No Search topic
Count Int 50 0 No How many pieces of data did it crawl
Step Int 50 0 No Crawl interval
StartTime Datetime 0 0 No Start time
EndTime Datetime 0 0 No End time
CreateTime Datetime 0 0 No Record retrieval time

Table 4: &e public opinion monitoring table.

Name Type Length Decimal point Nonempty Remarks
ID Int 11 0 Yes Information ID
ParentID Int 11 0 No Original data sheet ID
TopicAtt Float 50 0 No Topic attention
TopicAttRate Float 50 0 No Change rate of topic attention
Topic Varchar 200 0 No Topic
StartTime Datetime 0 0 No Start time
EndTime Datetime 0 0 No End time
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people involved in public opinion communication,
and the communication cycle are the three influ-
encing factors of network public opinion, so as to
construct the network public opinion communica-
tion law model of major public health emergency.

(3) Key communication channels play an important role
in the development trend of network public opinion
in major public health emergency. Among them,
“People’s Daily,” “Headline News,” and “CCTV
News” are the three Weibo accounts with the largest
number of forwarding, the highest number of fans,
and the greatest influence. &e common users
connected with the three Weibo opinion leaders as
the core nodes have the widest range of public
opinion communication and have played a huge
influence in the process of network public opinion
communication of major public health emergency.
&erefore, in order to prevent the negative impact of
network public opinion on major public health
emergency, it is necessary to intervene in key food
transmission channels timely and effectively.

Epidemic development is the key to the development of
network public opinion in major public health emergency. It
has been found that the infection and treatment of COVID-19
pneumonia are the core to promote network public opinion.
We should pay attention to and choose the appropriate time
to intervene and guide the key communication channels with
high influence.&rough the control of public opinion, we can
change the interaction between these key communication
channels and Internet users’ forwarding and comments, stop
the spread of negative public opinion in time, reduce the
spread of rumors, and guide public opinion to the positive.
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As a new green solid-state light source, semiconductor light-emitting diodes (LEDs) have the advantages of low power con-
sumption, small size, long life, short response time, and good modulation performance. At the same time, the frequency band to
which LED light sources belong does not require regulatory registration, thus alleviating the current problem of spectrum scarcity
for wireless communications. However, white LED-based visible light communication (VLC) systems su�er from limited
bandwidth and low energy e�ciency.�erefore, an ARM-based indoor RGB-LED VLC system is proposed. Firstly, the three RGB
colours are mixed into white light, thus obtaining a larger modulation bandwidth than normal white LEDs while illuminating
normally. Secondly, the S3C6410 processor is used to modulate and demodulate the RGB-LEDs with biased light OFDM, thus
obtaining a high spectrum utilisation while ensuring system transmission stability. �en, according to the characteristics of the
light source of the VLC system, the leading and window functions used in the optical network transceiver module are designed to
improve the communication energy e�ciency of the system. Finally, functional tests were carried out on an ARM development
board. �e experimental results show that with a single RGB-LED light source, the maximum transmission distance is 5 cm, the
maximum average delay is 68ms, the maximum throughput is 25Mbps, and the BER is controlled below 3.2×10−3, which meets
the basic communication requirements.

1. Introduction

With the advent of the 5G era, the demand for mobile data
services is growing exponentially, and the available fre-
quency band resources for RF communications are be-
coming increasingly scarce. As a result, the visible band,
which has a huge bandwidth, is rapidly attracting wide-
spread attention. Semiconductor light-emitting diodes
(LEDs), as a new green solid-state light source, have the
advantages of low power consumption, small size, long life,
short response time, and good modulation performance
[1–7]. By simply replacing conventional incandescent lamps
with LEDs, the lighting can be transformed into a wireless
network transmitter. Furthermore, with the development of
conventional wireless communication, the limited radio
spectrum resources are becoming increasingly prominent,
leading to the issue of spectrum resource utilisation be-
coming very important.

�e frequency band to which LED light sources belong
does not require regulatory registration and can alleviate the
current shortage of spectrum for wireless communication.
�erefore, the use of white LED light sources for indoor
lighting for VLC is a current research hotspot in the ¡eld of
wireless communication at home and abroad. VLC is the use
of speci¡c modulation techniques to couple the data signals
to be transmitted with light-emitting diodes [8–10]. At the
same time, a high-speed modulated light wave signal from
the LED device is used to transmit the information. �e
receiver generates an electrical signal based on the strength
of the received light signal via a photodetector, and the signal
is restored by the signal processing circuit.

LED-based VLC can greatly broaden the communication
spectrum range and is one of the feasible solutions to al-
leviate the tight wireless spectrum resources. Its advantages
are mainly re£ected in these aspects [11–13]: (1) the data
transmission speed is almost the same as that of optical ¡ber.
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Under certain circumstances, it can transmit data at 1Gbps.
(2) VLC is not limited by spectrum. In contrast to RF
wireless communication, VLC technology is able to allocate
spectrum resources more scientifically. (3) VLC technology
is green and environmentally friendly. VLC technology does
not cause harm to the human eye and does not cause signal
interference and impact on existing systems. (4) Good
confidentiality: VLC technology is not easy to be listened to.
(5) 'e cost is relatively low. VLC-related equipment and
systems are very simple to deploy and are well compatible
with current RF communication systems.

'e above advantages show that if VLC technology can
be applied to practical production and life, it will help
completely solve the problems of spectrum resource con-
straint and signal interference. 'is shows that VLC tech-
nology has great potential for application. VLC technology
can be perfectly integrated with the network access tech-
nology of today’s homes. By using LED lighting in the
average home as a kind of optical routing, it is possible to
provide network access to the home.

VLC is a more energy-efficient and environmentally
friendly way of accessing the Internet than mainstream Wi-
Fi communication today. In addition, VLC can also be used
for indoor positioning technology [14]. By collecting and
transmitting the location information of indoor users
through inherent indoor lighting devices, the precise posi-
tioning of moving people in indoor locations can be
achieved. In some special spatial environments, such as
aircraft, hospitals, and mines, there are a large number of
electronic devices that are more sensitive to electromagnetic
waves. In order to prevent serious consequences caused by
electromagnetic wave interference, the use of electronic
communication equipment in these situations is strictly
limited. LED-based VLC is a good solution to these prob-
lems, as it does not generate electromagnetic interference.

ARM is a microprocessor with high performance and
low power consumption and is favoured by the majority of
terminal product manufacturers. 'e development of ARM
terminals has become an important force in the develop-
ment of information technology and the ARM platform has
become the platform of choice for product development in
people’s lives. 'e implementation of visible light network
access on ARM terminals will certainly greatly facilitate the
exchange of information between people. 'erefore, an
ARM-based indoor VLC system is proposed.

2. Related Studies

VLC technology based on white LEDs is able to achieve both
lighting and communication functions at a low cost and is
suitable for various network access scenarios. Due to its
advantages of being free of electromagnetic interference and
green [15], VLC technology has attracted widespread at-
tention and support worldwide.

Research work on VLCs first began in Japan. As early as
2000, Keio University in Japan proposed the feasibility of
visible light as a light source for indoor lighting and com-
munication [16]. In 2003, a large group of companies and
research institutes formed the VLC Consortium (VLCC)

with the aim of establishing a set of industry standards
applicable to VLC. In 2008, the EU developed and imple-
mented the OMEGA project, whose main objective was to
study data applications for home access networks with
transmission speeds exceeding 1Gbis/s [17], which includes
VLC.

At present, one of the key technologies for LED VLC is
modulation, coding, and demodulation. Currently, most
VLC systems use intensity modulation (IM) direct detection
systems, and most of the coding methods are binary OOK
(on-off keying) codes. Xiao et al. [18] proposed a real-time
visible light transmission network based on non-return-to-
zero on-off keying modulation (NRZ-OOK) with a trans-
mission rate of 550Mbit/s. Wang et al. [19] proposed a
modulation technique based on phase shift Manchester
coding (PS-Manchester) and mixed time-frequency equal-
isation, which used RGB-LED to achieve a higher trans-
mission rate.

'e light-emitting mechanism of white LEDs makes
their bandwidth limited. As a result, the transmission rate
of VLC networks is not very high in the currently
implemented application scenarios. In visible commu-
nication systems, the core component of the transmitter
module is the white LED, which can be divided into three
main types: PC-LED, RGB-LED, and UV-LED. 'e RGB-
LED light source is a monochromatic combination of red,
green, and blue light in proportion to demand. As
technology has evolved, the scope of RGB-LEDs has ex-
panded to include more than just a mixture of red, green,
and blue light, and RGB-LEDs can be used to produce the
desired white light by combining multiple colours in the
right proportions. For this reason, the majority of current
research has focused on the use of PC-LEDs and RGB-
LEDs as transmitters in VLCs. As the modulation
bandwidth of RGB-LEDs is higher than that of PC-LEDs,
RGB-LEDs are used in the network access scheme pro-
posed in this paper.

In addition, because OFDM can effectively combat
intersymbol interference caused by multipath propagation;
its implementation complexity is much less than that of a
single-carrier system using an equaliser.'erefore, the use of
OFDM modulation technology has good prospects for
development.

To meet the demand for green communication, current
wireless communication technologies not only focus on
improving transmission efficiency but also pay more at-
tention to energy efficiency. 'erefore, a lot of research
work has been carried out on energy efficiency in VLC
systems. Marshoud et al. [20] discussed the effect of dif-
ferent waveforms and modulation methods on LED energy
efficiency in VLC systems. Ferreira et al. [21] came up with
a new multiobjective optimisation method that allows
flexible switching between energy efficiency and spectral
efficiency functions. Chen et al. [22] derived a closed-form
expression for the energy efficiency-spectral efficiency in
VLC systems assuming that the LEDs operate in the linear
region.

With its unique performance, VLC has great application
prospects in the future. ARM is a microprocessor with the

2 Scientific Programming



advantages of high performance and low power consump-
tion, so this paper attempts to combine ARM technology and
VLC technology to study the feasibility of network access
based on ARM terminals, bringing into play the advantages
of both and providing a hardware implementation method
for ARM-based VLC systems.'is paper attempts to combine
ARM technology and VLC technology to investigate the
feasibility of network access based on ARM terminals, exploit
the advantages of both, and provide a hardware imple-
mentation method for ARM-based VLC systems.

'e main objective of this research is to increase the
transmission bandwidth of VLC systems and improve LED
energy efficiency. 'is paper proposes an ARM-based in-
door RGB-LED VLC system. 'e main innovations and
contributions include: (1) considering the large modulation
bandwidth of RGB-LEDs compared to ordinary white LEDs
and the advantages of OFDM modulation technology with
its strong anti-interference capability and high spectrum
utilisation, this study attempts to combine RGB-LEDs with
OFDM technology in order to improve the system trans-
mission bandwidth; (2) based on the characteristics of the
light source of the OFDM-based VLC system, the leading
and window functions used in the optical network trans-
ceiver module were designed to improve the communication
energy efficiency of the system; and (3) an embedded ARM
platform was built for OFDM modulation and demodula-
tion to achieve low-cost network access for visible light
systems.

3. VLC System Light Source Characteristics

3.1. Operating Principles and Characteristics of LEDs. 'e
LED is a semiconductor structure with an internal PN
junction that enables the conversion between electrical
energy and light energy [23–25]. 'erefore, like normal PN
junctions, LEDs have physical characteristics such as for-
ward conduction and reverse cut-off. When the PN junction
is subjected to a forward voltage, the holes in the P region
flow to the N region, while the electrons in the N region flow
into the P region. In the process of flowing, when the
electrons in high-energy state collide with holes, the excess
energy is radiated out in the form of light. LED’s light-
emitting principle is shown in Figure 1. LED’s light emission
is spontaneous, so its directivity is poor. We can gather the
light of LED by external devices to improve the received light
power at the receiving end.

'is paper uses the solid-state power amplifier (SSPA)
model to describe the voltammetric characteristics of LEDs,
which are PN junctions made of semiconductor materials
and therefore have the same voltammetric characteristics as
PN junctions. 'e forward voltammetric characteristics of
LEDs can be expressed as follows:

IF � Is e

qVF

nkT
− 1⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠, (1)

where Is is the reverse saturation current, q is the electron
charge, n is the constant, k is the Boltzmann constant, and T

is the thermodynamic temperature.

'e operating voltage of LEDs is divided into four re-
gions, namely the reverse breakdown region, the cut-off
region, the start-up region, and the operating region. 'e
start and work zones are the positive zones and are the areas
that the system design focuses on. 'e junction between the
start and work zones is the LED turn-on voltage. When the
forward voltage is applied to both ends of the LED and the
working voltage is less than the starting voltage, the LED
cannot normally emit light. At this point, the size of the
current through the LED is zero. 'e working voltage of the
LED is slowly increased. When the working voltage exceeds
the starting voltage, the LED normally emits light. If we
apply the reverse voltage to the LED, the LED is in the cut-off
zone. If we continue to increase the reverse voltage, it is likely
that the PN junction of the LED will be broken down by the
reverse voltage. At this point, the critical voltage that breaks
through the LED is called the breakdown voltage. When
designing the transmitter circuit of a VLC system, we need to
design the modulation circuit or signal coupling circuit
according to the operating current of the LED.

3.2. Principle and Characteristics of the Receiving LED.
For VLC receiver modules, the core device is the photo-
detector (PD). Photoelectric detection converts light sig-
nals into electrical signals by means of the photoelectric
effect between substances. By using photodetection, the
receiver can smoothly convert the received visible light
signal into an electrical signal that can be recognised by the
subsequent signal processing circuit. Currently, the most
used photodetectors are positive-intrinsic-negative (PIN)
photodiodes, avalanche photodiodes (APD), and image
sensors [26].

In a multiuser scenario, each user needs a receiver to
receive the signal. Although APDs are more sensitive and
support a larger bandwidth, cost considerations led this
study to use a PIN photodiode as the receiver. 'e photo-
receiver used in the experiments is a silicon PIN photodiode
S10784 from Hamamatsu, Japan. 'e S10784 has a peak
wavelength of 660 nm or 780 nm, as well as a fast response
time and high sensitivity. 'e detailed parameters of the
silicon PIN S10784 are shown in Table 1.

N-region
P-region

Electron 
injection

Luminescence 

Figure 1: Principle of LED light emission.
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4. RGB-LED VLC Principle

4.1. Structure and Principle of RGB-LED. VLC technology
uses high-speed signals emitted by LEDs to transmit data.
'is high-speed signal cannot be recognised by the human
eye. On the transmitter side, the process of flashing light and
dark LEDs at high speed is the process of sending the in-
formation. For example, “light” means “1,” and “dark”
means “0.” At the receiving end, the light and dark signals
are detected by a corresponding photoelectric detection
device. After a series of amplification, filtering, shaping, and
other processing, together with mathematical analysis and
transformation methods, the information sent by the
transmitter can be translated using decoding.

'ere are two general approaches to white LED for-
mation [27]: PC-LED and RGB-LED. 'e basic structure of
PC-LED is shown in Figure 2. RGB-LED produces the
desired white light by mixing the various colours of light, as
shown in Figure 3. By mixing the three colours of light at a
certain power level, the white light perceived by the human
eye is obtained. 'is method requires a certain electronic
circuit to control the mixing ratio of these light colours.
Although complex, this method provides the flexibility to
obtain the desired light colour with high quantum
efficiency.

'e colour rendering and radiant luminous efficacy of
the RGB-LED are influenced by the three lamps together. In
order to make it as close to white as possible, Ra> 80 is
required and the coordinates (x� 0.33 and y� 0.33) are
satisfied. After several patchwork proportioning tests, the
ratio of the three RGB colours was found to be 1:1.2:1. 'e
specific proportioning data are shown in Table 2.

4.2. SolutionDesign for the Transmitter Side of RGB-LEDVLC
Systems. 'e transmitter side of the RGB-LED-based VLC
system designed in this paper consists of an RGB-LED light
source module, an RGB-LED driver module, a modulation
module, and an adder-coupling module. 'e adder couples
the RGB-LED DC drive voltage with the modulating
voltage signal from the signal modulation module, which
drives the RGB-LED light source module to emit a light
signal loaded with useful information. A schematic dia-
gram of the operation of the transmitter is shown in
Figure 4.

5. ARM-Based Indoor RGB-LED VLC
System Design

5.1. Geometric Model for Indoor VLC. Unlike traditional
communication theory, the channel model in VLC is closely
related to the light source, the channel, and the receiver. In
this paper, only the direct line of sight (LOS) link between a
single LED and a single PD is considered, and the geo-
metrical scenarios for different layouts of indoor LEDs are
considered, as shown in Figure 5. In a VLC system, the LOS
optical channel can be well described by its DC gain. 'e
channel DC gain g is defined as follows:

g �
(m + 1)Ap d

2πd
2 cosm

(φ)cos(θ)T(θ)G(θ), (2)

where m is the Lambert emission coefficient, Ap d represents
the effective area of the PD, φ is the angle of light emission, θ
is the angle of light incidence, and T(θ) and G(θ) represent
the gain of the optical filter and concentrator, respectively.

5.2. BiasedOpticalOFDMModulation Scheme. In this paper,
the biased optical OFDMmodulation technique is applied to
a VLC system. Firstly, the input binary bit stream is

Table 1: Silicon PIN S10784 parameters.

Parameters Numerical values
Light-sensitive area 3.0mm2

Pixel count 1
Maximum reverse bias voltage 20V
Spectral response range 340∼1,040 nm
Peak wavelength 760 nm
Sensitivity 0.51A/W
Dark current 1,000 pA
Cut-off frequency 250MHz
Junction capacitance 4.5 pF

LED 
chip

Phosphor

Figure 2: Basic structure of the PC-LED.

Figure 3: Basic structure of the RGB-LED.
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modulated by QAM. Secondly, Hermitian symmetry is
performed to obtain a frequency domain complex signal as
follows:

X � X0, X1, · · · , XN/2− 1, XN/2, X
∗
N/2−1, · · · , X

∗
1 

T
. (3)

'e Hermitian symmetry operation performed after
QAM modulation is to ensure that the signal after the in-
verse fast Fourier transform (IFFT) operation is a real-
valued signal. Without loss of generality, the real-valued
OFDM symbol xu(n) can be expressed as follows:

xu(n) � 
N−1

k�0

Xk��
N

√ e
j2πnk/N

, 0< n<N − 1, (4)

where N is the total number of subcarriers.

In general, the DC bias voltage xDC is defined as shown
as follows [28]:

xDC �
UTOV + Umax

2
, (5)

where UTOV is the LED turn-on voltage and Umax is the
maximum DC voltage of the LED. After superimposing the
DC bias voltage on xu(n), a positive real-valued signal x(n)

is obtained as follows:
x(n) � xu(n) + xDC. (6)

'e output signal via the LED y(n) can be expressed as
follows:

y(n) �
f vLED( 

1 + f vLED( /imax( 
2t

 
1/2t

, (7)

Table 2: RGB trichromatic white LED ratios.

LED Wavelength (nm) Spectral bandwidth Radiant light effect Energy (W) Luminous flux
Red 614 20 311.6 1 311.6
Green 546 30 640.9 1.2 769.1
Blue 465 20 54.5 1 54.5

RGB-LED driver module Modulation module

Adder

RGB-LED light source 
module

R G B R G B

R G B

Figure 4: Diagram of the system on the sending end.

PD

LED

PD

LED

r r

h
h dd

Figure 5: Geometric scene with different layouts of indoor LEDs.
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where vLED denotes the DC voltage of the LED and f(vLED)

denotes the DC voltammetric characteristic function of the
LED. At the receiver end of a biased optical OFDM VLC
system, the signal received by the photodetector PD can be
expressed as follows:

r(n) � RPD y(n)⊗ hc(n)  + z(n), (8)

where RPD is the responsiveness of the PD, hc(n) is the
equivalent VLC system channel gain, ⊗ represents the
convolution operation, and z(n) is the zero-mean additive
white Gaussian noise (AWGN). At the receiver end of a
biased optical OFDM VLC system, the photodetector PD
converts the received optical signal into an electrical signal
and then performs the opposite operation to the transmitter
end, resulting in a binary signal.

5.3. Block Diagram of the Overall Hardware Architecture.
In order to implement the functions of a biased optical
OFDM VLC system, a high-performance processor is re-
quired for forward and inverse Fourier transform opera-
tions. 'e S3C6410 processor, based on the high-
performance 32 bit ARM1176JZF-S core, was chosen after
taking into account performance and cost factors. 'e ARM
processor has lower power consumption and a rich pe-
ripheral interface, which is more suitable for OFDM system
hardware implementation. 'e overall block diagram of the
system hardware is shown in Figure 6.

5.4.CrystalCircuitDesign. 'e system is powered directly by
AC 220V. In addition, to provide a stable 8M frequency
square wave output, the core S3C6410 processor has an

external 8M crystal oscillator as the clock signal, as shown in
Figure 7.

5.5. Passive Low-Pass RC Filter Circuit Module. In order to
perform the necessary noise filtering on the output signal of
the system, a passive low-pass RC filter is externally con-
nected to the DA/AD interface, and the modulated OFDM
signal frequency f is expressed as follows:

f �
1

(2πRC)
, (9)

where C indicates the capacitance in this circuit. C is set to
0.1 μF in this system. R indicates the resistor in this circuit. A
potentiometer is used in this system so that it can be adjusted
as required. 'e low-pass RC filter circuit is shown in
Figure 8.

5.6. Design of Leading and Windowing Functions. Energy
efficiency is an important indicator in optical communi-
cation systems and needs to be maximised wherever pos-
sible. 'erefore, the improvement of energy efficiency has
become a key issue in optical communication systems.
'erefore, this paper attempts to design the lead and window
functions used in the physical layer based on the biased
optical OFDM VLC system to transmit signals only in the
over-zero region, so as to improve the communication
energy efficiency of the system as much as possible while
ensuring the system bandwidth.

In this paper, we try to use only 1/3 of the band, that is,
near the over-zero zone, for the transmission of the signal
during the entire photoelectric conversion cycle. Because
this zone has the lowest background noise and interference,
it is the most desirable time slot for communication.
'erefore, a constant envelope zero autocorrelation se-
quence is used as a leading code in order to shorten the
frame length. Specifically, a Zadoff–Chu sequence was used,
the expression of which is as follows:

Power supply 
module

Crystal 
Module

ARM main 
processor 

circuit

DA

AD

RS232 
module

Communication 
terminal

RC filter 
module

Interface and 
coupling module

Figure 6: General block diagram of the system hardware.

R1 
1M Y1 

8MH
z

C1 
22pF

C2 
22pF

GND

Figure 7: Crystal oscillator circuit of 8M.

C 0.1μF

GND GND

R
INOUT

Figure 8: Low-pass RC filter circuit.
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ak �

exp j2π
M

N

k(k + 1)

2
+ qk  , N is odd.

exp j2π
M

N

k
2

2
+ qk  , N is even.

,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(10)

where k � 0, 1, . . . , N − 1, N denotes the length of the se-
quence, M is reciprocal to N, and q denotes a random
integer.

'e system was designed with a centre frequency of
421 kHz, and a Zadoff–Chu sequence (N � 30, M � 29, and
q � 15) was chosen to meet the frame length parameters [29].

In order to window the OFDM signal with the aim of
minimising spectral energy leakage, a rising cosine window
is generally used, which is defined as follows:

w(t) �

0.5 + 0.5 · cos
π + tπ
βTs( 

  0≤ t≤ βTs

1.0 βTs ≤ t≤Ts

0.5 + 0.5 · cos
t − Ts( π
βTs( 

  Ts ≤ t≤ (1 + β)Ts

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

where β indicates the roll-off factor of the added window and
Ts indicates the cycle length of the symbol.

In this system, Ts � 1,174. 'e raised cosine window is
calculated by discrete time.

w(n) �

0.5−0.5 · cos
π · n

32
  0≤n≤31

1 32≤n≤1141

0.5−0.5 · cos
π · (n −1174)

32
  1142≤n≤1173

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

'erefore, the time domain waveform diagram of the
window function used in this system is shown in Figure 9.

DBPSK modulation is used to implement the subcarrier
modulation, and the frame length of the system is defined as
follows:

Tframe �
NFFT · Npre + NFFT + NCP − Nwindow(  · NFCH + NDATA( 

fs

� [1024 × 3 +(1024 + 120 − 32) × 5]÷ 2.0 × 106 

� 3.253(ms),

(13)

where NDATA indicates the length of the DATA field in-
formation, NCP indicates the number of useful subcarriers,
Nwindow indicates the number of window cover points, NFCH
indicates the number of frame control header symbols, NFFT
indicates the number of fast Fourier transform points, Npre
indicates the number of leading symbols, and fs indicates
the sampling frequency.

'e results from equation (11) show that the frame
length of the system is significantly reduced. Combined with
the OFDM symbol power spectrogram after windowing, the
planned over-zero zone signal transmission is accomplished,
thus effectively improving the energy efficiency of data
communication.

6. Experimental Results and Analysis

6.1. Experimental Setup. 'e commissioning process for the
transmitter and receiver circuits of the RGB-LED VLC
system is as follows:

(1) First of all, the mechanical performance of each
module should be debugged and tested; check
whether each module component is well connected
to each other, especially whether the installed
components are normal

(2) Check the component power supply and detect if the
module is working properly

(3) Debugging program: burn the written software
program into the microcontroller to see if the pro-
gram makes each module perform the desired
function

(4) Overall system debugging: debug the transmitter and
receiver circuits and observe whether the output
waveforms of each port meet the circuit require-
ments through an oscilloscope

After the selection and commissioning of the above
system components, the prototype system was finally

Protective interval OFDM symbols

32 sampling 
points

32 sampling 
points

100 sampling 
points

Head Tail
Ascending cosine 
window function

Figure 9: Time domain waveform of the window function.
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completed. 'e hardware of the indoor RGB-LED VLC
system is shown in Figure 10.

6.2. Communication Trials and Performance Tests. Next, the
system performance will be tested in terms of the driving
voltage, communication distance, light intensity, and BER.
As testing the three lights separately would be somewhat
repetitive, a single RGB-LED light source is chosen for
testing in this paper. 'e following experimental tests were
carried out using blue light as an example. 'e time domain
waveform of the received frame signal at the receiver side is
shown in Figure 11. We can see that one frame of the os-
cilloscope represents 40 μs and the average period is 3
frames, so the signal frequency is 8.4 kHz.

'e results of the drive voltage and light intensity tests
are shown in Table 3. As can be seen fromTable 3, the voltage
drop of the LED is proportional to the light intensity.
However, due to the limited carrying voltage of the LED, the
maximum light intensity of the LED used in this system is
5,390 lux.

'e relationship between the voltage intensity of the blue
LED at different distances and the BER is shown in Table 4.

'e BER is lowest when the light intensity at the
transmitter is 3,370 lux, so the optimum communication

state for this system is a transmission distance of 1.5 cm and
a light intensity of 3,3701ux. 'e throughput of this system
at distances from 1 to 5 cm was tested using a network tester,
and the results are shown in Table 5.

With a packet size of 128 bytes and a throughput load of
80%, the system delay performance was tested using a
network tester at different distances, and the results are
shown in Table 6.

With a packet size of 128 bytes and a throughput load of
80%, the system delay performance was tested using a
network tester at different distances, and the results are
shown in Table 7.

As a key metric for communication systems, reliability
verification is a necessary component of test validation.
Using the Monte Carlo method, the ARM-based indoor
RGB-LED VLC system was tested 20 times with a data
transmission size of 500 frames each. 'e average BER
results of the system are shown in Figure 12.

Overall, at a distance of 5 cm, the system has a packet loss
rate of 0%, a maximum average delay of 36ms, and a
maximum throughput of 25Mbps, all of which meet the
actual broadband access requirements. In addition, Fig-
ure 12 shows that after −5 dB, the average BER of the system
decreases significantly with the increase of the signal-to-
noise ratio up to 4.8×10−3 level, which can effectively ensure
the reliability of communication.

In terms of system energy efficiency, the maximum value
of energy efficiency is obtained in the scenario of a horizontal
LED layout when the horizontal distance r� 1.5 cm, which is
in line with the above results (lowest BER). 'is is because at
this position the LEDs are facing the PD and the PD can

Figure 10: Indoor RGB-LED VLC system hardware.

Figure 11: Time domain waveform of the frame signal.

Table 3: Relationship between voltage drop and light intensity.

LED voltage drop (V) Light intensity (lux)
2.66 143
2.78 648
2.89 1,191
2.96 1,685
3.02 2,210
3.13 3,012
3.24 4,172
3.30 5,309

Table 4: Distance-light intensity-BER relationship.

Distance (cm) Light intensity (lux) BER (×10−3)
1 4,220 5.2
1.5 3,370 4.8
2 2,830 5.1
2.5 2,520 5.4
3 1,952 6.1
3.5 1,392 6.7
4 1,342 6.7
4.5 976 8.6
5 811 9.8

Table 5: System throughput test results.

Distance
(cm)

Uplink throughput
(Mbps)

Downlink throughput
(Mbps)

1 23 24
1.5 24 25
2 22 23
2.5 20 21
3 16 17
3.5 11 12
4 6 7
4.5 3 4
5 1 2
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receive most of the light energy; therefore, the maximum
system energy efficiency is obtained at this position. In
practical system design, the horizontal distance r can be
configured according to the requirements of the different
layouts of the LEDs. It should be noted, however, that the
smaller the horizontal distance r, the more difficult it is to
implement a biased light OFDM system.

7. Conclusion

'is paper presents an ARM-based indoor RGB-LED VLC
system. RGB-LEDs are combined with OFDM technology to
implement a VLC system in order to improve the system
transmission bandwidth. Based on the characteristics of the
light source of the OFDM-based VLC system, the leading
and window functions used in the optical network

transceiver module are designed to improve the commu-
nication energy efficiency of the system. In addition, an
embedded ARM platform was built for OFDM modulation
and demodulation to achieve low-cost network access for the
visible light system. Experimental results verify the feasibility
of the system. 'e maximum energy efficiency was obtained
in the LED horizontal layout scenario when the horizontal
distance r� 1.5 cm, and the BER was only 4.8×10−3. Overall,
at a distance of 5 cm, the system had a packet loss rate of 0%,
a maximum average delay of 36ms, and a maximum
throughput of 25Mbps, all of the above performance in-
dicators meeting the actual broadband access requirements.
Further research will be carried out on how to design good
LED and PD arrays while increasing the transmission dis-
tance and ensuring system stability.
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Articial intelligence and big data, as emerging technologies that have attracted much attention in recent years, have broad
application and development space in improving the development of intelligent and rened education in colleges and universities.
�e application of articial intelligence and big data to the mental health education practice of college students has a very positive
e�ect on accurately discovering and scientically solving the mental health problems of college students. In order to combine big
data and cloud computing platform organically, this paper introduces an intelligent algorithm based on multi-output support
vector regression (MSVR) model and immune clone selection algorithm (ICSA). At the same time, we couple the two to obtain a
new intelligent algorithm, namely, immune multiple output support vector regression (ICSA-MSVR) algorithm. Based on the
prediction results of health education on students’ knowledge and behavior by cloud computing platform, the necessary
conditions for three intelligent algorithms to complete the task are summarized. Numerical experimental results show that ICSA-
MSVR plays a role in both local search and global search, and is more e�ective in large-scale cloud computing task scheduling. In
addition, in task scheduling, when the task completion time is short, ICSA-MSVR has a lower load imbalance than ICSA and
MSVR, which can achieve better load balancing, and the load between virtual machines is closer. Finally, combined with the
problems and the needs of students’ health education, suggestions are put forward to deepen the application of technology in
students’ mental health education. �is approach can provide corresponding ideas and reference methods for improving the
scienticity, pertinence, and e�ectiveness of mental health education.

1. Introduction

Exercise and health education is an important part of stu-
dents’ knowledge and behavior, and it is an objective daily
activity [1, 2]. With the development of technology, the
ability to realize its value can be enhanced to a certain extent
with the help of big data technology [3, 4]. How to dig,
analyze, and use data in a scientic, e�cient, and reasonable
way, and explore the integration and development of tra-
ditional exercise and health educationmethods with modern
information technology have become important means to
release the value benets of health education [5, 6]. In
addition, the introduction of big data technology into the
vision of health education can not only broaden the way of
thinking of health education. �is can also e�ectively

integrate the universality of the use of big data and the
specicity of health education, and improve the adaptability
and realistic e�ectiveness of sports health education [7, 8].

Enhancing the applicability and e�ectiveness of sports
health education is a realistic requirement under the new
situation, new laws, and new scenarios. �is situation is
mainly manifested in two aspects.

(1) It is necessary to promote the renewal and reform of
educational carriers here. �ese methods are aimed
at profound changes taking place. Health education
needs to strengthen the selection, update, and op-
timization channels of content resources and
implementation methods on the basis of existing
carriers, and conduct information dissemination
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through normalized, personalized, and efficient
carriers. (is can effectively promote the achieve-
ment of the target effect.

(2) In addition, this method can optimize the predictive
analysis capabilities of education. By combining
artificial intelligence methods, we can maximize the
advantages of health education.

Strengthening health education is the best path to im-
plement the concept of health first and explore the inte-
gration of sports health education and big data, facing new
situations, new laws, and new requirements. (is is also a
topic with outstanding strategic value in the post-epidemic
era.

(e post-epidemic era not only deepens the connotation
of health education, but also puts forward more needs and
requirements for it. (e application of big data cannot be
simply understood as a carrier innovation or technological
innovation. (e effective release of its series of value benefits
requires the use of systematic thinking to make an overall
plan for the two and to explore more measures to effectively
integrate the two.

Big data is a new stage of informationization, digitali-
zation, and intelligent development, which is both an ob-
jective external environment and an important technical
carrier for health education. Relying on the new thinking
and new concept of modern big data technology [9, 10], it is
of distinctive significance and value to solve the methodo-
logical problems of health education under the new
situation.

Although students entering university tend to be rational
and mature in terms of knowledge and mind, due to the lack
of deep understanding and experience of reality, they have
certain vulnerability in terms of psychological and physical
quality, which makes them easy to have mental and physical
health problems due to some bad experiences. In the current
situation where the pace of life and study pressure continue
to increase, the issue of health education has obviously
become a prominent problem among college students’
groups. (erefore, more and more colleges and universities
have incorporated health education into the education
system of college students, hoping to enhance their
knowledge behavior through professional and targeted
health education.

However, the diversity of students’ mental states and the
lack of resources for health education teachers make it
difficult to effectively meet students’ individual physical and
mental health education needs. (is will result in health
education often being reduced to a public knowledge cur-
riculum [11, 12]. In such a situation, it is necessary to
improve the ability of college teachers to screen, locate, and
analyze the health education problems of college students
with the help of technology. Artificial intelligence and big
data, as the emerging technological content of computer
science and technology innovation, can meet exactly this
need.

In recent years, colleges and universities have gradually
begun to explore the application of artificial intelligence and
big data to the practice of college student health education,

so as to enhance the relevance and effectiveness of mental
health education [13, 14]. At present, the application of
technology is still in the exploration stage, and no systematic
and comprehensive application method has been formed.

In addition, in the field of school education, the value of
focused data resources is extraordinary. However, due to the
complexity of basic data resources, they do not directly serve
educational activities, and their value can only be repro-
duced after certain processing, handling, and analysis. Only
by focusing on the key points of exercise and health edu-
cation and reproducing the value points can we synchronize
and integrate the two to serve the educational activities. In
other words, we can enhance the ability to achieve the goals
of exercise and health education in a way that is driven by big
data technology.

For a long time, the student population has shown a
marked sensitivity to their psychological problems and is
reluctant to talk about them too much.(is makes it difficult
to carry out mental health education for college students in
an open and public way. Artificial intelligence and big data
can rely on the functional advantages of the Internet plat-
form, enabling universities and teachers to develop a per-
sonalized platform for college students’ mental health
education by using the Internet as a carrier. (is allows
students to log in to the system for content understanding
and activity participation at any time and from any location
on their own, truly eliminating the fear of health education
for students.

Based on the above analysis, it is necessary to analyze the
impact of health education on the knowledge and behavioral
ability of students, especially contemporary college students,
from the perspective of big data and cloud computing. (is
paper intends to introduce a novel big data combined with
artificial intelligence approach [15, 16](based on immune
multi-output support vector regression algorithm) and
discuss the application of the novel approach in this field
from the perspective of health education, in order to provide
an idea for future applications of big data and cloud
computing.

2. Immune-BasedMulti-OutputSupportVector
Regression Algorithm

With the rapid development of science and technology, big
data and cloud computing methods can be seen everywhere
for different fields around the world. For example, the
aerospace field often uses big data methods to detect tiny
damage in equipment. For some nonlinear phenomena or
some seemingly irregular situations, the use of big data
analysis can often summarize the development trend of such
problems and can have a better guiding role for future
planning and development. (is method is not only applied
in the field of science and engineering, but also favored by
researchers in the research process of social science. Taking
the health education involved in this article as an example,
the introduction of cloud computing and big data tech-
nology can to a certain extent liberate the traditional
teaching mode that only relies on the teacher’s name or
urging mode. (is method starts from the importance of
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each student, and reasonably analyzes and predicts the trend
of each variable, so that a corresponding teaching mode can
be formulated for each individual, and the purpose of
teaching students in accordance with their aptitude is truly
achieved.

In fact, the realization of big data and cloud computing is
also realized on the basis of artificial intelligence or intel-
ligent algorithms. Although big data technology and cloud
computing platform seem to be simple in application, the
mathematical principles contained in them are very com-
plex. Taking the BP neural network with the simplest
principle and the most convenient operation as an example,
the calculation of each neuron is obtained by iteration and
inversion of a series of nonlinear functions. Although this
calculation is complex, with the blessing of computer en-
gineering technology, researchers can obtain a predictable
network engineering through code programming. However,
it is a huge project for us to turn an initial black box into a
practical network project. (is requires repeated verification
and trial and error to be completed.

Fortunately, with the emergence of artificial intelligence
technology, more and more intelligent algorithms are ap-
plied in various fields. Compared with the early stage of
research, there is only one prediction system, BP neural
network, and various optimization algorithms have been
introduced. Genetic algorithm is considered to be an ef-
fective method to find the optimal solution. (e neural
network optimized by genetic algorithm improves the so-
lution method of weights and thresholds in its original al-
gorithm, making the whole calculation process more
reasonable.

In the process of finding the optimal solution, particle
swarm optimization is also applied. Compared with the
genetic algorithm, the particle swarm optimization process
does not need to set too many parameters in advance.
However, before the algorithm is calculated, it requires the
researcher to determine the fitness function first, which
requires the researcher to have certain prior knowledge.

Compared with the above two optimization algorithms,
support vector machine is a new type of calculation method.
It shows many unique advantages in solving small sample,
nonlinear, and high-dimensional pattern recognition. At the
same time, this algorithm can also be extended to other
machine learning problems such as function fitting.

In deep learning, support vectormachines are supervised
learning models related to related learning algorithms. (is
computational model can be used to analyze data and
identify patterns. In addition, it can also be used for clas-
sification and regression analysis.

As an upgraded version of the genetic algorithm, the
immune algorithm can make up for the shortcomings of the
calculation principle inherent in the genetic algorithm.
Under the premise of retaining the excellent characteristics
of the genetic algorithm, this intelligent algorithm tries to
selectively and purposefully use some characteristic infor-
mation or knowledge in the problem to be solved to suppress
the degradation phenomenon in the optimization process.

(e immune algorithm simulates the immune process of
the human body resisting external antigens through

antibodies. It is a swarm intelligence search algorithm with
an iterative process of generate and test. In the complex trial
calculation process, this algorithm can maintain global
convergence on the premise of retaining the best individuals
of the previous generation. (erefore, this artificial intelli-
gence algorithm has strong adaptability.

In the process of studying the influence of health edu-
cation on students’ knowledge behavior, this paper attempts
to form a new type of prediction system by coupling support
vector machine and immune cloning. In particular, we
should focus on combining this coupling algorithm with big
data technology and cloud computing platform, in order to
make this prediction system more adaptable.

2.1. Multidimensional Output Support Vector Regression.
(e support vector machine [17, 18] learning method was
proposed by Vapnik et al. based on the theory of statistical
learning. For each regression computational problem, they
can be represented as establishing a functional mapping
relationship between the input and output quantities. Here,
we assume that the function is y(x) � ω · x + b, xi, yi 

(i � 1, 2, · · · , k), xi, yi  ∈ Rd × R1, and allow a certain
amount of fitting error to exist by introducing a relaxation
factor ξi, ξ

∗
i ≥ 0 in accordance with the structural risk

minimization principle of statistical learning. In this way, the
optimization problem mentioned in the text can be reduced
to a minimization problem, and the optimization objective is
established with the expression.
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where ω is the fit coefficient; ξi, ξi
∗ is the relaxation factor; C

is the penalty factor; and k is the sample size.
(e Lagrange multiplier method [19, 20] is often used by

researchers to solve optimization problems for this convex
quadratic optimization problem. (e Lagrange function can
represent the expression as follows.
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where αi, αi
∗, ci, c∗i is the Lagrange coefficient;

αi, αi
∗ ≥ 0; ci, c∗i ≥ 0; i � 1, 2, · · · , k.
According to the KKT condition, the expression of its

pairwise form maximization function can be expressed as
follows.
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where x is the i-th sample input value and x is the j-th
sample input value.

(erefore, solving the optimization problem yields the
support vector regression model can be expressed as follows.

f(x) � 
k

i�1
αi − α∗i(  x, xi(  + b, (4)

where x is the input value of the sample to be predicted.
(e above analysis is only applicable to linear regression

problems. However, for nonlinear regression, many re-
searchers need to introduce a feature space and use a
nonlinear mapping to map the data to a high-dimensional
feature space for linear regression. In addition, the imple-
mentation of this algorithm requires replacing the inner
product operation in linear regression with a kernel function
in the high-dimensional feature space.(e kernel function is
defined as follows.

K xi, xj  � ϕ xi(  · ϕ xj , (5)

where ϕ represents the nonlinear mapping function.
After the same derivation process as linear regression, we

can finally obtain the support vector model fitting function
as follows.

f(x) � 
k

i�1
αi − α∗i( K x, xi(  + b. (6)

(e traditional support vector regression has a one-di-
mensional variable (SVR) as the output variable. (is ar-
tificial intelligence algorithm makes its application scenarios
limited. In some complex systems, we need to build multi-
input-multi-output mapping system to solve the problem.
(emain reason for this difference is that a 1D SVR does not
perform such tasks. (erefore, some research exists to ex-
tend the one-dimensional SVR to make it applicable to
multidimensional output systems to solve more complex
problems in practical engineering.

We extend the one-dimensional insensitive loss function
to multiple dimensions. In addition, the loss function can be
defined, and its expression is expressed as follows.
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2
, ui ≥ ε,
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; eT
i � yT

i − ϕT(xi)W − bt; W � [w1,

· · · , wQ]; b � [b1, · · · , bQ]T, where ϕ is the nonlinear mapping
kernel function; x is the sample input row vector; yi is the
sample output row vector i � 1, · · · , n; n is the number of
samples; and Q is the dimensionality of the output variable.

Based on the loss function shown in the above equation,
we can construct the optimization objective function, whose
expression can be expressed as follows.
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To solve the mathematical optimization problem of
multidimensional output support vector regression (MSVR)
models, a large number of research results have proposed the
use of iterative reweighted least squares (IRSL) to solve the
problem.

In the optimization objective function of equation (8),
we can approximate the loss function by replacing it with a
first-order Taylor expansion.
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Meanwhile, we can construct a quadratic approximation
of equation (9) instead of the original equation form. (ere
are studies that confirm the approximate formula that can be
used to represent the relationship between the independent
variable and the response variable.
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(emain reason for using this approximate formulation
is that W and b are decoupled in this formulation. (is
intelligent optimization solution does not require iteration,
W and b; the approximate solutions of W and b can be
calculated directly by taking the partial derivatives ofW and
b equal to 0. After the optimization objective is solved, the
objective is to minimize the overall loss of W and b of the
sample set. By the above operation, the multi-output support
vector regression model is built.

2.2. Selection Algorithm Based on Immune Cloning. (e bi-
ological immune system is a complex adaptive system. (e
human immune system is capable of recognizing pathogens
and responding to them [21, 22]. (e researchers used this
mechanism to give this learning system some ability to learn,
remember, and pattern recognize. Immune cloning systems
can be used to describe the principles and mechanisms of
information processing using computer algorithms to solve
scientific and engineering problems.

Castro was the first to propose a clonal selection algo-
rithm (ICSA). (e algorithm is an intelligent method for
solving complex problems inspired by the human immune
system and simulating the function and mechanism of ac-
tion of the biological immune system. It retains several
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characteristics that are characteristic of the biological im-
mune system. (e advantages of this algorithm mainly in-
clude global search capability, diversity maintainer, extreme
robustness, and parallel solving search process. Researchers

can introduce this intelligent algorithm idea into the process
of solving optimization problems.

(e coupled algorithm introduced in this paper adds a
population suppression process to the ICSA to control the
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to count as Ab

The individuals with the highest affinity in the
retention Ab_w, the remaining individuals are

replaced by random antibodies, and the
population counted as Ab_wf

Combine Ab_t and Ab_wf to form the
overall population for the next

iteration and proceed to the next cycle

Calculate the concentration of Ab, the
composition of the population with a

concentration greater than the
threshold Ab_w the remaining

antibodies constitute the Ab_t of the
population

Yes

No

Individual maturation
process

Figure 1: Flowchart of ICSA.
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average concentration of the population and avoid pre-
mature convergence of the algorithm to a local optimal
solution. (is operation increases the global optimization
capability of the artificial intelligence.(e detailed process of
the ICSA is shown in Figure 1.

(e typical multi-peaked function Rosenbrock function
(banana function) [24] is used to test the optimization ability
of the improved ICSA. Such function expressions can be
expressed as follows.

f(X) � 
n−1

i�1
100 xi+1 − x

2
i 

2
+ 1 − xi( 

2
 , (11)

where X � [x1, x2, . . . , xn] ∈ RN.
(e global minimum point of the Rosenbrock function is

obtained when all independent variables take the value of 1,
and theminimum value of the function value is 0.We use the
10-element Rosenbrock function to test the optimization
effect of the ICSA for multivariate functions. (e search
interval of the independent variable is (−10, 10), and the
algorithm parameters are set in Figure 2. As shown in the
figure, NP denotes the number of antibody population sizes,
G denotes the maximum number of cycles, and NC rep-
resents the number of clones.

We run the optimization algorithm 10 times and find the
minimum value point of the function about 4 times. (e
results of these 10 times of optimization are shown in
Figure 3. As shown in Figure 3, the ICSA has good opti-
mization-seeking capability for multidimensional multi-
peak functions. (is optimization algorithm can be applied
to solve the optimization problem of MSVR model and the
prediction performance of research health education based
on the coupled ICSA-MSVR algorithm.

(e main performance is that when the number of
numerical experiments exceeds 5 times, the three algorithms
show different prediction performances. When there are less
than 5 experiments here, the prediction effects of the three
algorithms are basically the same.

2.3. Inverse Analysis Method Based on ICSA-MSVR Coupling
Algorithm. (e values of the control parameters (penalty
coefficients C, sensitivity coefficients ε, kernel function
parameters σ) need to be specified artificially in the process
of MSVR model building. In order to control the parameter
values to achieve the minimum sample training error and
the best generalization accuracy of the MSVR model, we
propose to solve the parameters optimally by using the
ICSA.

In the model training phase, the overall error function of
the training sample set is defined as the optimization ob-
jective, and the error of individual samples is also adopted as
the insensitive loss function. (e training samples are di-
vided into learning samples and testing samples, and we use
the K-fold cross-validation method to calculate the overall
sample error. (is way the optimization objective function
expression is expressed as follows.

C
∗
, ε∗, σ∗(  � argmin

C,ε,σ
Lall (C, ε, σ),

Lall(C, ε, σ) � 
k

m�1


km

i�1
L ui( ,

(12)

where Lall (C, ε, σ) denotes the overall training loss function;
k denotes the number of sample aliquots; km denotes the
number of training sample aliquots; and the superscript
asterisk indicates the optimal parameter.

After the MSVRmodel is trained, i.e., the optimal MSVR
model parameters are optimized by the ICSA. (is com-
pletes the process of building the prediction model for the
positive method inverse analysis process.
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Figure 2: Specific application parameters of the ICSA.
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In the optimization process of the ICSA, in order to
expand the search range of the parameters and the search
efficiency, we mapped the parameters to be optimized ex-
ponentially; i.e., the range of values of the parameters in the

population is the natural logarithm of the actual range of
values. In addition, in the actual affinity calculation, the
antibody individuals are mapped exponentially, and the
calculation formula can be expressed as follows [23, 24].

Begin

Define the error function

Generates a random initial
population of Abs

Train the objective
function

Invert objective
function

Stop algebra is reached Outputs optimization results

MSVR model
parameters

Invert the 
mechanical

parameters of the
surrounding 

rock

Calculate individual affinity in
the population

Mature process with high
affinity, with mature population

as Ab*

Generates a random population
Ab_new, merged with Ab*, and

denoted as Ab

Population suppression of Abs is
performed

Yes

No

Figure 4: (e calculation flow of the ICSA-MSVR coupling algorithm.
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P′ � exp(P). (13)

(e flow of the coupled ICSA-MSVR algorithm is shown
in Figure 4.(is newly introduced AI algorithm differs in the
definition of the error function and the resultant output part
of the model training process and the parameter identifi-
cation process.

3. Simulation Results and Analysis

We take the results of a health education prediction for
students’ knowledge behaviors as an example and compare
their task completion through the cloud computing plat-
form. CloudSim is a cloud computing simulation platform
jointly developed by the GridLab and Gridbus project at the
University of Melbourne, Australia. It focuses on simulating
cloud environments and testing the scheduling policies of
different service models. To test the effectiveness of this
paper’s algorithm in cloud computing task scheduling, the
CloudSim platform is used under Intel i5 processor, 12GB
RAM, andWINDOS10 operating system. In this subsection,
we compare and analyze the improved algorithm (ICSA-
MSVR), immune cloning algorithm (ICSA), and multidi-
mensional output support vector machine (MSVR) intro-
duced in this paper in three aspects: convergence speed, task
completion time, and load imbalance of cloud computing
task scheduling.

(e strengths and weaknesses of the tested algorithms in
terms of convergence speed are mainly reflected in the
minimum number of steps to compute the iterations. At the
scheduling scale of 200 cloud tasks and 10 VMs, we can
compare the convergence speed of ICSA and ICSA by the
relationship between the number of algorithm iterations and
task completion time. In the analysis, we set the number of
antibody population size to 220 and the number of clones to
235.

As shown in Figure 5, ICSA-MSVR converges better
than ICSA, both ICSA-MSVR and ICSA converge quickly in
the first 100 iterations, and ICSA-MSVR converges faster
than ICSA. In addition, the ability of ICSA-MSVR algorithm
to develop near the optimal solution is improved and the
convergence speed of the algorithm is accelerated. Mean-
while, ICSA-MSVR gradually leveled off after 250 iterations,
and the task completion time was less than that of ICSA.

(e strengths and weaknesses of the tested algorithms in
terms of cloud task completion time are directly reflected in
the magnitude of task completion time. We set the number
of virtual machines to 10 and the number of cloud tasks to
40, 80, 120, 160, and 200 [25], and then we can compare the
task completion time of the three algorithms, ICSA-MSVR,
ICSA, and MSVR, in cloud task scheduling and analyze
them.(e specific numerical experimental results are shown
in Figure 6.

As can be seen in Figure 6, ICSA-MSVR takes less time
for task completion and is better optimized than the other
two algorithms. As the number of cloud tasks increases, the
task completion time also increases. When the number of
tasks is 40, the task completion time of ICSA-MSVR is 8s
and 20s less than that of ICSA and MSVR, respectively. (e

number of tasks gradually increases, and the task completion
time difference of each algorithm increases, and when the
number of tasks reaches 200, the task completion time of
ICSA-MSVR is 24s and 35s less than that of ICSA and
MSVR, respectively, which decreases by 3.7% and 5.3%. (e
above analysis results prove that ICSA-MSVR works in both
local search and global search, which is more effective on
larger scale cloud computing task scheduling.

What we know is that the degree of load imbalance (DI)
of the test algorithm is an important concept, and DI
measures the degree of imbalance between virtual machines.

In this paper, we use the standard deviation to represent
the imbalance DI. (e smaller the DI value, the closer the
amount of load among the virtual machines. (e better the
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load balance degree is, the more reasonable the scheduling
policy is. (e DI is expressed as follows.

DI �

����������������


n
j�1 (Time − AL)

2

n



, (14)

whereAL is the average load of the virtual machine and is the
average task completion time of the virtual machine; Time is
the load of the virtual machine; and n is the number of
virtual machines.

When the number of cloud tasks is 40, 80, 120, 160, and
200, the load imbalance DI of the three algorithms, ICSA-
MSVR, ICSA, and MSVR, is compared and analyzed as
shown in Figure 7.

It can be seen from Figure 7 that the DI values of the
three algorithms increase as the number of tasks increases,
and the DI values of ICSA-MSVR are smaller than those of
ICSA and MSVR. (is situation indicates that in task
scheduling with short task completion time, ICSA-MSVR
has lower load imbalance than ICSA and MSVR, which can
achieve better load balancing and closer load amount among
virtual machines.

To further investigate the effectiveness of the three in-
telligent algorithms in the application of health education
prediction of students’ knowledge behavior, the next step is
proposed by comparing the coefficient of determination (R2)
and the sum of squared residuals (SSE) of the three algo-
rithms. It is well known that the closer the square of the
correlation coefficient (R2) is to 1, the smaller the sum of
squared residuals (SSE) is, and the better the fit is. (e R2
and SSE corresponding to the three algorithms are plotted in
Figures 8 and 9.

As can be seen from Figures 8 to 9, compared with the
three algorithms, ICSA-MSVR obtained the largest coeffi-
cient of determination and the smallest sum of squared

residuals, which can indicate that this method has the rel-
atively best prediction performance.

In addition, we interpolated the predicted performance
parameters of ICSA-MSVR for this case using the trajectory
interpolation method. (e processing results are shown in
Figure 10. From Figure 10, we can see that the predicted
performance indexes obtained by interpolation have good
continuity after the optimization process of the coupled
ICSA-MSVR algorithm. (is method can provide some
theoretical references for the subsequent analytical studies.

We can get from the above simulation case of health
education analysis based on cloud computing that artificial
intelligence and big data are technical contents that are
emphasized and exploited in various fields in recent years,
and applying them to mental health education of college
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Figure 8: Comparison of the coefficients of determination of the
three algorithms.
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students can not only improve the technicality and accuracy
of mental health education. At the same time, this method
can also solve the current problem of effective teachers’ time
and energy in mental health education, which makes it
difficult to meet students’ personalized psychological edu-
cation needs. (e methods introduced above can make
health education carried out in amore scientific and effective
way.

4. Conclusion

(1) In this paper, we propose an improved immune
clone selection algorithm by adding a population
suppression process to improve the convergence to
local extrema and the prematureness of the algo-
rithm. After the arithmetic test, the algorithm has
good solving ability for multidimensional optimi-
zation problems and converges faster. (is coupled
optimization algorithm can accompany the cloud
computing platform to perform certain prediction
work on student health education problems.

(2) Taking a certain health education prediction result
for students’ knowledge behavior as an example, we
test the prediction performance of three algorithms,
ICSA-MSVR, ICSA, and MSVR, through the cloud
computing platform. (e results show that ICSA-
MSVR works in both local search and global search,
and is more effective in scheduling larger scale cloud
computing tasks. In addition, ICSA-MSVR has less
load imbalance than ICSA and MSVR in task
scheduling with short task completion time, allowing
better load balancing. (e amount of load is closer
between virtual machines. In the meantime, com-
pared with the three algorithms, ICSA-MSVR ob-
tained the largest coefficient of determination and
the smallest sum of squared residuals, which can
indicate that this method has the relatively best
prediction performance.

(3) Of course, the current research and practice on the
application of artificial intelligence and big data in

student health education is still in the exploratory
stage, and there are more problems and shortcom-
ings. (is requires combining the needs of students’
health education and deeply tapping and using the
advantages of technologies such as artificial intelli-
gence and big data to truly bring into play the
positive functions of technology in education. (e
combination mechanism of intelligent algorithms
introduced in this paper can provide some theo-
retical reference for such research.
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Conflicts of Interest

(e authors declare that they have no conflicts of interest.

References

[1] J. Taylor, G. Forsell, E. Perweiler, and M. Sienkiewicz,
“Longitudinal evaluation practices of health workforce de-
velopment programs: an incremental approach to evaluability
assessment,” Evaluation and Program Planning, vol. 69,
pp. 68–74, 2018.

[2] B. Resnick, J. P. Leider, and R. Riegelman, “(e landscape of
US undergraduate public health education,” Public Health
Reports, vol. 133, no. 5, pp. 619–628, 2018.
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An articial intelligence (AI) design decision model is constructed to improve the e�ciency of design decision evaluation and
avoid the in�uence of the decision preference on product design and development. Using the concept of AI, the proposedmodel is
based on a data set of product modeling design schemes, and the data set is marked with product modeling semantics. �e deep
learning residual network (ResNet) algorithm is used to train the data set to improve the accuracy of design decisions, transform
the general design decision problem into the semantic recognition problem of design scheme images, and eliminate the design
decision preference to the greatest extent.�e validity and the feasibility of the proposed AI design decision-makingmethod based
on the ResNet algorithm are veried via an example of motorcycle modeling design decision-making.

1. Introduction

Modern product design integrates multiple elements such as
technology, humanities, art, culture, and commerce. Design
is characterized by apparent multi-disciplinary and multi-
eld intersection [1]. Product innovation design includes
three functional units, namely, the problem, solution, and
decision [2], and Analysis–Synthesis–Evaluation (ASE) is
one of the typical design processes [3]. Design evaluation
and decision-making are important components of modern
product innovation design [4]. In part, design decisions will
be directly related to the success or failure of product design
and development.

�e decision-making process ofmodern product design is
usually completed by the cooperation of engineers, sales sta�,
consumers, designers, and enterprise managers. Di�erences
in the cognitive backgrounds, subjective preferences, and
experiences of decision-making groups cause the decision-
making process to be complicated, vague, and full of uncer-
tainty. �erefore, e�cient and accurate design decisions that
do not involve the personal preferences of the decision-maker
are critical to successful product development [5].

Design decision-making is based on the design evalu-
ation. �ere are currently three types of design evaluation,
namely, experimental, mathematical, and online evaluation.
Experimental evaluation primarily analyzes physical and
psychological data, such as the visual perception of partic-
ipants, the way to use the product, and the functional ex-
perience of the product, and then explores the product
attributes. Common experimental evaluation methods in-
clude eye movement experiments [6], EEG experiments [7],
and comprehensive experiments including these two
methods [8]. Mathematical evaluation mainly involves the
setting of evaluation indicators, the construction of evalu-
ation models for quantitative calculation, and the scoring
and evaluation of the design schemes. Common mathe-
matical evaluation methods include the analytic hierarchy
process [9], the rough set evaluation method [10], neural
networks [11], and deep learning models [12]. In online
evaluation, data mining technology is mainly used to ac-
quire, cluster, analyze, and mine online user data, and is an
inevitable trend in the development of network informati-
zation. Related research methods include the use of big data
[13], natural language processing [14], and text mining [15].
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Deep learning is a new eld of machine learning research,
the core of which is a neural network that simulates the
information analysis and processing of the human brain. In
recent years, it has achieved great success in the elds of image
and language recognition, autonomous driving, and medical
care [16]. Based on the basic concepts of articial intelligence
(AI), in this study, a product group data set with product
design semantics is constructed, and the data set is articially
labeled. �e data set is continuously trained by deep learning
algorithms, and the product design decisions are realized by
AI methods. �is improves the design decision accuracy and
e�ciency, and eliminates the decision bias.

2. Related Theories

�e product design process begins with the input of the
user’s needs. Designers and engineers comprehensively
deduce relevant design resources, design strategies, design
constraints, and design methods to promote the execution of
the design behaviors and the solidication of the design
results. �e nal output is user satisfaction. When designing
products, designers must analyze the user’s needs based on
their own knowledge reserves and experience, propose so-
lutions and conduct comprehensive evaluations, and realize
the conversion between design processes via design deci-
sions. Design decisions are constantly iterated to nalize the
design for the market.

2.1. Product Design Semantics and Design Decisions. Each
product has or conveys di�erent product semantics, via
which the image characteristics of products in di�erent
usage scenarios are studied. Semantic communication be-
tween people and products is achieved through continuous
iteration in the design process [17]. Via a communication
method built between people and products, the product
connotation, form, structure, color, and other elements are
transmitted to users so that they can form a certain cognitive
image of the product. Generally, in the early stage of product
design, the design entrusting party or design developer will
propose specic development tasks according to the product
positioning, user needs, brand strategy, marketing strategy,
etc. �e semantic vocabulary of product design is a specic
description provided before new product design and de-
velopment. For example, the client will use a clear semantic
vocabulary of shape and color to semantically describe the
expectations of the new product, and the design team will
use this semantic vocabulary as an important design input to
guide the design process until a satisfactory design solution
is obtained.

During the product design process, the product design
plan will be analyzed, communicated, and evaluated many
times, and the nal design plan will be obtained via the
selection and design decisions of Party A and the design
expert team. �roughout this process, product design se-
mantics are an important basis for design decisions.
According to the product design process, product design
semantics are proposed at the beginning of product design
and development, and are communicated to designers via a

design semantic vocabulary. �e design team parses and
expresses the design semantic information based on their
design knowledge, experience, and tools. Design brain-
storming, conceptual design optimization, and detailed
design proposals are then used to interpret the scheme, and
the decision-making evaluation of the design scheme is
carried out via the semantic matching degree between the
design scheme and the design goal [18].

2.2. SemanticModel of ProductDesignDecisions. �eprocess
of product design is accompanied by solutions to di�erent
design problems. �e solution process includes the initial
state of the problem, the target state, and the solution strategy
[19], and roughly undergoes the stages of sketch conception,
conceptual design, schemedesign, detaileddesign, anddesign
renement. Constant revision and adjustment are required to
form a satisfactory solution for users. �is process is the co-
progression of design problems and design solutions with a
basis on design decisions [20], which links the problem space
and the solution space. Based on the principle of semantic
models, the interrelationships between the design problem
space, design decision space, and solution space were con-
structed (Figure1), aswerenine semantic connectionsused to
describe the product design decision problems, namely,
synthesis, renement, substitution, expansion, questioning,
support, opposition, prompt, and response.

(i) Problem space. �e problem space is used to re�ect
on the user needs. When user needs are not met, the
problem space questions the solution space and
design decisions.

(ii) Design decisions. �e design decision is the
screening of the solution of the design problem, and
the solution space is formed by supporting or op-
posing one or multiple solutions.

(iii) Solution space. A solution space is a collection of
solutions designed by designers for user needs. For
any problem in the design process, the solution space
must respond to it.�eelements in the solution space
can be further rened and synthesized to form a new
solution set.

Solution
Space

Problem
Space

Design
Decisions

question

response

quest
ion

synthesizing refiningsynthesizing refining
replacement development

supportopposition

Figure 1: �e semantic model of the problem space–design
decision–solution space.
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2.3. AI and Image Recognition. In the field of image rec-
ognition and processing, AI technology, including graphic
preprocessing, graphic segmentation, graphic feature ex-
traction, and judgment matching, has become relatively
mature. Machines can preprocess, analyze, and judge a
target image to identify various objects or targets.'e field of
deep learning mainly includes the use of convolutional
neural networks (CNNs) and generative adversarial net-
works (GANs). Neural network research originated from the
field of biology. In 1998, Fukushima [21] constructed a
neural cognitive machine composed of alternating simple
and complex cell layers, which was considered to be the first
engineering implementation of CNNs. A GAN is a gener-
ative model proposed by Kim et al. [22] in 2014. For neural
networks, with the increase in the number of network layers,
the training difficulty of learning algorithms such as CNNs
and deep neural networks (DNNs) increases, and ideal
model training results cannot be obtained. Using the re-
sidual learning framework, He et al. [23] proposed the re-
sidual neural network (ResNet) algorithm, which overcomes
the increase of the training difficulty of the network with the
deepening of the network, thereby allowing the number of
network layers to reach new heights.

In the product design stage, the analysis, communica-
tion, display, and evaluation of the design scheme are usually
carried out in the form of renderings. 'e images of design
renderings are direct carriers for conveying the information
of the design language. In the evaluation of design decisions,
images of design renderings can be processed by AI to obtain
algorithms implementing classification, understanding, and
semantic feature evaluation [24]. 'erefore, the image of the
rendering of the design scheme is used as the output, the
resulting image is preprocessed, semantic image segmen-
tation is performed on the key modeling areas according to
the designer’s requirements, and the semantic features are
extracted for judgment. Finally, according to the score of
algorithm reasoning and the pre-evaluation of the design
scheme, the purposes of the evaluation, optimization, and
decision-making of the design scheme set are achieved.

3. Method of Product Design Decision-Making
Based on AI

'e loss of traditional deep learning algorithms will increase
with the increase of the depth beyond a certain level. 'e
unique structure of the ResNet algorithm can accelerate the
training of deeper neural networks without losing speed.'e
detection and segmentation effects of the ResNet algorithm
are better than those of other algorithms, and its accuracy is
also greatly improved. In this study, the residual unit module
of the ResNet algorithm is used to study the deep learning
and semantic segmentation of the design scheme, and AI
design decision-making is realized via the machine learning
method.

3.1. Decision-Making Framework of AI Product Design Based
on a Deep Learning Algorithm. According to the general
product design process, the semantics of the target product

design are used as the input, and AI design decisions are
made based on the design scheme renderings of each round.
A deep residual network-based AI design decision-making
method is constructed, and the overall framework of which
is shown in Figure 2.

After the design semantics of the target product are
determined, a large amount of design proposal data of the
same type are collected. 'ese design proposals are pre-
processed and semantically labeled, and a basic design
proposal data set available to the machine is constructed.
According to the design scheme images in these data sets, the
modeling of key areas and semantic feature extraction are
performed, and the data are continuously trained through
the ResNet core algorithm. 'e deep residual network
consists of three fully connected layers and 10 convolutional
layers. After the first convolutional layer, the network is
divided into three residual modules, each of which is divided
into a main path and a shortcut. 'ree convolutional layers
are located on the main path to extract the deep features and
the features of design semantic annotation in the image
features of the design scheme. To facilitate the upward
propagation of residuals during training, the shortcut
contains a convolutional layer. At the end of the residual
module, the key features obtained from the main path and
the shortcut are restacked and integrated to classify the
previously obtained convolution features. 'e convolution
features obtained previously are classified via restacking
integration. During the intelligent decision-making of
product design, users can set target semantics, input the
design scheme images of the intermediate process into the
trained deep residual network, and evaluate different design
schemes via image semantic decoding.

3.2. Data Set Construction and Feature Extraction. In the
field of AI, data sets are used to train and test proposed
algorithms [25]. 'e goal of AI design decision-making is to
evaluate the design and modeling semantics of the corre-
sponding area via the semantic segmentation of the product
modeling area; thus, the general outline of the target area
must be given. As an example, a subject collected a large
number of side views of gas motorcycles in domestic and
foreign markets as the main image data, and a basic data set
was constructed, as shown in Figure 3. After the completion
of the basic data set, it is necessary to perform segmentation
and semantic annotation on the modeling area of the basic
image to further improve the evaluation efficiency and ac-
curacy. For the image evaluation of the design scheme in
combination with AI algorithms, it is necessary to segment
and extract the contour lines of the image modeling area,
and to combine the Kansei engineering method to extract
and label the main modeling semantic parts in the images.
Due to the huge data set, multi-user participation was
adopted, and professional designers performed artificial
semantic annotation on the feature areas of the data images.

3.3. AI Product Design DecisionModel. 'e advantage of the
ResNet algorithm is that it can quickly accelerate the training
process of the neural networks [26].'e original input of the
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entire deep network of ResNet is x, and the output is F(x),
which is obtained through a Conv-ReLU-Conv combination
layer. By adding the output and the original output, i.e.,
H(x) � F(x) + x, the identity activation function of the
original input result is superimposed on the convolution
output, the stacking layer is used to tH(x) − x, and the re-
superposition of x will help to obtain H(x) (Figure 4). To
ensure that the accuracy rate decreases after the network is
deepened, stochastic gradient descent can be used to
propagate the response, and chain derivation can be used to
obtain a faster convergence speed [27].

y � F x, wi( ) + x, (1)

where x is the input, y is the output, and F(x, wi) is the
residual mapping. Moreover, Wi is a linear convolution
operation, in which the dimensions of x and F must be
consistent. If they are inconsistent, linear mapping can be
used to match the dimensions, as follows.

y � F x,Wi( ) +Wsx∘. (2)

�e design plan image is input and scaled proportionally
according to its short side, normalization (resize) processing
is performed, and a cropped area with a size of 600× 480 is
then sampled from the image. After convolution operation
with a 4× 4 convolution kernel, the extracted image features
include the contour features of three main regions. In the AI
design decision model, the default step size of all max-
pooling layers is 2, and the default step size of the convo-
lution operation is 1. If the sizes of the output key features
are di�erent, it is usually lled with zeros; if they are the

same, the result will be used as the nal output [28].�e nal
data of the convolution layer are converted into a 13-layer
fully connected network, and the key features of the image
are superimposed and merged in the residual module. �e
previously obtained convolution features are classied, and
the recognition results are output via the softmax classier.

4. Verification of theDecision-MakingModel of
AI Products

�e TensorFlow deep learning framework [29] was used to
implement the ResNet algorithm for AI design decisions
based on the Python programming language, and the gas
motorcycle design case was used as the basic data set to verify
the performance of the ResNet algorithm in design decisions.

4.1. Experimental Data. In the experiment, the side view of
motorcycles was used as the main image data. To ensure
su�cient experimental samples, the image data of domestic
and foreign motorcycles were obtained via a web crawler to
construct the basic data set.

Design schemel data

Build usable datasets

Feature
Extraction
Semantic
Features Design Decisions

ResNetModel

preprocessing labelling

Training Data

Input design
graphics

Set targeted
semantics

Semantic decoding
of design scheme

image

Output result

Test Data SectionData set Section

Figure 2: �e AI design decision-making framework.

Figure 3: A section of the design decision data set.

Weight
layer

relu

F(x) H(x)=F(x)+x

+
Weight

layer

Identity
x

relu

Figure 4: �e algorithm �ow of a single residual module in the
ResNet algorithm.
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4.2.Data Preprocessing. Via web crawling, a large amount of
basic image data was obtained. 'e basic data set was
screened to eliminate the invalid samples. 'e basic pre-
processing process and methods were as follows.

Step 1. Images with a side view or approximate side view
were kept, and images taken from other perspectives were
deleted.

Step 2. 'e image modeling area was segmented. In the
styling design of gas motorcycles, the handles, wheels, and
lights of the motorcycle are basically standard parts, and no
additional design is required. 'erefore, in the process of
extracting the contour lines or boundary lines of the
products in the data set, the FCN (fully convolutional
network) open-source code of the UC Berkeley team was
used for graph segmentation and contour extraction. Fig-
ure 5 shows the key areas of motorcycle styling design. 'e
area marked No. 1 is the motorcycle oil tank, the area
marked No. 2 is the motorcycle seat, and the area marked
No. 3 is the motorcycle engine.'emodeling design of these
three parts forms the overall design semantics of the mo-
torcycle. Areas No. 1 and No. 2 area are two key design areas
in the motorcycle modeling design. 'e design of areas No.
1, No. 2, and No. 3 accounts for more than 85% of the
motorcycle styling design, so they are the most important for
people’s visual perception and influence.

Step 3. 'e semantic annotation of image modeling was
conducted. In current product design image research, sta-
tistical analysis and perceptual engineering methods are the
most often used. 'e product image mainly reflects the
product’s design features, color, layout, structure, and other
psychological perceptions of consumers. 'e usual product
image vocabulary is “male-female, solemn-frivolous, future-
past, solid-fragile, technology-conservative, rational-sen-
sual.” [30] Building on the current research progress of
product modeling design images, relevant research was
conducted on product modeling semantics. 'e research
objects were designers, consumers, and enterprise managers.
A total of 108 survey questionnaires were distributed, after
which another three pairs of image vocabulary were in-
cluded, namely, “introverted-publicized, complete-frag-
mented, and dynamic-stable.” 'ese nine image vocabulary
pairs correspond to the semantic annotation of modeling
design, as shown in Table 1.

'e modeling semantics and decision-making scores
were manually labeled by five design experts and obtained
after conducting confidence statistics, after which images of
3000 pieces of motorcycle modelingmetadata were randomly
selected as the training set. After data preprocessing, a total of
3843 motorcycle images were obtained.'emetadata of each
image included four modeling semantic channels and two
score channels, respectively, representing the modeling se-
mantics and overall decision score of the image.

4.3. Experimental Process. 'e experimental process of AI
design decision-making included the input layer, residual

module, batch regularization layer, pooling layer, and ac-
tivation function.

Step 1: Image metadata was used as a data set for the
input layer, and included the resulting preprocessed
images, semantic labels, and scoring data.
Step 2: 'e final data were converted via the convolu-
tional layer to the output of a 13-layer fully connected
network. 'e first convolutional layer was divided into
three main residual modules after the operation.
Step 3: On the main path, the deep features of the
design scheme image were extracted through three
convolution layers. 'e size of the first two layers was
the same as that of the convolution kernel of the
previous layer, and the size of the convolution kernel on
the shortcut was doubled after the third layer.
Step 4: 'e shortcut controlled the number of features
via a convolution layer, thus directly doubling the
convolution kernel and speeding up the upward
propagation of the residual during training. 'e main
path and shortcut of each residual module obtained the
key features of the design image. 'e numbers of
feature layers and feature dimensions of the main path
were kept consistent with those obtained by the
shortcut, and the two were superimposed and con-
verged at the end of the residual module.
Step 5: For the three fully connected layers, the pre-
viously obtained convolutional features were classified.
'e process continued to the next stage after adding
and fusing at the end of the module.

In the experimental process, to speed up the training
effect, the batch normalizationmethod proposed by Ioffe and
Szegedy [31] was adopted. 'us, the mean value of the fea-
tures after convolution extraction was 0, the variance was 1,
and each convolution layer and pooling layer was processed
by batch normalization.'e softmax classifierwas used in the
last layer to output the intelligent decision recognition results
[32]. A depiction of the motorcycle shape obtained by the
ResNet algorithm in the training phase is shown in Figure 6.

4.4. Experimental Results. To verify the validity and deci-
sion-making satisfaction of the proposed AI design decision-

Figure 5: 'e key labeling areas of motorcycle styling design.
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making model, two groups of modeling semantic input
vocabulary were set. �e rst group included the semantic
vocabulary of “future, stability, and dynamic,” and the
second group included the semantic vocabulary of “tech-
nology, sensibility, and integrity”; these vocabularies rep-
resent the semantic vocabulary of motorcycle product
styling design. Also, Party A and ve design experts jointly
participated in making design decisions about three mo-
torcycle design schemes. Based on Party A’s scoring results
of the design scheme, the full score was 10 points, and the
proposed ResNet AI design decision-making model and
design experts, respectively, scored the comprehensive
satisfaction of the design scheme. During the experiment,
the subject used the design decision accuracy curve as an
indicator to analyze the experimental results. �e design
decision accuracy refers to the degree of t between the
scores of the proposed ResNet AI design decision model or
the design expert and the score given by Party A. �e higher
the degree of t, the higher the e�ectiveness of the tested
model. In Figure 7, the abscissa of the design decision ac-
curacy curve indicates the number of iterations, and the
ordinate indicates the degree of t.

5. Discussion

Figure 7(a) presents the change curve of the decision ac-
curacy rate of Party A, the design experts, and the ResNet
design decision model after using the three modeling image
words of “future, stability, and dynamic” as the design se-
mantic labels and inputting the renderings of such design
schemes as images. With the increase in the number of
iterations, the design decision accuracy of the ResNet AI
design decision model gradually increased. When the
number of iterations was about 160, the decision accuracy
tended to be stable. �e design decision accuracies of the
three design schemes were, respectively, 0.83, 0.78, and 0.75,
and the design decision accuracies of the design experts for
the three schemes were, respectively, 0.78, 0.66, and 0.63.

Figure 7(b) shows the change curve of the decision-
making accuracy rate of Party A, the design experts, and the
ResNet design decision-making model after the three
modeling image words of “technology, sensibility, and in-
tegrity” were used as design semantic labels. When the
number of iterations was about 165, the accuracies of the
design schemes obtained by the ResNet AI design decision

Table 1: �e semantic annotation of data set modeling.

Numbering Semantic description
Modeling semantic description Realizability

(1–10)
Overall

evaluation (1–10)First part second part �ird part

1 Solid male restrained Sensual female Rational solemnity Rational and
stable 6 7

2 Technology
sensibility publicity

Sensual fragmented
sensual pieces

Rational tech rational
technology Solid 5 7

3 Steady restrained
female Male tech Future solemn Full dynamic 7 6

4 Robust complete
restrained Rational and stable Future complete Technology 8 5
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Figure 6: Semantic recognition at di�erent training stages.
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model were, respectively, 0.83, 0.78, and 0.77, while the
design decision accuracies of the design experts for the three
schemes were, respectively, 0.84, 0.76, and 0.71.

�us, the satisfaction of the ResNet AI design decision
was found to be higher than the average decision satisfaction
of the design experts for both schemes.

To further verify the e�ectiveness of the proposed ResNet
AI design decision-making model, a judgment was made
based on the original data set, and the traditional CNN [33]
and DNN [34] deep learning algorithms were, respectively,
compared (Table 2). �e average decision satisfaction and
the average recall rate of the ResNet AI design decision
model were found to be higher than those of the two other
algorithms. �e proposed ResNet AI design decision-
making model performed stably in two rounds of design
decision-making, and the design decision-making time was
greatly shortened as compared with that of manual decision-
making.

6. Conclusion

Building on the design scheme data set of product modeling
semantics, this work was based on the concept of AI in
combination with the characteristics of design decision-
making. �e data set was semantically annotated, and an AI
evaluation decision model was constructed with the deep
ResNet algorithm. �e design decision problem was
transformed into the semantic recognition problem of de-
sign scheme images, and the product design decision was
realized via the AI design decision method. Finally, the

e�ectiveness of the proposed method was veried by a case
of motorcycle modeling design decision-making. �e
analysis of the experimental results revealed that the pro-
posed ResNet AI design decision-making model exhibited
higher decision-making satisfaction and decision-making
e�ciency than traditional manual design decision-making
and the CNN and DNN algorithms.

Future research will focus on the following aspects. (1)
Deep residual networks have good learning performance,
but in the eld of design decision-making, a smaller amount
of data will lead to less e�ective training e�ects. While the
crawler method was used to obtain graphic data in this
study, there was a large amount of irrelevant data, which
increased the data preprocessing and screening time. �e
acquisition and preprocessing process and methods of de-
sign data will be further studied in future research. (2) A
general model for product design decision-making will be
constructed based on a multi-level ResNet, the general
method of ResNet-based product design decision-making
will be investigated, and further experimental analysis will be
conducted for other types of product design.
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Figure 7: �e comparison of the decision satisfaction of the (a) rst and (b) second groups of modeling semantic vocabulary.

Table 2: �e comparison of design evaluation satisfaction.

Method Average satisfaction (%) Average recall (%)
CNN 54.3± 3.4 44
DNN 57.8± 2.6 61
ResNet 77.6± 5.3 65
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In the current era of information technology, people’s requirements for English translation are gradually increasing, and the need
for a computer to understand and translate English language is becomingmore urgent. In order to accurately identify phrases, this
paper proposes an English translation recognition model based on optimized GLR algorithm, which can improve the accuracy of
recognition by locating phrases in the text.

1. Introduction

Translatology is an important theoretical basis of language
translation in China. English translation activity class under
the background of arti�cial intelligence can provide an
important boost to the development of translation studies.
To ensure great achievements in Chinese English translation,
arti�cial intelligence translation technology should be im-
proved. In the past, it was mainly through the training of a
large number of topics to let students explore the rules of
translation and thus accumulate translation experience.
Traditional translation tools are mostly paper dictionaries.
Now, in the context of arti�cial intelligence, arti�cial in-
telligence translation technology can be upgraded to make it
�t the concept of translation teaching to ensure that English
translation can be changed with the help of new arti�cial
intelligence translation technology.

With the rapid development of economy, the internet
industry is developing rapidly, and the status of English
translation in world trade is gradually improving. Machine
translation technology can overcome many problems in
human translation and reduce the economic consumption
and time consumption of human translation [1–3]. In the
current era of information technology, people’s requirements
for English translation are gradually increasing, and the need
for a computer to understand and translate English language

is becoming more urgent [4–8]. �e English translation
ability of the computer directly a�ects the translation result,
however, there will be some grammatical errors in the
translation result, which will cause problems in the trans-
lation result and a�ect the �nal decision of English trans-
lation. �erefore, in the past studies, many experts have
proposed automatic recognition methods for machine En-
glish translation errors, thus minimizing the errors in English
translation [9, 10].

With the continuous development of global economic
integration and the deepening of world trade, the contacts
between countries are also constantly deepening, and the
frequency of personnel exchanges between countries also
increases accordingly. Language is a unique function of
human beings and the main means of human communi-
cation. Because of the di�erent language environment in
each country, language barriers greatly hinder the com-
munication between di�erent countries. Translation robots
are born to break down language barriers and enhance
communication between countries. �e translation robot is
mainly composed of speech input and output system, lan-
guage processing system, and language translation software.
�rough the combination of multiple software and hard-
ware, it forms a translation platform that can understand
multiple languages. �e translation robot stores a large
amount of language information inside and has intelligent

Hindawi
Scientific Programming
Volume 2022, Article ID 7928659, 6 pages
https://doi.org/10.1155/2022/7928659

mailto:zuoguangming@hyit.edu.cn
https://orcid.org/0000-0003-0540-5800
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7928659


functions, such as automatic learning, analysis, andmemory,
which can help humans translate various languages and
simplify the communication process between people from
different countries. Nowadays, English is the most fre-
quently used language in the world, and English translation
robot has the most application scenarios and a wider range
of applications. With the continuous upgrading and de-
velopment of English translation robots, although they can
effectively translate a variety of languages into English,
translation errors are easy to occur because of the inflexible
translation content, which affects people’s communication.
How to automatically detect the translation errors of English
translation robots is one of the most urgent problems in the
field of translation robots.

Because of the current machine translation results, there
are certain problems. After using the server to compare the
full text, the grammar and rules of each language can be
obtained. It can be found that the machine translation has
low accuracy and low efficiency. (erefore, we should use a
more intelligent piece of technology for machine translation
[11–15]. In the actual testing process of machine translation
products, such as Baidu and Google translation software, the
quality of translation results is quite different from that of
actual professional manual translation. (e current machine
translation technology cannot meet the requirements, and
the market urgently needs a high-performance [16, 17].
Because of the development of artificial intelligence, many
researchers have sought to help with translation work
through computer-aided translation (CAT).(e central idea
of CAT is that the translation results are usually taken as
auxiliary reference, and the user usually judges the quality of
the translation and then makes a choice. In addition,
through the use of corpus, the vocabulary of all industries
can be sorted out, more in line with the actual needs of users.
(e correct use of frequently translated words can greatly
reduce the amount of repeated translation work and greatly
improve the accuracy of translation [18–20].

For an English translation robot, translation accuracy is
the main evaluation index of robot application performance.
Because of the influence of internal storage information and
external environment, the frequency of translation errors is
high, which is not conducive to the development and ap-
plication of translation robots. According to the existing
research results, the existing translation error detection
system cannot detect translation errors effectively because of
the defects of hardware and software. Zhang et al. used the
neural machine translation method to predict the Chinese
and English translation results and completed the identifi-
cation of translation errors in the process of prediction.
Huang Dengxian compares phrase words and phrase corpus
to analyze part-of-speech and syntax. (e author further
obtains the English syntactic structure that needs to be
translated, and the errors are gradually transmitted and
accumulated, which eventually leads to the disadvantage of
low translation accuracy. (en, the author designs vocab-
ulary semantics based on HowNet similarity and the loga-
rithmic linear model, saves the corresponding bilingual

corpus in the form of Chinese-English dependency tree to
string, provides structured processing of language depen-
dencies, ensures the corresponding relationship between
Chinese and English, and calculates the operation input of
HowNet that needs to translate sentences with the same
example. (e semantic similarity of words in the source
language of the library further improves the accuracy of
translation, and the translation results have high accuracy
[21].

(rough the summary of the above literature, it is found
that intelligent phrase recognition is an important step of
speech recognition, and its principle is to realize automatic
translation and combination by analyzing its part of speech
and syntax, and output the results [22–24]. In the field of
machine translation, intelligent phrase recognition is the key
technology that can satisfy the selection of translation
samples and the accurate alignment of parallel corpus. (e
technology of intelligent phrase recognition can effectively
reduce grammatical ambiguity. (e focus and difficulty of
current English translation is structural ambiguity. Based on
the GLR model in machine translation, this paper analyzes
the structural ambiguity in some phrases through the
syntactic function of the model, so as to facilitate the un-
derstanding of the entire semantics, solve the problems
existing in the current English translation, and improve the
efficiency and accuracy of the entire translation.

2. GLR Algorithm

2.1. Traditional GLR Algorithm. GLR algorithm is an ex-
tended LR analysis algorithm.(e introduction of graph stack
and analysis forest can effectively solve the ambiguity problem
that an LR algorithm cannot handle, and its analysis speed is
fast, which has great advantages in simple syntactic analysis.

In this paper, the GLR algorithm is used to identify and
analyze the phrases in each fragment. (e GLR algorithm is
based on an extended context-free grammar, which is a five-
element formula G � (VT, VN, VF, P, S), where VT is a
nonempty finite terminal symbol set, VN is a nonempty
finite nonterminal symbol set, and the intersection of VT and
VN is empty. VF is a constraint function set, which is a
nonempty finite set that can be reduced by production only
when the conditions are satisfied. P is the generation formula
set, and P⟶ 〈D, T, M〉, D ∈ (VT ∪VN) +, D is the right-
hand symbol string of the production. T ∈ VT ∪VN, T is the
central symbol of the production, M ∈ VF, VF detects the
part-of-speech and semantic features of T. When the symbol
string at the top of the stack can be reduced to P, specify its
central symbol as T. S is the starting symbol set, S ∈ VN.

(e steps of GLR algorithm analysis are as follows:

(1) Initialization. State O is pushed onto the stack. (e
analysis pointer points to the input symbol to be
analyzed, and the termination flag is cleared.

(2) Symbol mapping. If there is no end flag, the current
input symbol is mapped to the analysis table ter-
minator using a mapping function.
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(3) Check the ACTION table to determine the operation
that will be performed next.

① If it is moved up, the current state and current
symbol will be pushed, and the analysis pointer
will be moved down.

② If it is a statute, (e constraint function checks
whether the conditions are met. If the conditions
are met, the center word pointer points to the
corresponding center word. If not, the end mark
is marked.

③ If it is terminated, it refers to the pointer to the
analysis table terminator “error” the current in-
put character is remapped to the analysis table
terminator to continue analysis, and then set the
end flag.

④ If it is accepted, the recognizable phrase com-
pletes the analysis, pops up the syntax tree at the
top of the symbol stack, and returns.

⑤ If it is an error, it refers to the “error” for the ter-
minator of the analysis table, which belongs to the
analysis failure, restores the initial state, andreturns.

(4) Continue to execute the next action in sequence until
the end of the analysis.

2.2. Improved GLRAlgorithm. In general, the GLR algorithm
is still unable to meet the existing accuracy because of its
high probability of coincidence in the results. In this paper,
the classical GLR algorithm is improved, and the phrase
center is proposed to analyze the phrase structure. (e
improved GLR algorithm realizes the likelihood calculation
of the prefixes and postfixes of phrases by means of qua-
ternization, as shown in formula (1).

GE � VN, VT, S, α( . (1)

In formula (1), VN represents the cyclic symbol cluster,
VN ≠∅. VT represents the termination symbol cluster.
VT ≠∅, and the elements in VT and VN do not overlap. S
represents the start symbol cluster, which is an element in
VN. α represents phrase action clusters.

Assuming that P is any action in α and P exists in VN,
formula (2) can be obtained by derivation.

P⟶ θ, c, x, δ{ }. (2)

In (2), θ represents the right side of the action, C rep-
resents the center point, x represents the constraint value,
and δ represents the marking mode. θ and C are located in
both VT and VN, and δ can be located in VT or VN.

3. English Intelligent Recognition Algorithm

3.1. Create Phrase Corpus. Corpus is mainly used to store
phrases, which can accurately mark the parts of speech in
English, further standardize the function of phrases, and
make machine translation more accurate.

(ere are more than 700,000 words in the corpus of the
intelligent recognition model constructed in this paper,

which can meet the actual demand. In this paper, we dis-
tinguish English and Chinese phrase corpora by dis-
tinguishing the tenses of phrase corpora. (e marking
process is divided into layers, data, and processing, and the
processing adopts the man-machine active communication
mode to carry out the operation of English translation.

3.2. Phrase Corpus Part-of-Speech Recognition. (e depen-
dency relationship of phrases is analyzed using syntax, and
the establishment of syntax tree is realized. (e part-of-
speech recognition of phrases is a key step in the intelligent
recognition algorithm of machine translation, which can
deal with the grammatical ambiguity of a large number of
sentences, phrases, and words. Each sentence is divided into
several words into English sentences, and the processed
words are aligned to form phrases. Meanwhile, the parts of
speech of the words are marked out by judging the context of
the sentence. Finally, the syntactic tree of sentences is
formed by analyzing the dependency of phrases. (rough
this method, the timeliness and accuracy of machine
translation can be improved, and the processing capacity of
phrase corpus can be significantly increased. GLR is a
commonly used algorithm in part-of-speech recognition,
which is mainly used to judge the contextual relationship of
phrases. Its core theory is based on the dynamic recognition
of forms and unconditional transfer statements.

In traditional GLR, the execution of each step is carried
out through operation shift instruction and reduction in-
struction. In this process, the beginning and end of each
operation are carried out according to specific standards. In
the process of translation, if grammatical ambiguity is de-
tected, it is necessary to use the geometric structure linear
table of syntactic analysis to call up the analytic linear table,
expand and identify the content of the phrase, select the
optimal content, and transfer it to different recognition
channels for recognition.

3.3. Correction Process of Phrase Intelligent Recognition
Algorithm. In current machine translation algorithms, the
matching results of segmented phrases and phrase corpora
are often regarded as the final machine translation results,
which lack the analysis of the context in which the phrases
are located, and excessively rely on the part of speech
analysis of phrase corpora, resulting in inaccurate final
translation results. (erefore, this paper further considers to
correct the results of part-of-speech analysis. In the process
of part-of-speech analysis and correction for the improved
GLR algorithm, in view of the error points in the part-of-
speech recognition results of phrases using analytic linear
tables, the correction process is carried out by checking the
tagged content in the corpus, as shown in Figure 1.

However, the reduction expresses that the previous
constraints have no effect or that there is a problem in the
loop process, and it is necessary to clarify the syntactic
function to identify the constraints again. (e advance in-
dicates that there is no structural ambiguity in the ongoing
syntactic function recognition, and the phrase part-of-
speech recognition result is accurate. At this time, the
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acceptance pointer should be selected for use. (e receive
pointer and the advance pointer usually appear together. If
this condition is not met in the process and only a certain
pointer appears, it means that there is an error in the loop or
an error in the algorithm. (en, the analytical linear table
needs to be called up again, and the part-of-speech recog-
nition results that have been agreed by default before are
withdrawn.

During the operation of the improved GLR algorithm,
the type of pointer should be identified before the termi-
nation is replaced. If it is a protocol pointer, the constraint
conditions of pointer should be detected in the phrase
corpus. If it does not, it goes directly to the termination
pointer.

4. English Translation Intelligent Recognition
Model

(e functions of the intelligent recognition model for En-
glish translation are designed. (e received voice signal is
obtained through the data acquisition device, and then the
English signal is input to the processing system. (e data
signal is processed, the results are output in the display, and
the user can view the automatic identification results of
English translation through the display or the client.

4.1. English Signal Processing. Detailed design is required
after model design, and English signals are collected and
processed in a planned way. However, because of the in-
terference factors of speech signals, the collected speech
signals should be processed to improve accuracy. Figure 2
shows the processing process of English signals.

(e digital filter is used for signal weighting processing,
and the stress detection system is improved. Firstly, F1 is
used to represent the first formant of vowel spectrum
characteristics, and F2 is the second formant. Using the
classifier to output confidence, the vowel intonation is ob-
tained, and the best speech signal is selected. (e calculation
formula of weighting signal Y (n) is as follows:

y(n) � T[x(n)] � ax(n) + b. (3)

To make the analysis result of speech signal more ac-
curate, the speech signal is divided into T frames.

z(n) �
1
t

y(n). (4)

To clearly display the speech effect, select the rectangular
window W(n).

W(n) � ω(n) × z(n). (5)

4.2. Extract Feature Parameters. To further improve the
operation efficiency of the system and reduce the data in-
terference unrelated to the voice signal, it is necessary to
unify the relevant information data to find the parameter
characteristics and then realize the subsequent calculation.
Figure 3 shows the structure of extracted feature parameters.

(e continuous spectrum of aperiodic continuous time
signal is calculated by Fourier transform, however, the
discrete sampling value of continuous signal is obtained in
the actual control system. Hence, the signal spectrum is
calculated by discrete sampling value. A finite length discrete
speech signal is improved to obtain the following formula:

X[K] � 
N−1

n�0
x[n]e

− j2π/Nnk
, k � 0, 1, 2, . . . , N. (6)

Convert a discrete speech sequence to a Mel frequency
scale.

Mel(f) � 2579lg 1 +
f

700
 . (7)

(rough DTC calculation of the output filtering, the
characteristic parameter P of the speech signal W(n) is
obtained.

P � Z
N

n�1F(l)w(n)cos(πn(M + 0.5)). (8)

After the spectrum of a speech signal is generated, it is
processed by weighting, windowing, and framing. Each
short-time analysis window can get spectrum information
through fast Fourier transform.(en, use theMel filter to get
an MFCC two-dimensional graph.

Using the above method, related speech signal param-
eters are extracted from rhythm, speed, pitch, and
intonation.

5. Experiment Analysis

In this paper, three machine translators were used to
translate 50 phrases and 50 network random sentences.
English-Chinese translation professionals also translated
the above sentences. Graders scored the results of machine
translation by comparing the results of machine
translation.

As can be seen from Figure 4, the machine translation
results of the proposed algorithm are optimal compared with
other algorithms in terms of recognition accuracy, speed,
and updating ability. As can be seen from Figure 5, the
improved GLR algorithm in this paper has the highest score,
while the statistical algorithm has the lowest score.

(e comparison experiment in this paper also adopts the
experiment on actual translation cases, and the sentence “Xi
‘an Price Bureau on beef noodle Price Limit” is selected for

Bring up the 
analytical 
linear table

terminator 
replacement

Syntax 
Function

Recognition 
Pointer

reduce

advance

accept

termination

Correction

error

Figure 1: Calibration flow chart of intelligent recognition
algorithm.
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translation. (e experimental comparison results of ma-
chine translation and human translation based on statistical
algorithm, dynamic memory algorithm, and improved GLR
algorithm are shown in Table 1.

As can be seen from Table 1, compared with other al-
gorithms, the algorithm in this paper is more accurate, and
the recognition accuracy reaches more than 95%, reaching
the same level as human translation, indicating the efficiency
and feasibility of the improved GLR algorithm in machine
translation.

6. Conclusion

With the rapid development of economy, the internet in-
dustry is developing rapidly, and the status of English
translation in world trade is gradually improving. Machine
translation technology can overcome many problems in
human translation and reduce the economic consumption
and time consumption of human translation. In the current
era of information technology, people’s requirements for
English translation are gradually increasing, and the need for
a computer to understand and translate English language is
becoming more urgent. Computer’s English translation
ability has a direct impact on the application effect of
translation results. In this paper, using the generalized
maximum likelihood ratio detection algorithm based on
improved machine translation, set the phrase corpus using
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Figure 3: Feature parameter extraction map.
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Figure 5: Comparison of scores of four algorithms in compre-
hensive test.
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Table 1: Comparison of translation example results.

Translation method Translate content

Improved GLR
algorithm

Xi’an price bureau gives the explanations of
beef noodles reduce: only because of the

excessive price raises.

Human translation
Xi’an price bureau gives the explanations of
price control on beef noodles: it is only
because the raises have been too large.
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this algorithm, the library’s size to 740,000 English words,
and by constructing the phrase structure through the central
phrase and calibrating the structural ambiguity according to
the syntactic function, the content of recognition can be
obtained, and the actual position range of phrases in
translation can be determined, so as to solve the problems
existing in current English translation and improve the
accuracy and efficiency of recognition.
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With the improvement of people’s living standards, the traditional hotel management model has been unable to meet the needs of
customers.  e traditional hotel management model also has the defects of low e�ciency.  e hotel management model is also
gradually developing towards the direction of intelligence.  e combination of arti�cial intelligence technology and hotel
management can not only improve the operation e�ciency of the hotel but also solve the operation cost of the hotel. For
customers, arti�cial intelligence technology can bring smarter and more comfortable accommodation conditions to customers.
 is study uses the convolutional neural network (CNN) and long short-termmemory (LSTM) technology in arti�cial intelligence
technology to conduct related research on the in-store mode, entertainment mode, sleep mode, and out-of-store mode in hotel
management. CNN is used to extract the spatial features of hotel management, and LSTM is used to extract the temporal features
of hotel management.  e research results show that CNN and LSTM technology can help hotel management achieve intelligent
management and optimization. CNN and LSTM techniques can better predict related factors in-store entry mode, entertainment
mode, and sleep mode. For the correlated predictions of these four modes, the maximum prediction error is only 2.81%. e linear
correlation coe�cient also reached above 0.96. e relevant parameters of arti�cial intelligence technology are also suitable for the
optimization and design of hotel information systems.

1. Introduction

With the rapid development of computer performance,
information systems have been widely used in hotel man-
agement. Compared with traditional manual methods, in-
formation systems can have better e�ciency in hotel
management. In today’s society, people begin to pursue a
higher level of quality of life [1, 2]. Whether it is in the
process of business trip or tourism, they not only need the
level of accommodation, but they are also constantly pur-
suing a higher level of hotel service. is puts forward higher
requirements for the management level of the hotel. Hotel
management is not only limited to the management of the
hotel front desk, but it also needs to achieve a higher level of
management of the hotel rooms.  e management of the
hotel front desk needs to achieve higher e�ciency and more
accurate management, which will save many manpower and

material resources of the hotel front desk [3]. At the same
time, e�cient hotel front desk management will save more
time for the occupants, and it will also provide more con-
venience for the occupants.  e provision of hotel man-
agement level will provide occupants with a more
comfortable and warmer accommodation environment, and
it will also provide more convenience for hotel managers
[4, 5]. With the wide application of intelligence in various
�elds, the intelligent management of hotels is also a popular
direction. e intelligent management of hotels will not only
improve the e�ciency and service level of hotel front desk
management but also bring certain convenience to the in-
telligent management of guest rooms [6, 7].  e intelligent
management of guest rooms will bring more convenience,
comfort, and safety to the occupants, and it will also save
human and material resources for hotel operators.  e in-
telligent development of the hotel needs to have a solution
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suitable for the hotel style. It cannot ignore the feelings of the
occupants just to achieve intelligence. )e intelligent de-
velopment of hotel management needs to make the occu-
pants feel more technological elements, and it cannot bring
more troubles to the occupants.

Artificial intelligence technology is the product of the
rapid development of computer computing power and the
improvement of hardware technology [8]. Artificial intel-
ligence technology has been applied in many people’s lives,
and it can liberate more labor. It can also replace people to
perform more dangerous and complex tasks, which has
brought great convenience to people’s lives [9, 10]. )e core
of artificial intelligence technology being able to perform
these tasks is that it can process these complex data very well.
For hotel management, in order to realize the intelligence of
hotel management, artificial intelligence is required to
process the relevant data of hotel management [11]. )e
advantage of artificial intelligence technology is that it can
better handle nonlinear and high-dimensional data. It uses
nonlinear functions to find correlations in complex data.
Artificial intelligence technology mainly includes three al-
gorithms: supervised learning, unsupervised learning, and
reinforcement learning, which are the three most common
learning algorithms. Among these three algorithms, su-
pervised learning is a more commonmethod, whether in the
field of image recognition or speech recognition. Artificial
intelligence technology includes CNN and LSTM algo-
rithms, which are relatively common feature extraction
methods in the field of artificial intelligence. )e convolu-
tional neural network (CNN) method can better extract the
spatial features of the data [12], and it has been widely used
in the fields of transportation and medical care. Long short-
term memory (LSTM) recurrent neural network can better
process data related to temporal features [13], and it has been
widely used in speech recognition and other fields. Rein-
forcement learning is an algorithm with a relatively large
correlation with the environment, and it is mainly used in
research objects with strong environmental interference
[14]. For the intelligence of hotel management, it mainly
involves the spatial characteristics of data and the temporal
characteristics of data.

)e combination of artificial intelligence technology and
hotel management is an important direction for the intel-
ligent development of hotel management. Artificial intelli-
gence technology can optimize the management plan of the
hotel management front desk, and it can also intelligently
optimize the management of guest rooms. In the process of
hotel’s intelligent management, these data mainly involve
spatial and temporal characteristics. CNN and LSTM
methods are used to study the intelligent management of
hotels. )e combination of artificial intelligence technology
and hotel management can reduce the operating cost of hotel
management, and it can also improve the operational level of
hotel management. )e traditional manual management
mode has a large error rate. At the same time, intelligent
hotel management will also meet the personalized accom-
modation consumption needs of the occupants, which will
also improve the hotel’s satisfaction rate and occupancy rate.
)e intelligent management of the hotel can realize the

intelligent management of check-in mode, entertainment
mode, sleep mode, and check-out mode. )is will not only
save the hotel operator’s time and human resources but also
provide greater convenience to the occupants. )e CNN
method is used to extract the features of in-store patterns
and out-of-store patterns for hotel management. )e LSTM
method is mainly used to extract the temporal and spatial
features of entertainment patterns and sleep patterns of hotel
management.

)is study mainly uses CNN and LSTM algorithms to
predict and study the check-in mode, entertainment mode,
sleep mode, and check-out mode of hotel management. )e
CNN method is mainly used to map the relationship be-
tween the needs of the occupants and these four modes, and
the LSTM method is mainly used to study the temporal
feature analysis of hotel intelligent management. )is study
will be introduced from five aspects: the first section in-
troduces the necessity of the intelligent development of hotel
management and the background of artificial intelligence
technology.)e related research status of hotel management
is analyzed in the second section. )e third section mainly
analyzes and introduces the system design of intelligent
hotel management and the principles of CNN and LSTM
algorithms. Section 4 analyzes the accuracy and feasibility of
CNN and LSTM algorithms in predicting hotel management
check-in patterns, entertainment patterns, check-out pat-
terns, and sleep patterns. In Section 4, the predicted linear
correlation coefficient, average error, and error hotspot
distribution map of hotel rooms are used to analyze the
feasibility of CNN and LSTM methods in predicting hotel
management. Section 5 summarizes the research.

2. Related Work

With the continuous development of business travel and
tourism boom, the hotel is a fast-growing industry. )e
intelligent development of hotels is also one of the research
hotspots, and many researchers have done a lot of research
on hotel management. Li [15] already believes that hotel
management needs to meet the needs of market develop-
ment in tourist cities, which is also an important part of
market development. )e innovative management and the
provision of management level of coastal resort hotel are
beneficial to improve the core competitiveness of the hotel.
)is study takes the management of coastal hotels as the
research object, and it uses the SWOTmethod to analyze the
relationship between the coastal hotels and the tourism
supply chain. In order to realize the stable management of
coastal resort hotel and improve the popularity of tourists,
he proposed a platform management and construction
model for coastal resort hotel. Maté-Sánchez-Val and Ter-
uel-Gutierrez [16] have noticed that hotel location has a
greater relationship with company performance and the
environmental strategy of hotel management. )ey pro-
posed a theoretical model to analyze the important role of
hotel location in hotel management. )ey collected data on
hotels in Barcelona as a research object, and it used peer
effects to analyze the impact of hotel location on hotel
performance. )e results show that the variable of hotel
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location has an important relationship with the hotel’s ex-
planatory coefficient characteristics. )is study has impor-
tant implications for the location selection of hotel
managers. Zhang et al. [17] have studied the online hotel
management model, which mainly focuses on the effect of
online reviews on hotel management. )e dataset for this
study was derived from online data on hotels in New York
City on Expedia. It combines data such as online comments
and online replies of online data into one dataset. It also fully
mines these textual information using textual similarity. It
also correlatively validates text mining functions using fixed-
effects panel data. )e results of the study show that con-
sumers’ online reviews do not significantly affect hotel
bookings. However, highly similar responses significantly
reduce hotel bookings. )is research has a certain reference
value for the evaluation of hotel management and online
booking. Obonyo et al. [18] found that the development of
ICT has provided more convenience and efficiency for hotel
management. More hotels are starting to invest more in ICT
to improve performance. However, this situation is weaker
for economically developing countries. )is study mainly
analyzes the actual situation of ICT application in hotel
management in Kenya. He collected and quantified data on
194 hotels. )e research results show that ICT has a strong
correlation with human resource management and opera-
tional management of hotels, which will also affect the
application of ICT in hotel management. Wang and Zhang
[19] believe that the hotel industry has become a pillar
industry of the tertiary industry. )e hotel industry has
developed rapidly under the rapid economic development,
but it is also facing huge pressure. Based on the background
of rapid development of information, this research uses the
fuzzy analytic hierarchy process FAHP method to study the
user decision-making process in hotel management. Based
on the common data of the hotel management system, he
established the customer model of the hotel business data by
using the method of data mining. )is method improves the
service level of the hotel and enhances the core competi-
tiveness of the hotel enterprise. Brahami and Adjaine [20]
believe that only after the company or enterprise really
understands the motivation management of knowledge and
customer relationship management (CRM), the competi-
tiveness of the enterprise can be improved. He also found
that the two indicators of KM and CRM are less used in hotel
management. He collected sample data of large hotels in the
Algeria region, and it discussed the application effect of KM
and CRM in hotel performance management. )e research
results show that KM and CRM methods can effectively
improve hotel performance, which in turn can enhance the
competitiveness of hotel management. )is has certain
guiding significance for the further improvement of the
hotel. With the development of intelligent technology and
big data technology, there are also a few researchers here
who have adopted artificial intelligence technology to study
the related factors of hotel management and intelligent hotel
management system. Ma [21] has found that the traditional
concept of hotel management can no longer keep up with the
pace of the times, and this method cannot provide timely
training for hotel financial personnel, which leads to the

relative lag of the hotel management model, which in turn
affects the hotel benefit. To solve these problems, he designed
an intelligent hotel financial management system. )e re-
sults show that the support vector machine method and
logistic regression method can reduce the risk of financial
crisis in hotels. )e response time of this intelligent hotel
management system is significantly shortened, and the
success rate has been improved to a certain extent. From the
above literature review, it can be seen that artificial intel-
ligence methods are rarely used in hotel management, and it
rarely studies the entire process of hotel management sys-
tems. )e current research is mainly to optimize and design
the front desk management system of the hotel management
system. )is research uses CNN and LSTM methods to
intelligently manage and study the hotel’s in-store mode and
out-of-store models.

3. The Application of Artificial Intelligence
Methods in Hotel Management

3.1. 'e Importance of CNN and LSTM for Hotel Management.
)is research mainly uses CNN and LSTM algorithms to
predict the in-store mode, entertainment mode, sleep mode,
and out-of-store mode in the hotel management mode. )e
CNN algorithm canmap the relationship between the relevant
factors of the in-store management system and the needs of
the occupants. )is data information is often more complex,
but there is a relatively large correlation between these data.
Relying on hotel managers alone to find correlations in these
data is more difficult. CNN can process these data well, and
the CNN algorithm has strong advantages in processing these
nonlinear data. )e LSTM algorithm has obvious advantages
in dealing with temporal features, which can deal with time-
related temporal features in hotel management. For example,
in the process of predicting the entertainment mode, it can
automatically adjust the air conditioning system, video sys-
tem, lighting system, etc. according to the change of time.
Because these factors are not only strongly related to space,
but also it had strongly related to time.

3.2. 'e Hotel Management Intelligent System and CNN
Algorithm. )is research will use the CNN and LSTM
methods to realize the intelligent management mode of the
hotel. At the same time, the in-store mode, entertainment
mode, sleep mode, and out-of-store mode of hotel man-
agement will be unified as a whole for system design. )ese
patterns are not a single pattern, because there are some
correlations in the data between these patterns. Figure 1
shows the hotel’s intelligent management system design
scheme utilizing CNN and LSTM methods. First of all, it
needs to collect more relevant data of the hotel’s in-store
mode, entertainment mode, sleep mode, and out-of-store
mode as an obvious training set and test set.)ese data first go
through the CNN algorithm, and the CNN algorithm will use
the convolution layer, pooling layer, and activation function
to extract the spatial features of hotel management.)e LSTM
will receive the output data from the CNN, which will be
input to the network layers of the LSTM in the form of time
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series. )ere is a backpropagation mechanism for these two
networks. After the hotel management data are processed by
the LSTM algorithm, it will become the control signal of the
hotel room. It will automatically control the lighting system,
air conditioning system, and influence system of hotel rooms.
Once the model is trained, the optimal weights and biases are
determined. In the actual application process, it can rely on
these weights and biases to realize the prediction and analysis
of the relevant data of the four modes of the hotel man-
agement information system. First, the hotel management
data will be processed through data cleaning and data nor-
malization methods. )en, these data will be processed into a
matrix and input into the network layer of CNN.

CNN is a relatively common feature extraction neural
network. Compared with the fully connected neural net-
work, it has less parameters. )erefore, it allows more
network layers, which guarantees the task of extracting
features from hotel management system data. Figure 2 shows
the workflow of CNN. A matrix operation is performed
between each weight of the fully connected neural network.
However, the weights of CNN will selectively perform
matrix operations, which is the advantage of weight sharing.
CNN is mainly composed of convolution layer, pooling
layer, activation function, and fully connected layer. )e
convolutional layer will extract the features of hotel man-
agement data through parameters such as filter and stride.
)e pooling layer will further extract features by upsampling
or downsampling. )e parameters of the CNN will be
trained and tested on the Tensorflow platform, and the
weights and biases will be saved in the .h5 file. )e learning
rate chosen in this study is 0.001, which will speed up the
training, but it will not easily get stuck in a local minimum.

CNN and fully connected neural network are similar
computational methods, and it also has a backpropagation
mechanism. )e CNN dataset also contains actual numerical
values, which is required by the backpropagation algorithm.
Equation (1) shows how the backpropagation error is cal-
culated.)is study will calculate the error in the form of mean
square error, which is also a commonly used error calculation
method. Equation (2) is also a form of mean square error
calculation, which is a form of the summation of equation 1:
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Many hyperparameters will be involved in the iterative
calculation process of CNN, and hyperparameters will also
affect the accuracy and convergence of CNN iteration. )ere
is a certain relationship between these hyperparameters of
CNN. Equation (3) shows the calculation relationship of
CNN hyperparameters. Equation (4) shows the computation
process of the input layer of the CNN:

w′ �
(w + 2p − k)

s
+ 1, (3)

V � conv2 W, X, ″valid″(  + b. (4)

)is will involve many derivative operations during the
CNN computation, either forward or backward. Equation
(5) shows how the weight derivative is calculated:

Δωji � −η
zE

zωji

. (5)

3.3.'e Introduction to LSTMAlgorithm. )e entertainment
mode and sleep mode in the hotel management mode have a
strong time relationship with the lighting system, air con-
ditioning system, and film and television system of the guest
room. )e advantage of the LSTM method is that it deals
with time-dependent data. For the in-store mode and the
out-of-store mode, these data also have a relatively strong
time relationship. )erefore, this study chooses the LSTM
algorithm to process these temporally correlated data.
Figure 3 shows the computational process of the LSTM
algorithm. It differs from CNN in that it can memorize
historical information because of its obvious gate structure.
)is is also the reason why it can memorize historical state
information. )e data input form of LSTM is time series. In
this study, it will accept the output data of CNN. CNN and
LSTM algorithms are a continuous process. CNN first ex-
tracts the spatial features of hotel management, and LSTM
extracts the temporal features of hotel management.)e gate
structure of LSTM algorithm mainly includes input gate,
forget gate, and output gate structure. After the hotel
management data are output in the output layer of the CNN,
the data will be transformed by a reshape layer. )ese data
will be transformed into labeled data by sliding windows and
sliding steps. )is is because LSTM is also a supervised
learning algorithm.

Check-in mode

entertainment
mode

sleep mode

checkout mode

Feature extraction

output

Figure 2: )e workflow of CNN algorithm.

Check-in mode

entertainment
mode

sleep mode

checkout mode

dataset

LSTM

CNN

Figure 1: )e design of hotel intelligent management system.
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)e LSTM algorithm is inherited from the RNN algo-
rithm. RNN is also an important algorithm for dealing with
speech recognition. Equation (6) shows the basic principle of
the LSTM method to memorize historical state information.
)e historical state information realizes the memory of
historical state information by affecting the information of
the current state. Both historical state information and
current state information will be given a certain weight,
which can realize the memory of historical information
according to the weight. Equation (7) is the abstract
structure of Equation 6. Equation 8 shows the temporal
feature information that the LSTM structure needs to load.
)rough Equation 8, LSTM is given certain time
information:

y(t) � f(X(t)•W + y(t − 1)•V + b), (6)

c(t) � f(W•x(t) + V•y(t − 1)), (7)

C(t) � C(t − 1) + C(t). (8)

)e input gate can control the input amount of infor-
mation, and it can control the input characteristics of his-
torical state information and current state information. If all
the historical state information and current state informa-
tion are input into the network, it will not only cause too
many parameters. It also causes poor feature extraction.
Equations (9) and (10) show the calculation process of the
input gate. It can selectively pass historical state information
and current state information according to the size of the
weight:

C(t) � C(t − 1) + gin•C(t), (9)

C(t) � C(t − 1) + gin ⊗ C(t). (10)

Equation (11) shows the calculation process of the LSTM
forget gate. If the forget gates are all open, this will cause a lot
of information to flow into the LSTM. )e forgetting gate
will assign a certain weight according to the importance of
the feature, and the forgetting gate will selectively input

some historical state information features according to the
size of the weight:

C(t) � gforgetC(t − 1) + gin ⊗ C(t). (11)

Equation (11) shows how the output gate of the LSTM
method is calculated. )e output gate will output features
related to the current state information. )is requires a gate
structure for effective control. It can not only ensure the
output of effective historical information but also ensure that
the information parameters will not be too large:

y(t) � gout ⊗f(C(t)). (12)

4. Result Analysis and Discussion

In this study, it mainly uses CNN and LSTM algorithms to
analyze the intelligent management information system of
in-store mode, entertainment mode, sleepmode, and out-of-
store mode in hotel management.)e data used in this study
come from the operation data of 40 hotels in Beijing. It uses
CNN and LSTM algorithms to study the accuracy and
feasibility of these four hotel intelligent management modes.
Figure 4 shows the linear correlation coefficients predicted
by hotel management’s in-store patterns. )e linear corre-
lation coefficient can compare the degree of agreement
between the predicted value and the actual value of the
intuitive response. )e closer the linear correlation coeffi-
cient is to the linear function y� x, the more accurate it is for
the predicted value. From Figure 4, it can be seen that the
corresponding values of the in-store patterns of the 40 hotels
have a high linear correlation, and all the linear correlation
coefficients exceed 0.96. Moreover, the corresponding values
of the in-store patterns of these 40 hotels are distributed on
both sides of the y� x function, and the predicted data of the
in-store patterns of these 40 hotels are relatively close to the
y� x function. )is further illustrates the high feasibility and
accuracy of CNN and LSTM algorithms in predicting the in-
store patterns of hotel management. Only a few data points
deviate from the y� x line, but the deviation is within the
requirements of hotel management.

In the information system of hotel management, the
entertainment system is a key part. )e prediction accuracy
of this part is directly related to the accuracy of CNN and
LSTM. )is is because the entertainment system varies
greatly, and it has a greater relationship with time and the
preferences of different people. Predictions for entertain-
ment systems are more complex. Figure 5 shows the dis-
tribution of predicted and actual values of entertainment
patterns managed by the hotel information system. In
Figure 5, both A and B are representative of the enter-
tainment mode group managed by the hotel. A represents
the group of predicted values of entertainment pattern data.
B represents the group of actual values of the entertainment
mode data. )e blue curve represents the predicted value of
the entertainment mode, and the red curve represents the
actual value of the entertainment mode. In general, the
predicted value of hotel management is larger than the actual
value of entertainment mode, which is mainly because the

hihihihi

hihihihi

hihihihi

Figure 3: )e workflow of LSTM algorithm.
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predicted value of entertainment mode is in a relatively ideal
environment. In general, the corresponding predicted value
of the entertainment mode of hotel management has the
same distribution as the actual value, and the numerical
value is also well maintained. Between intervals 0.6 and 0.75,
the predicted values of the hotel management entertainment
mode have a good degree of agreement, and most of the
corresponding values of the entertainment mode are also
distributed in this interval. Only in the interval greater than
0.75 and less than 0.6, the prediction error of the data is
large. Overall, CNN and LSTM methods can also better
predict the corresponding values of entertainment patterns
in hotel management.

Compared with the prediction of entertainment mode, the
check-out mode of hotel management is easier to predict. )e
check-out model of hotel management has minor changes, and
the check-out model of hotel management involves relatively
few features. Figure 6 shows the distribution of the predicted
and actual values of the hotel management system’s check-out

patterns. It can also be easily seen from Figure 6 that the check-
out pattern of hotel management has relatively small fluctua-
tions. CNN and LSTM algorithms also easily predict the cor-
responding data and characteristics of hotel management
check-out patterns. Although the hotel values between 0 and 30
have large fluctuations, the CNN and LSTM methods can also
better reflect the peak and trough values of the check-out
pattern. )e prediction error value for the hotel management
check-out mode is completely acceptable to the hotel man-
agement. Larger errorsmainly appear in the data of hotels in the
range of 20 to 25. )e CNN and LSTM methods only predict
the numerical value of the data well, but it is poor in predicting
the fluctuation trend between the data.

For hotel managers and occupants, sleep patterns are an
important system. Its prediction error is mainly related to
the air-conditioning system, curtain control system, and so
on. )e sleep system has more obvious time characteristics.
Figure 7 reflects the change trend between the predicted
value and the actual value of the sleep pattern of hotel
management. )e red curve represents the predicted data of
sleep patterns, and the black part represents the actual data
value of the hotel management. )e green area is the error
area between the two. In general, the data of sleep patterns
have relatively large fluctuations, and they also have rela-
tively large fluctuations over time. However, CNN and
LSTM algorithms are better at predicting data related to
sleep patterns in hotel management. It can also be seen from
the green area in Figure 7 that the prediction error of the
sleep mode is also relatively small. It has a relatively obvious
cumulative error over time. )e larger error mainly exists in
the interval 18 to 30, which is also one of the defects of the
LSTM algorithm. In order to improve the accuracy of data
prediction of this part of the sleep pattern, it is necessary to
increase the data sample size of this part of the region.

)e prediction errors of entertainment mode and sleep
mode are mainly related to the operation of electronic
equipment in the guest room. It is a critical part that the
impact system, air conditioning system, and lighting system
in the guest room can be adjusted in real time according to
the real-time needs of the occupants. To further demonstrate
the prediction error of in-room device operation, Figure 8
shows the prediction error of indoor facilities in enter-
tainment and sleep modes. )e squares represent the hotel
rooms.)is study will illustrate the distribution error of each
area of the hotel room in the form of an error heat map. In
general, CNN and LSTM have small errors in predicting the
operation of indoor equipment, and the prediction error
distribution is relatively uniform. Larger prediction errors
are mainly distributed in the edge regions of the room. )is
part of the area may correspond to the video system and air
conditioning system. But all the errors meet the require-
ments of the hotel management information system. )is
further illustrates that the CNN and LSTM methods can
better predict the entertainment and sleep patterns of hotel
management. Figure 9 shows the average errors of CNN and
LSTM under four modes for predicting hotel management
information systems. )e largest average prediction error is
only 2.81%, and this part of the error comes from the hotel
management’s prediction of sleep patterns. )e prediction
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errors of the in-store mode and the out-of-store mode are
only 1.34% and 1.97%, respectively.)is prediction error can
not only satisfy the requirements of hotel managers, but it
can also satisfy the requirements of lodging guests. In
conclusion, the CNN and LSTM methods have certain
feasibility and accuracy in realizing the intelligence of the
hotel management information system.

5. Conclusions

)e traditional manual hotel management model can no
longer meet the needs of today’s people’s accommodation.
Now, the flow of people in the hotel and the needs of the
occupants have a relatively large change and a relatively large
amount of information. )is requires computer technology
to assist hotel managers to manage. More and more hotels
have begun to introduce computer information manage-
ment system, but it can only assist hotel managers to realize
the management of in-store mode and out-of-store mode.
As for the individual requirements of the occupants, the
current computer information management system cannot
help the occupants to realize them very well.

)is research uses CNN and LSTM methods in artificial
intelligence technology to design a hotel information
management system, which can realize intelligent man-
agement of in-store mode, entertainment mode, sleep mode,
and out-of-store mode. It can not only improve the work
efficiency of hotel managers, but it can also meet the in-
dividual needs of the occupants. In general, CNN and LSTM
methods can better predict the four modes of hotel infor-
mation management system. )e largest prediction error is
only 2.81%, and this part of the error comes from the
prediction of the sleep pattern of the hotel information
system. For the prediction of the in-store and out-of-store
patterns of the hotel management system, the average error
is only 1.34% and 1.97%. For the prediction of the enter-
tainment mode and sleep mode of the hotel management
system, the prediction error distribution of the operation of
indoor equipment is relatively uniform, and most of the

errors are distributed within 2%. )is shows that CNN and
LSTM methods have high credibility in realizing hotel
management intelligence.
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With the continuous improvement of the living standards of people, the requirements of people for the environment in which they
are located are gradually increasing, which makes urban landscape design work more and more important. Plant landscaping is
the core component of urban landscape design. By analyzing and discussing the application of plant landscaping in urban
landscape design, the quality level of urban landscape design can be further improved, thereby promoting the sustainable
development of urban construction. Machine learning makes it possible to realize the intelligent processing of data and make full
use of the knowledge and value contained in the data. �is paper explores the way of intelligent analysis and application based on
machine learning in the �eld of landscape architecture. First, the k-means machine learning clustering method is used to
determine the types of plant landscaping required by modern urban landscape design. Experiments show that our model can be
well applied to design applications of modern urban landscapes.

1. Introduction

Machine learning is a way to realize arti�cial intelligence and
a key technology for processing big data. Machine learning
algorithms can automatically analyze one or several types of
data to obtain rules, discover the mechanism of action, and
use the rules to predict unknown data. At present, it has
become possible to apply machine learning (including deep
learning) to the �elds of landscape architecture, urban
planning, and architecture to solve related problems such as
human settlements. Scikit-learn, an open-source machine
learning library based on Python language, integrates
mainstream core algorithms in the �eld of machine learning,
including classi�cation, regression, and clustering algo-
rithms, and data preprocessing methods; TensorFlow, an
open-source deep-learning library based on Python lan-
guage, uses computational graph, and automatic di�eren-
tiation and customization are used for numerical
calculations. Because of the emergence and rapid growth of
machine learning open source libraries, and the gradual
improvement of a large number of core algorithms, machine
learning as a tool has been widely used in various �elds, and
landscape architecture is also in the exploratory stage.

Plants are an important element in the construction of
garden landscapes. Today, with the continuous emphasis on
the construction of ecological civilization, people are more
yearning for green space, so garden plant landscaping has
received more attention and attention, and its dominant
position in landscape garden design has become more and
more obvious. At this stage, designers often use horizontal
and vertical section drawings to analyze and deliberate plans,
but relying only on arti�cial design limits the possibility of
landscape design. �erefore, designers and industry-related
personnel urgently need new technology to assist them to
better complete the landscaping design of garden plants.
With the development of science and technology, the ap-
plication of machine learning to garden plant landscaping
has become a breakthrough to solve the problem.

�ere are many classic machine learning algorithms that
have application potential in landscape architecture design.
According to the focus of solving the problem, it can be
divided into algorithms with e�cient data classi�cation
capabilities, such as naive Bayesian algorithm, support
vector machine decision tree, regression tree, and random
forest [1], which are mostly used for classi�cation problems
such as landscape land classi�cation [2]; deep learning
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algorithms, such as convolutional neural networks, recur-
rent neural networks, and generative adversarial networks,
have powerful image recognition capabilities [3–5] and are
mostly used for rapid identification and information ex-
traction of remote sensing images and street view images
[6–10], in which algorithms such as generative adversarial
networks also have powerful image generation capabilities
[11], which are mostly used in generative design [12]; re-
gression algorithms such as principal component analysis
and logistic regression have the ability to automatically
associate data and perform functions. %e ability of fitting to
mine the internal relationship behind the data is mostly used
for correlation analysis, such as the research on the driving
force of the development of landscape patterns [13–16]; tf-
idf, word2vec, BERT, CRF, LSTM in the field of computer
natural language processing. Such algorithms have the
ability of text recognition and processing and can classify
and extract sentiment and other topics from text data in a
large number of networks.

In this work, the k-means algorithm is used for the first
time to perform cluster analysis on the landscape principle
design of the urban landscape. And the results of the model
are tested by taking Hangzhou Hupao and Beijing Biyun
Temple survey image clustering as examples. %e results
show that the model has a good performance in the ap-
plication of modern urban landscape design for generating
plant landscaping. In addition, this paper also analyzes the
application principles of plant landscaping in the urban
landscape and the application of plant landscaping in
modern urban landscape design.

2. Theoretical Basis of Machine Learning and
Principles of Plant Landscaping

2.1. Machine Learning. In the field of landscape architec-
ture, traditional computer technology requires artificially
designed computing rules, while machine learning tech-
nology has powerful rule learning ability and the ability to
capture implicit rules. In landscape architecture work, it is
necessary to analyze the site conditions, obtain the law of
site changes, and then intervene and guide the site to
develop in a specific future direction according to the
means of planning and design. %erefore, machine
learning has great potential in the field of landscape
architecture.

From the perspective of machine learning technology,
machine learning technology includes a variety of algo-
rithms with different functions and focuses (Table 1).
However, because the design goals of the algorithms in the

computer field have less overlap with the landscape archi-
tecture design, they cannot directly serve the landscape
architecture design, so they are used in the landscape ar-
chitecture. %ere are not many algorithms with relatively
mature applications. %e common application method at
present is usually to decompose the planning and design into
multiple work steps and then design the corresponding
algorithm according to the work target of each step.

2.2. K-Means Algorithm. In the K-means algorithm, K is the
number of cluster centers, and Means is the mean. %is
algorithm clusters the regional data points through the it-
erative optimization of the mean and obtains the optimal
clustering result. In this article, garden colors are divided
into 7 colors. Below are the executor steps of the algorithm.
(1) Set K� 7. Seven color location data are randomly selected
as the initial cluster centers of the seven categories, and the
Euclidean distance formula is used.

D �

������������������

xi − x0( 
2

+ yi − y0( 
2



, (1)

where D is the distance; x0 and y0 is the latitude and lon-
gitude coordinates of the center point D; xi and yi, is the
latitude and longitude coordinates of each noncenter point.
Use this formula to calculate the distance from each non-
cluster center point to the cluster center point, and divide
each noncluster center point to the nearest cluster center. (2)
After the data are grouped by distance, the mean of the seven
groups is calculated, respectively, and the mean of the seven
groups is used as the new cluster center. (3) Iteratively
calculate the distance from each noncenter point to the new
center point using equation (1). (4) Iteratively calculate new
cluster centers until each noncluster center data no longer
move and the cluster centers no longer change.

2.3. Application Principles of Plant Landscaping in Urban
Landscape

2.3.1. Ecological Principles. In the urban landscape design,
the application of plant landscaping can not only create a
beautiful visual environment, improve the city’s ornamental
value, but also improve the material environment. In plant
landscaping, it is very important to strengthen the plasticity
of plants and improve the ecological beauty of the sur-
rounding environment. On the one hand, plants purify the
surrounding environment very well by releasing oxygen and
absorbing carbon dioxide. At the same time, there are
functions such as reducing noise and adjusting the tem-
perature. However, different types of plants have different

Table 1: Variety of algorithms of machine learning technology.

Learning style Algorithms type Algorithms

Supervised learning Regression Linear regression, polynomial regression, ridge regression
Classification Logistic regression, support vector machine, decision tree, k-nearest neighbor, etc

Unsupervised learning
Clustering K-means, means shift, fuzzy c-means

Association rule learning Apriori, frequent pattern growth
Dimensional reduction Principal component analysis, linear discriminant analysis
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growth environments. Once the selected plant species is not
suitable for the local ecology, it will have a great impact on its
growth. On the other hand, if there is a phenomenon that the
community violates the natural development law, there will
be serious consequences. %erefore, it is very necessary to
scientifically select plant species based on local environ-
mental conditions.

2.3.2. Principles of Practicality. In the application of plant
landscaping in urban landscape design, the principle of
practicality should also be followed. %e so-called principle
of practicality means that in the actual process of plant
landscape landscaping, some practical functions such as
environmental protection should be fully considered.
Harmful gases play a good role in purifying the air. If the
above practical conditions cannot be met, some practical
plants that can play a good role in noise reduction and dust
prevention can also be selected as landscaping materials.
%erefore, while beautifying the urban environment space, it
can also effectively weaken the sense of tension and op-
pression brought about by the characteristics of urban in-
dustrialization, meet people’s needs to be close to nature,
reduce the urban heat island effect, and enable urban plant
landscaping to achieve production and integration. %e
combination of ornamental and ornamental can give full
play to the functional value of urban plant landscape in
beautifying, ecological, and environmental protection.

2.3.3. *e Selection of Plants Should Be Combined with the
Characteristics of the City. In modern urban landscape
design, the application of plant landscaping should not only
repeat the application of a single plant, but should combine
the characteristics of the local city and the actual situation of
the landscape, and at the same time consider factors such as
soil climate and environment. %erefore, designers need to
consider the local plants with strong regionality and show
the local characteristics through the planted plants, which
can not only create a certain resource space for the local
landscape but also allow the planted plants to better adapt to
the environment, to further save plant landscaping.

2.3.4. Make Full Use of Ground Cover Plants. Among var-
ious types of plants, ground cover plants have their own
unique features, such as luxuriant branches and leaves, and
strong fecundity. At the same time, they have a very strong
antipollution ability, and follow-up maintenance is also
more convenient. %erefore, in various designs of the
modern urban landscape, planting is almost indispensable,
which can give people a harmonious and comfortable look
and feel. From the overall look, it also makes the layering of
the whole design more prominent, making people shine.%e
plants above can absorb light energy, and the plants below
can loosen the soil surface, adjust the ground temperature,
and make the growth environment of the trees above better.
In addition, ground cover plants also play an important role
in the garden landscape. For example, planting ground cover
plants around flower beds and on both sides of the sidewalk

can form a sharp color contrast with the flowers and ef-
fectively clarify the walking routes of tourists, thereby im-
proving the ornamental value of the landscape and at the
same time alleviating people’s aesthetic fatigue.

3. Judging the Plant Landscaping Style of
Modern Cities Based on Machine
Learning Models

3.1. Model Establishment and Training. %e data of this
experiment are mainly images with latitude, longitude, and
elevation information taken through the actual survey of
mobile phones. Divided into two groups, one group came
from Hangzhou Tiger Pao. %e other group came from
Biyun Temple in Beijing. %e specific technical route is
shown in Figure 1. First, the images are read in batches in the
Python programming language, because the captured im-
ages are about 4 200 pixels 2 400 pixels in size, and color
analysis does not require such high precision, so the image
size is reduced by compressing the image to save analysis
time.%en, set the number of color theme color clusters to 7,
that is, obtain 7 theme colors for each image. Colors were
classified using the K-means clustering algorithm.

%e extraction of the theme color is shown in Figure 2.
After extracting the theme color of all images, they are
summarized in an array. In the aspect of data enhancement
visualization, 2 forms are designed: (1) scatter point form to
print the theme color, which can directly reflect the urban
color impression.%rough the extraction of the urban theme
color, the color impression sensory presentation can be used
to study the urban color, which can be aimed at different
urban spaces and different research times, and to analyze the
changes in color. (2) Try to project the subject color of the
survey images of the two places into the three-dimensional
space and observe the changes of the two sets of data in the
three directions of red, green, and blue.

3.2. Model Results. In machine learning clustering, sklearn
integrates many clustering algorithms and compares the
effects of different clustering algorithms on different data
types through the actual operation of the program. In ad-
dition to applying survey photos to analyze the urban color
environment, you can also use recorded video, extract
images at specified frames, and perform the same analysis. In
the specific data analysis, the theme color of each image can
also be placed on the coordinate points of its latitude and
longitude, and the clustering algorithm can be used again to
cluster the areas with similar color values in the space, so that
the urban color characteristic areas can be classified. And the
POI data reflecting urban functions, Weibo, WeChat, and
other data reflecting urban social relations are combined and
analyzed to find the internal mechanism of urban color space
distribution characteristics.

%e clustering results of the research images of Hangzhou
Hupao and Beijing Biyun Temple, and the color impression
after printing the theme color in scatter form are shown in
Figure 3. Hupao’s theme color is gray and dark (the color of
the building), mixed with green and green vegetation and blue
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sky. Simple and elegant Biyun Temple because the building
itself is mostly red, after interspersed with vegetation and the
sky, the overall feeling is gorgeous and gorgeous. %rough
these data visualization methods, the urban color charac-
teristics of the study area can be more intuitively reflected. If
the number of research areas surges, automated batch pro-
cessing can be achieved according to the established model,
such as studying the color characteristics and distribution
relationships of different areas of the city. Data containing
color information (RGB) is projected into three-dimensional
space. %e changes in the red, green, and blue color com-
ponents can be grasped by judging the distribution of the
colors of the two regions in the three-dimensional space

domain.%e color tendency of Beijing Biyun Temple is higher
in the red value, while the 3-component of Hangzhou Hupao
color tends to be lower. In the analysis, the color can also be
converted to HSV (hue, saturation, value) and projected into
the three-dimensional space domain to analyze the rela-
tionship between hue, saturation, and lightness.

4. The Application of Plant Landscaping in
Modern Urban Landscape Design

4.1. Tree Landscaping. In large garden scenic spots, all kinds
of towering and lush trees will always bring people many
different impressions. For example, the lush ginkgo, with its
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Figure 3: %e clustering results of the research images of Hangzhou Hupao and Beijing Biyun Temple, and the color impression after
printing the theme color in scatter form.
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proud standing posture, brings people a beautiful feeling. It
has long been called the Gongsun tree. %e planting of
ginkgo in the garden landscape not only reflects the virtues
of the predecessors planting trees and the later generations
enjoying the shade in traditional Chinese culture but also
implies people’s yearning for a better life in the future. %e
willow tree is deeply loved by garden designers because of its
gentle and graceful tree shape. In spring, it is praised for its
willows that are drunk with spring smoke. In summer, it is
called ten thousand hanging green silks. In the winter, the
weak warbler with green silk strips presents the beauty of
ancient charm in different seasons. Because of its tall and
straight leaves and sparse branches, the king coconut tree is
often used as a street tree to green roads. %e curved branch
shape of mountain peach, the arch branch shape of wel-
coming spring, the umbrella shape of acacia, and the clump
shape of the Chinese rose can all bring people different visual
enjoyment.

4.2. Make Plant Landscaping in Combination with Different
Terrains. In the actual plant landscaping, it is necessary to
combine the different spatial topography of the city, so as
to effectively highlight the natural characteristics of
landscaping. For example, some trees can be planted
around the ridgeline, and some short shrubs can be
planted in the position of the hillside ravine. %rough this
landscaping configuration, it can not only effectively
demonstrate the tall and straight posture of the mountains
but also make the entire urban environment more har-
monious and increase the three-dimensional sense. On
this basis, the characteristics of some buildings such as
urban pavilions and pavilions can also be combined, and
plants can be arranged on the top of the mountain to
promote the two to set off each other and complement
each other. When creating a waterside flower border
landscape by the water, make a good choice of aquatic
plants, the more common ones are reed bamboo, water
lily, barracuda, and parasol. To ensure a good reflection
effect, it is not advisable to plant too many plants un-
derwater. On the banks of the embankment, some trees
can be planted, and the trees are sparsely distributed to
form a beautiful reflection in the water.

4.3. Follow the Aesthetic Principles of the Plants*emselves for
Landscaping Design. First of all, in some areas such as the
corners of buildings and roads in the city, it is necessary to
weaken the sharp corners to reduce the visual rigidity. In
landscaping, the combination of flat slope and arbor and
irrigation can be used to plant some beautiful plants, such as
cedar, sycamore, and pentagonal maple. If the selected
seedlings are plants with high branch points, try planting
multiple seedlings in the same tree pond. At the same time,
carry out scientific planting, let them grow together into a
large canopy, and effectively weaken the corners. On the
other hand, it is also possible to make a reasonable blank of
the landscape with the help of the blanking technique of
traditional Chinese painting. For example, in a relatively
empty square, if you add a few delicate trees to embellish it, it

can give people an open and comfortable look. It fully
embodies the principle of balanced aesthetics.

4.4. Maintaining the Stability of Native Plant Communities.
Before introducing new plants, we must first ensure that the
existing plant community is in a relatively stable state.
%erefore, for the introduced new species, the relevant
departments must do a good job in quarantine work and
make a good estimate of their reproductive capacity, so as to
avoid a large number of reproduction and spread after they
are introduced into the urban landscape, which will cause
damage to the balance of the local plant community and
ecological structure very serious impact. Maintaining the
stability of local plant communities can further ensure the
visual effects and ecological benefits of urban plant land-
scaping. On the other hand, weeds should be cleaned reg-
ularly to prevent the problem of flooding due to their
tenacity, and the affected areas should be restored and
protected. At the same time, it is necessary to fully develop
the nursery cultivation industry and market, so that plant
landscaping can choose more plant varieties.

4.5. Shaping the Urban Landscape in Combination with Local
Urban Culture. %e culture of each city is different. Now-
adays, people have begun to attach great importance to the
inheritance and protection of urban culture, as well as the
continuation of historical development. %erefore, in the
urban landscape design, it is necessary to combine the local
urban history and culture, excavate the connotation, present
the cultural heritage of the city to the greatest extent, and
give the city the driving force for continuous development.
%erefore, in the modern urban landscape plant landscap-
ing, it is necessary to combine urban culture, conform to the
current development law of our country, and avoid
destroying the surrounding ecological environment.

5. Conclusion and Future Prospects

Artificial intelligence technology based on machine learning
is gradually applied to the analysis and evaluation of
landscape architecture with its efficient data processing
capabilities and implicit rule capture capabilities and has
initially replaced some simple repetitive labor at this stage.
Algorithmic generative design based on deep learning takes
the creativity of artificial intelligence a step further. %e
cleaning and selection of data and the manual intervention
of algorithms are the core bottlenecks at present.

%e cleaning and selection of data are a technical
challenge. Artificial intelligence is basically the exchange of
artificial intelligence for intelligence, and it is supported by a
large amount of basic data work (such as manual annota-
tion). Problems such as noise and lack of data are frequent at
this stage. In this context, designers appear as data analysts,
and artificial intelligence methods aimed at replacing re-
petitive work have brought more planning and analysis and
repetitive work. However, with the improvement of tech-
nology in the future, the emergence of more excellent al-
gorithms and data sources will gradually solve the current
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problems and allow designers to return to planning and
design.

%e manual intervention of the algorithm is a difficult
problem in the applicationmethod, which directly affects the
role of artificial intelligence and designers. %is question is
related to the question of how much artificial intelligence
should be in the design. %is also involves a series of
questions such as whether the artificial intelligence analysis
results are reliable, whether the output results are correct,
and how to define correctness? As mentioned above in the
planning case of Rome railway station and the case of plant
configuration, the architectural form needs to conform to
the form of the building base and at the same time be similar
to the surrounding architectural texture. Under the con-
straints of these two goals, deep learning can balance the
relationship between the two, aiming at approximating the
base shape and searching the building database for
matching, comparing, and iterative cycles. %e optimal
solution can be obtained only by approximating the base
shape infinitely. In the plant configuration project, plants
need to meet conditions that are easy to quantitatively ex-
plain such as sunshine, climate, and configuration mode.
However, under this condition, attributes such as plant
species, plant height, and crown width can only be con-
strained within an interval, so the output results are still very
large. %erefore, whether the output result is correct is re-
lated to whether the target is abstract. From the computer’s
point of view, it is easy for computers to calculate quanti-
tative problems with clear standard goals and regard the
goals as correct. In the face of abstract problems, it is difficult
for the computer to judge whether it is correct, but for
designers, this is also an open problem. To this end, different
scholars have made preliminary explorations, and for ex-
ample, in the case of plant configuration, the abstract plant
configuration theory is quantitatively explained and con-
strained. In the planning case of the urban central axis, the
evaluation system is used to constrain the abstract scheme
selection problem; Tang Jingxian’s streetscape evaluation
research combines the subjective evaluation system with the
objective analysis results of streetscape information to re-
alize the artificial correction of machine learning perception
evaluation research. %e above methods are currently tried
by designers. Efforts to revise AI-generated results are also
responses to abstractions in design.

To sum up, at present, plant landscaping has been widely
used, which greatly improves the urban environment, allows
people to live in a comfortable and environmentally friendly
living environment, and further promotes the development
of urban construction in China. At this stage, plant land-
scaping has become an indispensable part of urban land-
scape design. In the process of designing urban landscapes,
designers must combine with more ecological elements and
use different plant characteristics to make plant landscaping.
%e scenery is more suitable for city life.

In the future, with the training and learning of a large
amount of data, the creativity of artificial intelligence will
gradually increase. Landscape architecture is a subject highly
related to human subjective aesthetics. In order to avoid
over-reliance on artificial intelligence in planning and

design, it leads to the patterning and standardization of
output results. Future research should distinguish between
the repetitive and simple labor that should be performed by
artificial intelligence in the planning and design process and
the part that requires the designer’s experience and judg-
ment, and let artificial intelligence technology assist the
design instead of leading the design.
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With the expansion of teaching scale and the rapid development of educational information, a smart classroom management
system based on speech recognition has been proposed and developed to improve the information level of smart classroom
management. �is paper discusses the application of multimedia equipment control. �e system relies on the mature campus
network in the way of cloud and local speech database for speech recognition. �e application of the system proves that the smart
classroom management system based on speech recognition in cloud architecture has more advantages than the traditional
multimedia classroommanagement system and also has de�nite expansibility. It facilitates the uni�ed management of the school,
improves the e�ciency of administrators, saves a lot of human and �nancial resources, and greatly promotes the development of
school information construction. �e smart classroom becomes a new direction in the application of information technology in
the �eld of teaching and learning and is a smart learning scenario for improving the learning and teaching scenario. �is paper
focuses on the use of smart classroom as a supplementary teaching tool to improve Chinese language teaching and learning and
illustrates the optimization of the teaching environment by smart classroom in terms of vocabulary learning and listening and
speaking training.

1. Introduction

With the rapid development of modern computer science
and technology, the traditional multimedia classrooms in
schools have been continuously improved and upgraded to
gradually form intelligent classrooms [1, 2].�emanagement
of multimedia classrooms, from the traditional manual
manipulation of various multimedia equipment to central-
ized control through the central control, then to remote
control through the campus network, and then to the current
automated management based on arti�cial intelligence, fully
illustrates that the development process of education grad-
ually began to apply arti�cial intelligence, schools focus on
the construction of smart classrooms, and smart campus has
become the future trend [3, 4]. Domestic construction of
smart classroom design concepts and teaching models is
relatively abundant but still lacks comprehensive practice [5].

�e Ministry of Education proposes to promote the
application of emerging technologies such as cloud com-
puting and big data in school education and vigorously build
education modernization. Regarding the active promotion
of the application of “Internet+,” the guidance of the State
Council marks the new technological revolution towards
today’s stage [6, 7]. �erefore, it is necessary to develop a
smart classroom management system based on speech
recognition with cloud computing architecture. Smart
campus is a comprehensive system implicating technologies
from multiple �elds such as cloud computing, campus
network, big data, and remote control, and thus, it can only
serve the students and teachers better after adequate inte-
gration and collaborative work [8, 9]. �e basis for the
realization of a smart campus is the Internet of�ings (IoT),
which relies on numerous application service systems to
integrate teaching management, academic research, and
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campus life of teachers and students and ultimately con-
struct an integrated and intelligent campus environment for
work, study, and life [10]. Smart classroom is the most
important part of building smart campus, and it is the key
work for universities to realize the strategic goal of infor-
mationization. At present, most schools have the foundation
of campus network, especially some colleges and universi-
ties, and the campus network has been quite mature after
many new constructions, upgrades, and renovations in the
school informatization construction, which has laid a good
foundation for the realization of smart classroom [11, 12].
Based on the modern technology, it is feasible to design an
intelligent classroom management system by taking ad-
vantage of the existing campus network, cloud computing,
and local customized voice library.

With the deepening application of big data, cloud
computing, Internet of (ings, and artificial intelligence
technologies in education in recent years, the smart class-
room has emerged as an overall solution to enhance teaching
effectiveness [13, 14]. (e optimization of the Chinese
learning environment by smart classroom is reflected in
three aspects: (i) accurate content pushing, (ii) efficient
environment management and resource acquisition, and
(iii) contextual setting and interactive feedback. Teachers
can use the environment of smart classroom to effectively
organize and manage the increasingly abundant teaching
resources so as to better interact and teach students
according to their aptitude.

Chinese is the foundation of language and has a sig-
nificant impact on the development of habits and interest in
future language learning. (e use of smart classrooms to
create interesting and shade-appropriate learning environ-
ments for students is the focus of this paper.

2. Technical Principle

(e object of speech recognition research is speech, which is
processed first, and the human voice is automatically rec-
ognized and understood by pattern recognition computers
[15]. (e combination and codevelopment of cloud com-
puting and big data have contributed to the advancement of
speech recognition technology to some extent. (e de-
ployment of deep learning framework in the cloud can
enhance the capability of cloud computing, so the mutual
promotion of deep learning, big data, and cloud computing
greatly improves and enhances the ability of speech rec-
ognition models to mine and learn from complex data
[16, 17]. Speech recognition systems are mainly divided into
three types: embedded speech recognition systems, server-
mode speech recognition systems, and cloud computing-
mode speech recognition systems [18, 19]. According to the
characteristics of the school, the human-computer inter-
action module of the intelligent classroom management
system is based on speech recognition technology, while the
piece of speech recognition based on cloud mode is not
mature enough, and the customizable speech recognition
service provided by the service provider is still at a primary
level, so the speech recognition module of this system has to
be divided into two parts: the speech cloud and the local

speech library. (e voice cloud is responsible for the daily
chat function, and the self-developed local voice library is
responsible for the recognition of multimedia device control
commands. (e local speech library can be customized to
provide speech recognition services for multimedia device
control in the classroom, focusing on the reduced recog-
nition range of these device controls and achieving higher
recognition rates. (e implementation of the local speech
library requires the download and installation of the
Microsoft Speech Recognition library, and the engine of
speech recognition is driven by the speech recognition
engine that comes with Windows, which can realize the
ready acceptance of commands issued by the user [20].

(is design currently drives three LCD displays simul-
taneously through this LCD driver all-in-one board; com-
bined with the Android system software, it can realize the
display of the conference theme or speaker’s personal in-
formation on the upper bar screen, the lower standard
screen displays the conference content, company logo, or
video information, and the back bar screen carries the in-
telligent teleprompter system, which can display the
speaker’s speech content in real time.

2.1. Hardware Circuit Design. (e main circuit board is a
multimedia network player-LCD driver board based on
Rockchip main chip RK3288. (e design board can support
LVDS/EDP/MIPI dot screen +HDMI dual display,
LVDS+EDP dual display, LVDS+MIPI dual display,
EDP+MIPI dual display, and other dual display mode
options. It can drive 7–100-inch LCD and can support 4K
full HD video decoding and 3840× 2160 (for VOP_BIG) and
2560×1600 (for VOP_LIT) TFT LCD, and the main board
contains 2 RS232, 2 UART, 4 USB HOST, 1 Ethernet, and
other interfaces. It has a powerful communication function.

(e design currently drives three LCD displays through
this LCD driver board; combined with the Android system
software, it can display conference theme or speaker per-
sonal information on the upper bar screen, the lower
standard screen displays conference content, company logo,
or video information, and the back bar screen equipped with
intelligent teleprompter system can display the speaker’s
speech content in real time.

(e smart podium consists of the following main parts:
support structure, front face, operating table, LCD, and
teleprompter. (e usage frequency of each component in
different application scenarios is shown in Figure 1.

(e smart podium involves a total of three LCD displays,
including two 28″ bar screens and one 23.8″ standard
screen. (e LCD module includes a display area, a PCB
board set above the display area, and a COF (crystal coated
film) set between the display area and the PCB board, the
display area includes a protective film set at the front, a
polarizer behind the protective film is defined as the reserved
area, and the other defective area is defined as the defective
area. (e COF is fixed first, then the protective film and
polarizer in the defective area are removed, the defective area
in the display area is cut, then the lower end of the display
area remaining after cutting is sealed, and finally, the
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resolution of the sealed product is adjusted, so that the
processed product can be used as a new small-size strip
screen, thus achieving a novel display effect and being more
widely used.

2.2. Software Function Design. (e intelligent platform
control software includes the information release of the first
two display screens and the content display of the tele-
prompter system.(e user can determine whether the device
is online through the display status at the top of the software.
Users can personalize the content of the two displays
according to actual needs, including the display of pictures,
videos, text font color size, and the interval of each material
switch.

At the same time, the software also supports the preview
function before the release of information to ensure that the
information is accurately delivered to the audience, which
greatly enhances the intelligence and personalization of the
product, and can make the product applicable to a variety of
different speech processes, which frequently can be calculated
by the following equations.According to the formula (1)∼(3),
four teaching scenarios are selected for calculation, and the
results are shown in Figure 2. It can be seen from the figure
that, with the improvement of product intelligence and
personalization, the audience will receive more information.

(e intelligent teleprompter system software can auto-
matically read the file content in the USB flash disk through
the USB interface of the podium desktop for the speaker to
deliver a speech. (e operation of the speech content in-
cludes two modes: manual and automatic. In the manual
mode, the speaker uses his or her voice to click the mouse to
turn the page. (e automatic mode is split into two cate-
gories: one is to set the automatic scrolling screen according
to the speaker’s personal preferences and reading speed for
personalized settings, and the second is through the voice

recognition technology and teleprompter system linkage, so
that the speech does not read and does not go, it has a read
mark and is perfectly timed with the speaker's speech.

n � 
n

i�1
ni,

En � 
N−1

m�0
x
2
n(m),

Mn � 
N−1

m�0
xn(m)


,

(1)

where En is the amount of accurate information delivered to
the audience; Mn is the degree of intelligence and person-
alization of products.

2.3. Speech Recognition SystemDesign. (e main function of
the speech recognition program is to identify the voice
commands that control the progress of the teleprompter
system document. Speech recognition technology is divided
into online speech recognition technology and offline speech
recognition technology. Considering the usage environment
and cost of the intelligent lectern, offline speech recognition
technology is used here [21, 22].

In the traditional conference speech conditions, speakers
need to bring their own paper scripts or use the way de-
scribed in the previous section for automatic page turning,
but none of these approaches can achieve automatic rec-
ognition of the speaker’s real-time speech progress. (e
current artificial intelligence and speech recognition tech-
nology continues to develop, and application popularity for
continuous voice recognition application technology has
matured. How to more fully combine intelligent video and
audio technology and conference speech needs has become
the focus of application, and automatic speech recognition
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Figure 1: (e usage frequency of each component in different application scenarios.
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technology has become the “artificial intelligence + speech”
breakthrough. Speech recognition system is divided into
three layers: platform capability service, business software
application, and speech intermediate control.

(e platform capability service layer provides the in-
telligent speech recognition system server program, WEB
server, speech capability platform service engine (speech
recognition platform), database management, system re-
source management, and other related service functions
required by the system, and on the premise of completing
the basic functions, the application capability can be opti-
mized according to the actual situation of system operation
to improve the application level.

(e business software application layer provides the
information display function of the intelligent speech rec-
ognition system used by the speaker and provides the text
display corresponding to the real-time transcribed speech
and the processing function of various basic document
information.

(e speech middle control layer mainly provides the
speech recognition middleware program, transmits data
information with each other with the speech collection
equipment picking port and speech recognition SDK in-
terface, completes the functions of speech data collection,
processing, storage, and network transmission, and interacts

with the speech capability platform service engine in the
platform capability service layer. (e intelligent speech
recognition system includes speech recognition server, real-
time recognition terminal, multichannel speech processor,
professional conference microphone, router, and other
products, among which the speech recognition server re-
alizes the deployment engine and other types of core ca-
pability software, achieves a high degree of equipment
integration, reduces capital investment, and provides re-
cording service processing, data transmission, and other
capabilities. (e analytical formula between key objects is
shown in the following equations. According to the formula,
we can get the histogram of the relationship between the
integration degree of speech recognition equipment and
capital investment (three scenarios), as shown in Figure 3. It
can be seen from the figure that the higher the integration
degree of speech recognition server equipment, the lower the
capital investment. (e real-time recognition terminal is
mainly used to deploy client software and provide the op-
eration of each function of the software. (e multichannel
voice processor converts the audio data of analog micro-
phone into network data through professional voice ac-
quisition technology, which is used as the data source of the
whole system voice. (e system topology diagram is shown
in Figure 4.
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where D is the degree of integration of speech recognition
service equipment; Dn is the degree of integration of all
equipment; δn is the coefficient of capital investment.

2.4. Cloud Computing. In essence, cloud computing is a
virtualized resource. (is computing method dynamically
provides service expansion through the Internet. It is a pay-
per-use model to provide available, convenient, and on-
demand network access. Cloud computing is an important
research area for future development, in terms of applica-
tion, it has low requirements for the client devices, and the

devices themselves do not need to be too highly configured
because the resources used are from the cloud, and as long as
the network is smooth, data and application sharing can be
achieved, which can be analyzed through the following
formula.

Currently, cloud computing and speech recognition
technology have become emerging teaching methods in the
education industry [23, 24], and the speech recognition
module in the cloud architecture of the intelligent classroom
management system can respond to a variety of user requests
and can take advantage of a large amount of cloud data to
improve the performance of the speech recognition system.
Speech cloud uses cloud computing to achieve fast speech
applications, which in this system mainly recognizes the
human voice. Cloud mode speech recognition and inter-
action service is a new direction for future research and
application. In this regard, the technologies of KDDI, Ali
cloud, Baidu, and Tencent cloud are in the leading position
in China.

X � X1, X2, . . . ., Xm ,

Xi � X1, X2, . . . ., Xn ,
(3)

where X is the configuration parameters of equipment.

2.5. Voice Recognition. Voice recognition technology is
mainly divided into two categories, that is, voice meaning
recognition and voice similarity recognition. Sound
meaning recognition is to transform human voice into text
by analyzing the human voice and finding the characteristics
of pronunciation from it, which is usually used in such fields
as fast inputting information, artificial intelligence, and
communication between human and computer through
voice. Similarity recognition of voice is to compare the target
voice object to be recognized with the voice sample and
check whether the similarity between the target voice and the
sample can be achieved [25, 26]. (e computer and human
are basically similar in terms of speech recognition pro-
cessing. A complete speech recognition system is generally
divided into three parts, that is, speech denoise pre-
processing and extraction of features of speech, acoustic
modeling and pattern matching, and language modeling and
language processing. It is in the noisy environment; due to
the complexity of the actual environment, noise reduction
processing is of great practical significance. For the purpose
of lifting up the level of speech denoising and the accuracy of
speech recognition system, wavelet denoising technology is
often applied to speech recognition. (e flow of speech
recognition is shown in Figure 5.

3. System Design

At present, the speech cloud is widely used in the general
field, with a huge amount of user speech data and relatively
high accuracy of speech recognition. However, in the field of
education, the commands that need to be recognized in the
control of multimedia equipment in school smart class-
rooms are relatively fixed, so the local speech library can be
customized to meet the personalized needs of users and
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Figure 4: Speech recognition system topology diagram.
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makeup for the shortcomings of the speech cloud such as slow
recognition speed due to too wide a search range, heavy re-
liance on network, multilink leakage, risk concentration, and
reduced flexibility of users’ control of data and technology.

3.1. System Architecture. (e overall structure of the speech
recognition-based intelligent classroommanagement system
with cloud computing architecture is shown in Figure 6.

3.2. SystemWorkflow. Generally, the computer in the smart
classroom automatically opens at the set time and starts the
client of the management system. First, the software loads
the basic syntax package for login, initializes the login speech
recognition engine, initializes the interface, and waits for the
user to login; then, after successful login, it waits for the
user’s voice command; after the teacher user issues the
correct voice login command, the system starts to judge; if it
is a command to control multimedia devices, it connects to
the local voice library and controls the devices through the
central control serial port after recognition if it belongs to

the general chat. If it belongs to the voice conversation
category of general chat, it connects to the voice cloud, finds
the answer after recognition, and gives feedback to the user
through voice or text. (e relationship can be accurately
predicted by the following formula. (e flowchart of the
system is shown in Figure 7.

∪Qj � O,

Qj1 ∩Qj2 � ∅,
(4)

whereQ is the voice login command which the teacher sends
to the user; 1<j< n.

4. Practical Application

4.1. Application of Aliyun. Teachers and students realize
human-computer interaction with machines, which involves
human speech recognition and needs to be connected with
the speech cloud. At present, the voice recognition interface
of KDDI is not free, and the application and approval
process of voice recognition of Tencent cloud is relatively
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long and tedious. Finally, after comparing the voice clouds of
Ali and Baidu, relatively speaking, Ali cloud is easier to use,
so the SDK of voice recognition of Ali cloud is used. In
addition, the commonly used voice recognition module is
FreeSWITCH; the advantages are open-source, cross-plat-
form, scalability, multiprotocol, and so on; it is based on Ali
cloud, easy to use, and therefore popular with secondary
developers. Its main development language is C, some
modules use C++, and it supports SIP, H323, Skype, Google
Talk, and many other communication protocols. Voice
service Aliyun SDK source code is available on the Github
open source platform, and using CommonRequest to invoke
the SDK's core library directly is highly useful in develop-
ment. (e process of implementing this function is as fol-
lows: firstly, the collected user voice data will be sent to the
backend, then the backend will send the received voice input
stream to the Ali cloud server side, which will convert the
voice into text, and finally, the processed voice data stream
will be returned to the frontend.

4.2. Application of Local Speech Library. Microsoft Speech
SDK is a toolkit launched by Microsoft to develop speech
applications and speech engines on Windows platform [27].
It contains various components for speech recognition.
(ere are many examples of secondary development using
Microsoft’s speech recognition development toolkit, and the
methods and ideas from other studies are referenced here.

In order to reference the COM component provided by
the SDK, the VisualStudio.NET development platform is
used as an example, and the component is referenced by
selecting Project|Add Reference in the menu and then
clicking on the COM tab and selecting Microsoft Speech
Object Library. NET for speech recognition module devel-
opment mainly uses three APIs: ISpRecognizer interface is
responsible for interacting with the underlying Recog-
nitionEngine, which is the speech recognition engine in-
terface; ISpRecoContex interface is responsible for sending
and receiving messages, which is the main interface to
complete the recognition task; ISpRecoGramma interface is
responsible for creating, loading, and activating grammar
rules and is the grammarian interface. (e Microsoft Speech
SDK software development kit provides components for
speech recognition, and the system was developed using the
C# language, which is inherently well integrated. It is also
important to note that since the downloaded SDK only
supports English and teachers and students mostly com-
municate with each other in Chinese, the SDK language
package SpeechSDK51LangPack should be downloaded and
installed.

4.3. Serial Port Control. At present, the centralized control
system of multimedia equipment (referred to as central
control) on the market is becoming more and more ad-
vanced, and some of these smart classroom products are
designed to meet the needs of information-based teaching,
and they apply broadcast-grade product technology to the
campus, leading the new trend of smart teaching. Never-
theless, since the multimedia equipment of each school is

more or less different, the central control may not be able to
control some multimedia equipment, so we should rede-
velop the module with the characteristics of the school
according to the actual situation of the school.

Most computers and multimedia equipment have RS-232
interface; if not, you can also convert the USB port to RS-232
interface through the “USB to RS-232” data cable, and then,
certain multimedia equipment that the central control cannot
directly control can be directly connected to the computer
through the device serial port with a network cable by the
computer to directly control. (e advantage of serial com-
munication is that data can be transmitted over long dis-
tances, the use of ordinary network cable soldering is low cost,
bandwidth can also fully meet the requirements but also
customize the protocol of transmission, and data transmis-
sion is more reliable [28]. (ere are nine pins of the RS-232
interface, of which pin 2 is used to receive data, pin 3 is used to
send data, and pin 5 is the signal ground. 9-pin serial port uses
only the second, third, and fifth three of these pins to send and
receive data, that is, solder wire one end of the serial port in
the order of three pins, adjust the other end of the second and
third pins a little, the fifth pin remains unchanged, solder wire
the other end of the serial port in the order of three pins. (e
mathematical relationship is as follows. (e final crossover
line produced is shown in Figure 8.

Y � Y1, Y2, . . . ., Ym ,

Yj � F Xi( ,
(5)

where F is the data sending and receiving; Y is the number of
serial ports; 1< i; j< n.

5. The Relationship between Smart Classroom
and Chinese Teaching

5.1. Teaching in the Smart Classroom. Smart classroom is a
product of the deep integration of information technology
and education teaching, which seamlessly connects teaching
and learning inside and outside the classroom and provides a
personalized, intelligent, and digital learning environment.
(e smart classroom environment effectively integrates core
functional elements such as teaching resource management,
real-time content delivery, learning scenario collection,
instant feedback and evaluation, and member interaction
and communication by using “cloud service +mobile ap-
plication” to efficiently organize the three teaching links of
teachers and students before, during, and after class.

Smart classroom is student-centered, emphasizing stu-
dents’ autonomous learning and collaborative learning

2 2

3

5

3

5

Figure 8: Serial control cross wire soldering diagram.
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among students. Teachers in the smart classroom are more
likely to create, collect, and organize educational resources,
set goals and assessment criteria, monitor the progress of
student-initiated learning in the classroom, and provide
timely feedback on questions raised by students. (ese
features of teaching and learning in the smart classroom also
fit the requirements of the language teaching process.

5.2. Characteristics of Chinese Language Teaching and
Learning. First, language teaching emphasizes the learner as
the root and stresses that students should be active partic-
ipants and language constructors in the learning process,
and teachers are collaborators and facilitators of learning.
Consequently, teachers need to create rich interactive
conditions to promote the smooth interaction between
teachers and students.

Second, analyzed from the perspective of the language
teaching environment, teaching Chinese in the native lan-
guage environment should try to create a relaxed and natural
language atmosphere. (erefore, teachers need to simulate
and create language situations and use text, graphics, sound,
and video in a comprehensive way to push language in-
formation and stimulate learners from multiple senses as
much as possible.

Finally, language teaching relies on rich language con-
texts and the need to obtain timely feedback on learning
effects during repeated language training, to achieve inter-
active communication and personalized learning.

5.3. 7e Chinese Learning Model in the Smart Classroom.
In general, the integration of smart classroom and Chinese
teaching is an interactive, repeated, and circular process,
which runs through the teaching process of preclass prep-
aration, classroom teaching, and postclass summary. (is
paper moderately simplifies the “universal learning model in
the smart classroom” given in the related literature and
builds a set of learning models in the smart classroom
environment based on the teaching knowledge database and

the electronic notes database, using three times of learning
situation analysis as the feedback mechanism (Figure 9). (e
learning model contains only five teacher activities and three
student activities, while the smart classroom platform takes
up the tasks of resource pushing, information interaction,
and learning situation analysis, making the process of smart
teaching more simplified and easy to carry out.

5.4. Improvement of Chinese Teaching Tasks in the Smart
Classroom. In this paper, we focus on two learning tasks in
Chinese teaching, namely, vocabulary and listening, and use
the Xunfei Smart Education Platform as a support to explain
in detail the improvementmethods and technical advantages
of the smart classroom for these two teaching tasks.

First, the smart classroom environment can provide
students with repeatedly trained vocabulary learning sce-
narios, push related vocabulary resources, and generate
differentiated vocabulary memorization strategies.

Second, the smart classroom environment can provide
immersive Chinese listening and speaking contexts, provide
students with an interactive and self-directed learning en-
vironment before and after class sessions, and use language
recognition technology to enhance the effectiveness of lis-
tening and speaking interactions in the classroom.

6. Optimization of Vocabulary Learning
Methods in the Smart Classroom

6.1. Characteristics of Vocabulary Learning. Vocabulary is
the foundation of Chinese learning and plays a crucial role.
However, most vocabulary teaching activities are one-way
communication and lack of association, which leads to
students’ poor impression of the learned vocabulary and easy
forgetting. (ere are two main reasons for the unsatisfactory
effect of vocabulary learning. First, vocabulary teaching does
not create relevant context and ignores cultural factors. (e
second is the lack of effective vocabulary learning strategies,
mechanical memory, and ease of forgetting.

Class Preparation Classroom Teaching Post-class summary

Pedagogical knowledge database

Pre-defined 
tasks

Intelligent 
Lesson 

Planning

Interactive 
classroom teaching

Teaching 
Summary & 
Evaluation

Knowledge 
point 

combing

Resources
Push

Learning 
Analysis

Online 
Q&A

Collabo-
ration

Platform

Learning 
Analysis

Pre-learning before class, 
self-assessment

Self-administered tests, 
differentiated learning

Collaborative and 
interactive learning

Electronic Notes Database

Assisted 
Questio-

ning

Learning 
Analysis

Microle-
arning
Push
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Smart 
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Figure 9: Chinese learning model in smart classroom.
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6.2. Vocabulary Learning in the Smart Classroom. With the
learning model of smart classroom, the vocabulary teaching
process for teachers and students is concentrated in two
stages, before and after class.

6.2.1. Preclass Preparation Stage. (e teacher gives students
clear vocabulary learning tasks, and the resource pushing
module of smart classroom pushes the basic word meanings,
pronunciation, and lexical properties of vocabulary, as well
as the related vocabulary with synonymy, antonymy, mul-
tiple meanings, and homophones and homonyms to stu-
dents. After students finish vocabulary preview, the
intelligent classroom provides Dictation Training tools and
tests to check students’ vocabulary learning effect. Learning
analysis can summarize students’ questions and guide
teachers in preparing lessons intelligently. Smart classroom
assists students in preclass prereading and records knowl-
edge points and wrong information in electronic notes.

6.2.2. Postclass Summary Stage. Smart Classroom provides a
punch card tool to urge students to study words in a planned
manner. As the number of vocabulary exercises increases,
the granularity of error information in smart classroom’s
eNotes is refined not only to count which words are error-
prone but also to record what types of errors are made (e.g.,
spelling errors, mispronunciation, word meaning errors,
lexical errors, and associated word errors), which can guide
students to more scientific vocabulary learning strategies.
Differentiated learning strategies will guide the problem
setting module and microclass push module of the intelli-
gent classroom platform to help students master error-prone
knowledge more accurately and effectively.

7. Optimization of Listening and Speaking
Training under Smart Classroom

7.1. Characteristics of Listening and Speaking Training.
(e improvement of Chinese listening and speaking ability
requires continuous training in language scenarios, and the
teaching time of the Chinese classroom is difficult to meet
the repeated practice requirements, which leads to the
traditional teaching environment where teachers emphasize
reading and writing but not listening, and students are
unwilling to spend energy on listening and speaking
training, making it difficult to improve listening and
speaking ability. With the gradual maturity of Xunfei’s
speech recognition technology and deep learning technol-
ogy, the classroom integrates independent listening and
speaking training scenes and makes use of the openness,
sharing, and interaction of the platform to make up for the
deficiency of listening and speaking training in actual
Chinese teaching.

7.2. Hearing and Listening Training in the Smart Classroom.
(e biggest advantage of smart classroom in improving
listening and speaking training is that it provides an
immersive language learning environment, which not only

develops students’ listening and speaking skills but also
improves students’ independent learning ability. (e lis-
tening training platform has a set of training tools for lis-
tening, pronunciation, and conversation.

Teachers can use these tools to organize videos and
audios related to the course and associate them with a bank
of test questions in an easy-to-follow format. Students play
the audio and follow along and record it, and the platform
uses voice recognition technology to give pronunciation
accuracy, which unifies students’ listening and speaking
skills.

Smart classroom’s listening and speaking training
platform can also set up common conversational scenarios
such as study, life, business, travel, and dating, allowing
students to train oral communication skills with the help of
human-computer interaction. At the same time, there are
also language environments that promote interest in
learning English, such as online dubbing of movie clips and
MTV of Chinese songs. (ese environments have a positive
effect on enhancing students’ interest in listening and
speaking.

8. Conclusion

Informationization in higher education enters the stage of
smart campus, while classroom is the main position of
teaching, and the construction of smart classroom is the
major trend of future development. After improving and
optimizing the construction of digital campus, insisting on
building a smart campus with service as the main line, it is
the primary task of the school information center to let
teachers and students enjoy the convenient effect brought by
the information service of the school. Smart classroom re-
alizes active and autonomous learning, audio-visual
equipment is intelligent and humanized, and the informa-
tion services of the Internet and campus network are applied
to the field of teaching. In terms of human-computer in-
teraction, the cloud-based approach combined with the local
voice library for speech recognition and self-developed
management system can save financial and material re-
sources, enhance the security of school data and informa-
tion, and provide higher flexibility for future upgrades and
optimization of the system, as well as improving the de-
velopment and practical application capabilities of the
school’s research team. At present, face recognition, as one
of the successful applications in the field of image analysis
and processing, is gradually integrated into people’s lives.
(en, the construction of smart campus and smart class-
room, in addition to improving the accuracy of voice rec-
ognition, should also study the application of face
recognition technology in this area in the future so that
artificial intelligence technology can bring greater conve-
nience to all aspects of people’s lives.

Smart classrooms bring changes to the existing teaching
methods and can assist teachers and students in gaining a
new learning experience. (is paper takes vocabulary
learning and listening and speaking training, two tasks
suitable for independent learning, as the starting point to
show the improvement of the smart classroom for the
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Chinese teaching environment and its advantages for en-
hancing learning interest and accumulating knowledge. (e
teaching model under smart classroom is a new direction for
future teaching development, which needs to be continu-
ously practiced, optimized, and improved by front-line
teaching staff.
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Some sensitive data in the network will be leaked due to the loopholes or weaknesses of the web system itself, which will bring
potential harm to the society or the public. Aiming at this, this study carries out the design of web security penetration test system.
A test scheme comparing single method with an automatic comprehensive test method is designed. Based on this scheme, an
automatic penetration test system script used under the terminal operation page is tested and designed. A security evaluation
algorithm based on the prediction results of the game between attack and defense is proposed. �rough this algorithm, di erent
website systems are evaluated and scored, and the test results are compared through scoring. �e automatic penetration test
integration system designed and implemented in this study can meet the main objectives of web security and the protection
requirements of websites against general, routine, and universal security attacks. �e proposed evaluation algorithm is more
detailed, accurate, and reference in scoring.

1. Introduction

With the popularization of Internet and the rapid devel-
opment of web application technology, Internet provides an
important basic platform for web applications, on which
more and more web applications are set up [1–6]. Common
online shopping malls, online banking, and other web ap-
plications have greatly changed people’s lifestyle [7–10].
�ey can easily shop or deal with �nancial problems without
leaving home. However, these new technologies not only
bring convenience to our work life and even learning but
also bring great risks that we have never had before. Due to
the maturity of network technology, the threshold of web
application attack technology is getting lower and lower.
Hackers gradually transfer the attack object from the net-
work server to the web application [11–14]. According to
Gartner’s survey data, 75% of information security attacks
occur on Web applications, not on the network level. At the
same time, it is also found that two-thirds of web applica-
tions are very vulnerable and vulnerable to attacks. However,
it is a pity that many enterprises spend a lot of energy and
�nancial resources on network security and server security

and do not pay attention to the security problems of web
applications, leaving an opportunity for hackers [15–17].

�emain reason for the vulnerability of web applications
is that users can submit data arbitrarily, but the server-side
does not carry out reasonable veri�cation. From the per-
spective of the software itself, the main reason is that the
cycle of web application development is getting shorter and
shorter, and the level of developers is uneven, which leads to
the incomplete consideration of security issues in the process
of software development. From the perspective of software
deployment and con�gurationmanagement, the sta may be
careless, so there are great security risks. A comprehensive
penetration test must be conducted on the web application
before the attacker launches an attack to ensure the security
of the web application and prevent it from happening
[16, 17]. Due to the uneven level of web application de-
velopers and the shorter development cycle, it is inevitable
for web applications to have security vulnerabilities. �e
traditional way to ensure network security is through �re-
wall and IDS/IPS. It works on the network layer, while the
security penetration test process works on HTTP protocol. It
can make up for the de�ciency of �rewall relative static
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defense. %e two complement each other and jointly ensure
the security of web applications.

Web application penetration testing technology is to
simulate the attack means and attack methods of hackers,
actively detect web applications, transform malicious URLs,
send them to the server, and determine whether there are
security vulnerabilities in web applications by analyzing the
response returned by the server. %rough penetration
testing, we can understand the vulnerabilities of web ap-
plications in advance before they are attacked, classify the
level of vulnerabilities, and find corresponding mitigation
schemes according to the severity and urgency of vulnera-
bilities so as to greatly reduce the risk of web applications
being attacked.

Due to the unsatisfactory efficiency and accuracy of
manual penetration testing, security workers have tried to
develop some security penetration testing tools. However,
many security penetration testing tools can only test one or
several vulnerabilities, and the test effect is not satisfactory.
%e purpose of this research is to design and develop a web
application security penetration testing tool, which can
comprehensively and automatically detect some common
web application vulnerabilities and can give a more detailed
vulnerability detection report.

2. Overall Demand Analysis and Design

In the whole process of the penetration test, it is necessary to
formulate a test plan in advance, and various factors will
affect the final test conclusion and results. %e whole process
is divided into three steps: penetration test, design and
implementation of automated penetration test system, and
safety assessment. Safety assessment is interspersed in the
penetration test and automated penetration test. %e overall
process is shown in Figure 1.

2.1. Penetration Test Requirement Analysis. In the whole
process, it is necessary to carry out penetration attack against
the test target, and on the premise of not damaging the
system, find out the problems existing in the system as much
as possible, join other websites for testing, and compare the
results, which is more convincing. %e overall test is based
on Kali Linux system [18, 19], including the use of main-
stream test tools and the design of an automatic penetration
test system. %e specific test contents are shown in Figures 2
and 3.

2.2. Security Assessment Needs Analysis. %e overall safety
assessment is carried out according to the penetration test
results and the calculation results of the assessment algo-
rithm. Security assessment refers to a series of security as-
sessments for websites, systems, and platforms. At present,
web security assessment [20, 21] is mainly carried out from
internal and external aspects. Internal evaluation adopts
black-box test or white-box test. Black-box test refers to the
evaluation test without knowing the detailed information of

the system, while white-box test refers to the evaluation test
with a certain understanding of the information and con-
ditions of the system.

External evaluation refers to the remote evaluation of the
server and system initiated by the outside. Testers discover
the security problems exposed by the system by simulating
the malicious scanning and detection behavior of attackers.
Internal evaluation refers to the internal security inspection
conducted by testers for the server, code design, and con-
figuration of the system. Compared with external testing,
internal evaluation testing can find the problems of the
system from a deeper level. %e working process of safety
assessment is shown in Figure 4.

%e overall assessment is carried out by establishing the
assessment model and method. At the same time, the re-
quirements of the test objectives for safety assessment are
analyzed and understood. %e specific aspects should be
considered from these aspects as shown in Figure 5.

(1) Protection requirements. At present, there are many
security attack technologies, and the methods are
updated quickly. %erefore, it is required that the
cycle of security evaluation must be shortened to
ensure the security protection and attack prevention
of the whole network.

(2) Isolation requirements. Many security attacks are
gradually infiltrated from the external network to the
internal network. Although many enterprises and
units have separated the internal and external net-
works on physical lines, when it comes to business
activities and external information exchange, they
will cancel some of the isolation instead of using
special machines for access.

(3) Verification requirements. Network security is a
multifaceted problem, which involves not only attack
and protection but also authorization, authority,
confidentiality agreement, and other internal prob-
lems. Different identity and authority verification for
different login users can reduce the risk of being
penetrated into the intranet to a certain extent.

(4) System intrusion detection requirements. Today’s
systems and platforms are basically protected by
firewalls, but in our continuous research and testing,
we also found that although firewalls are stable and
can immediately tension access, they are static after
all, while network attacks are dynamic, and there are
countless methods. %erefore, intrusion detection
methods and security evaluation methods must be
equipped.

(5) Vulnerability threat requirements. Because the
website system and platform are artificially coded
and designed, errors often occur in the writing and
logical specification of the code in the design.Most of
them ignore the simplicity and preciseness of the
code on the premise of realizing the function,
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resulting in attack vulnerabilities. Irregular vulner-
ability scanning and security evaluation can effec-
tively deal with this, find and repair the
imperfections of code design and system design, and
can effectively prevent network attacks.

3. Penetration Test Method Design

In the actual operation, the penetration test [22] will be
divided into three parts and stages. Different angles will
make the differentiationmethods different. For example, it is
divided into preparation stage, penetration test stage, and
overall comparison and evaluation stage on the theoretical
basis, while in the technical operation, it is divided into three
stages: detection, attack penetration, and target permission
acquisition. %e specific implementation of penetration test
needs to consider the following factors: the scale of the client,
the distribution of the network, and the composition of the
system. In the content of the scheme, it is necessary to specify
the test purpose and scope, time, place, personnel infor-
mation, risk avoidance means and methods, overall plan,
process, etc.

%e overall test includes three parts: information col-
lection and detection, vulnerability scanning, and penetra-
tion attack (as shown in Figure 6). In the detection stage, it is
mainly to collect information and investigate. First, it is
necessary to use the single dimension method to test.

(1) Detection phase. We use the main software and tools
in the market to test two different websites, compare
the results, and then design the detection module in
the design of the automatic penetration test inte-
gration system.

(2) Vulnerability scanning phase. It mainly uses scanning
tools to scan the website, obtain vulnerability in-
formation, summarize the scanned vulnerabilities,
and summarize the advantages and disadvantages of
each scanning tool, which can be used as a reference
for the design of scanning module in automatic
penetration test integration system.

(3) Infiltration stage. We use terminal operation and
graphical interface operation to penetrate the web-
site, find the security problems existing in the
website, analyze the test results in detail, repair the
existing security problems and vulnerabilities, and
design the penetration attack module of the auto-
matic integrated test system.

(4) Automated penetration testing phase. We design and
implement the automatic penetration test system
and use the system to conduct automatic penetration
test on the website. By comparing the test results
with the previous single dimension method, we draw
some conclusions and the advantages and disad-
vantages of the two methods so as to provide ex-
perience for website security maintenance in the
future.

4. Safety Assessment Method Design

Security risks need to be quantified, which is not only
conducive to the quantitative calculation of risk value but
also allows the client to feel the security of the website and
system more intuitively [23, 24]. %e flow chart of the safety
assessment is shown in Figure 7.
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Safety assessment
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Figure 5: Safety assessment requirements.
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Before formulating the algorithm of security risk cal-
culation, the selection of variables is very key. Most of the
previous evaluation algorithms calculate with one or two
variables. %e advantage of such calculation is that it is
convenient to get the result and will not make mistakes, but
the disadvantage is that there are too few reference factors.
%ere are often many indicators that affect the security of a
system. When scoring, they need to be taken into account, it
is relatively feasible to focus on several main factors and
calculate the weight with other factors as a reference.
Vulnerability risk quantification is one of the most im-
portant factors in the whole security assessment process.%e
overall security of the system depends on the weakest part.
Which risk quantification value of the detected vulnerability
is greater will determine the weakness of the whole system.
%e quantitative value needs to be calculated by the set
evaluation algorithm, and the quantitative evaluation of
system security can be effectively obtained according to the
calculated results.

Most quantitative value algorithms pay more attention
to the quantification of vulnerability threats. By quantifying
the threats of existing vulnerabilities and detected vulner-
abilities, the security factor is evaluated according to the
quantitative value, and a vulnerability threat quantitative
table calculated by the algorithm is obtained. %rough this
table, the threat quantitative value of each vulnerability can
be seen intuitively so as to use this value as a reference to
obtain the website security evaluation coefficient. However,
there are still some deficiencies in these evaluation
methods. One of them is also the improved part of the
algorithm proposed in this paper, that is, it is necessary to
consider the test evaluators and website maintainers. As
the attacker and defender, they also need a quantitative
value for the judgment of system setting and network
structure, and these factors cannot be considered after the
test.

Many security attacks and risks are sudden, and there is
no time to make a temporary response. Countermeasures
need to be given in advance, and these countermeasures
need to estimate the possible results of the two sides in the
process of playing chess in advance. %e security evaluation
algorithm based on the prediction of attack and defense
game results proposed in this paper adds the evaluation of
system maintenance personnel on various structural factors
of the network and system and the predictive evaluation of
the whole website by using the existing knowledge system
through the prior understanding of the website system. After
the final test, based on the test results, we make an overall
evaluation with reference to the quantitative value of vul-
nerabilities. Combined with the previous evaluation of
maintenance personnel, we get the final score through the
algorithm. %e relevant variables are described below.

Evaluation of website by website maintenance personnel.
Taking each page and structure of the website as vari-

ables, a score of Xi is obtained, where i ranges from 1 to N, Xi

ranges from 0 to 10, and the score results are expressed as
A. %at is

A � 
n

i�1
Xi. (1)

Here, A is the sum of the scores given by the mainte-
nance personnel on each page of the website, and then, we
calculate the average to obtain the score B of a single
maintenance personnel.

B �
A

n
. (2)

%e score of each page and structure constitutes a vector.

Z
→

i � Z1, Z2, . . . , Zn( . (3)

Here, n is still the number of website pages and struc-
tures, and each page also needs to have a proportion. It also
needs to be evaluated by maintenance personnel. It is de-
fined as ViVi. C represents the whole weight vector, then

C
→

� V1, V2, . . . , Vn( . (4)

Here, V1 + V2 + · · · + Vn � 1.
%erefore, the score of the whole website is the inner

product of two vectors. %rough the calculation of the inner
product, the results can be obtained more accurately. D is
defined as the importance score of each module of the
website, then

Di

�→
� Zi

�→
∗C. (5)

%e first is the comprehensive scoring algorithm of the
maintenance personnel for the website, and the next is the
evaluation algorithm of the tester. Since the tester needs to
simulate the attacker’s destruction of the website to the
greatest extent, we need to consider the strength of pene-
tration testing and focus on the algorithm for some serious
vulnerabilities detected.

Common Vulnerability Scoring System (CVSS) is a
standard for vulnerability assessment, which intuitively
reflects vulnerability risk by using numbers ranging from 0
to 10. %e whole evaluation system of CVSS [25, 26] is
composed of basic score, temporary score, and environ-
mental score.%ewhole evaluation process is to integrate the
scores of these three factors. First, calculate the values of each
part according to the formula and then get the final score
according to the summarized formula. A high score rep-
resents a high threat, and a low score represents a low threat.
%e overall evaluation process is shown in Figure 8.

We combine the accurate score based on the CVSS
scoring standard with the importance score of each module
of the website to obtain:

α �
B + D/n

2
× 0.4 + C × 0.6. (6)
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Here, C is the score after CVSS optimization calculation.
Since the system maintenance personnel may lack knowl-
edge of system security vulnerabilities and security-related
knowledge, they are given a base of 0.4 in weight distri-
bution. Although the security testers are very good at se-
curity attacks, they are unable to have a detailed
understanding of the overall structure, page blocks, and logic
of the system in a short time, so the base is given as 0.6.

5. Design of Web Security Penetration
Testing Tool

5.1. Overall Framework. We crawl for the target web ap-
plication, obtain a large number of URLs and web page
content, modify the parameters in the URL or construct
abnormal HTTP requests to imitate the operation of
malicious users, realize malicious injection, determine
whether there are vulnerabilities in the web application by
analyzing the response, and generate the corresponding
report.

%e classic MVC architecture is used to separate the view
layer, business logic layer, and data layer and separate the
functions of this tool. Using the modular design theory, the
user interface module and vulnerability report module are
mainly designed in the view layer, and the control engine
module, crawl module, injection module, and analysis
module are designed in the business logic layer. Due to the
huge number of crawls and the need to use multithreading,
the thread pool module in the common component is
designed. %e injection process needs to construct abnormal
HTTP requests and analyze the response, so the HTTP proxy
module is designed. Because there is some global processing
information in the whole process, in order to better solve the
migration and reuse of code, the configuration file module

needs to be used. In the data layer, it mainly designs URL
database, injection database, and analysis database. %ese
independent modules only complete their own functions
and do not need to pay too much attention to the functions
of other modules. %ey communicate through some pre-
defined interfaces to transfer parameters, which can improve
the reusability of modules, and the modification or addition
of new modules of some modules will not affect the normal
work of other modules.

%e overall frame design is shown in Figure 9.

5.2. User Interface Layer. %e user interface layer is the
bridge between the security penetration tester and the tested
web application. In this module, testers can set the types of
attacks that the tested web application wants to test (such as
XSS and SQL injection) or test all types and then submit
these information to the control engine to perform subse-
quent tasks.

%is module can also generate a vulnerability report
form to clearly show all scanning results to testers.

5.3. Logic Control Layer

5.3.1. Design of Web Crawler Module. %e main function of
the crawler module [27–29] is to crawl the web page, obtain
the URL contained in the page through web page analysis,
format and filter the obtained URL, and save it to the da-
tabase. Of course, in the design process of the crawler
module, considering the huge number of crawls and the long
crawling time of using a single thread, multithreading is
introduced, and the thread pool is mainly used here. In order
to detect as many vulnerabilities as possible, we need to crawl
the web page in sufficient detail. %e crawl component we

Evaluation of basic
groups

Start

Evaluation of temporary
groups

Evaluation of
environmental groups

Comprehensive score
results

Start

Score of basicgroup

Score of environmental
group

Score of temporary
group

Figure 8: %e overall evaluation process of CVSS.
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designed adopts the breadth-first strategy. %e so-called
breadth first is layer crawling, which indexes, processes, and
grabs web pages according to the distribution and layout of
layers. Because the web pages of many websites contain a
large number of files and it is time-consuming to use a single
thread, the general crawling components need to be set as
multithreaded, which greatly reduces the crawling time and
improves the crawling efficiency.

%e flow chart of the web crawler module is shown in
Figure 10.

5.3.2. Design of Penetration Injection Module.
Penetration attack is to simulate the operation of malicious
users and send malformed HTTP requests to the server.
%ere are twomethods for the HTTP request sent by the web
application and the server. One is the GETmethod, and the
other is the POSTmethod. %erefore, the injection point is
also divided into two kinds. For GETmethod, it only needs
to modify the obtained URL, send the request to the server,
and determine whether there is a vulnerability in the web
application through the server-side response. For the POST
method, it needs to use HTTP proxy to intercept the post
request, modify the parameters, construct abnormal re-
quests, and detect the vulnerabilities on the web application
server.

Security penetration injection is mainly to send the
modified HTTP request to the target web application. A
large number of URLs can be obtained in the crawler
module, and these URLs are stored in the database. We
need to take out these URLs, find the injection attack
point, and call the vulnerability detection plug-in to
simulate the attack. %e structure diagram is shown in
Figure 11.

%e penetration attack module mainly designs a control
engine and several vulnerability attack plug-ins. %e control
module is the main thread of the program, controls the
underlying vulnerability attack plug-ins, and contacts with
the web crawler module. %e main thread obtains the

application data through the web crawler module and gives
it to the control module, which is responsible for trans-
mitting the obtained data to each subthread. After re-
ceiving the data from the main thread, each subthread
waits for the main thread to call the subthread and per-
form different types of vulnerability injection, respec-
tively. Specifically, the tester can select a URL or all URLs
for testing. After receiving the instruction, the control
engine starts to call each vulnerability plug-in, construct a
malicious attack connection, and complete the penetra-
tion injection process.

%e design of the control engine is to separate the control
logic from the specific execution module and achieve the
decoupling effect. In this way, even if a new module is added
or the original module is modified in the future, there is no
need to modify the overall architecture of the tool, just add a
new one in the interface class.

Whether the URL has been accessed

Unvisited queue

Initial URL
access

Crawl and parse web
pages

Visited queue

Store the URL list in the
Test Url table of the

database

Sign out

URL filtering

Yes

No

Figure 10: %e flow chart of web crawler module.

User interface Vulnerability Report

Web crawler module

Osmotic injection
module

Vulnerability analysis
module

Database access module

User interface layer

Business logic layer

Data layer

Figure 9: %e overall frame design of web security penetration
testing tool.
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5.3.3. Design of Vulnerability Analysis Module.
Vulnerability analysis and injection complement each other.
After the penetration injection attack is completed, the
server will give a response and determine whether there are
vulnerabilities in the web application by analyzing the re-
sponse. Its main principle is to match the obtained re-
sponse with the preset output. If the matching is
successful, it indicates that there are loopholes. If the
matching is not successful, it indicates that there are no
loopholes.

Since the judgment rules of each vulnerability injection
type are written in the corresponding vulnerability injection
plug-in, after each vulnerability injection plug-in is called
and a malicious link is sent, the returned response should be

dynamically matched with the plug-in to determine whether
there is such a vulnerability.

5.4. Data Layer. Due to the convenience of the database, the
tool in this paper uses the database as the support. When the
web crawler runs, it will save some important data to the
database, and these data will also provide a solid foundation
for the penetration injection module. %e specific design of
the data table involved is shown in Tables 1 and 2.

6. Conclusions

With the rapid development of network technology and web
application technology, web application has penetrated into

Control engine

Attack point analysis

SQL attack type plug-in

XSS type plug-in

Error authentication and session
management type plug-in

Wrong object reference type plug-in

Forged cross site request type plug-in

Security configuration type plug-in

Figure 11: %e structure of security penetration injection.

Table 1: Spider URL data table.

Field name Field type Is it nonempty Record content Remarks
ID Int Yes Primary key Self-increasing
URL Varchar (25) Requested URL
URL_UNVISITED Varchar (20) %e URL extracted from the crawled web page
URL_VISITED Varchar (20) URL that has been crawled

Table 2: Test URL data table.

Field name Field type Is it not empty Record content Remarks
ID Int Yes Primary key Self-increasing
URL Varchar (30) Requested URL
DEPTH Varchar (20) URL depth
RESPONSE_CODE Varchar (20) HTTP response code
METHOD Varchar (10) HTTP request method
GET_PARAM Varchar (256) GET request parameters
POST_PARAM Varchar (256) POST request parameters
REQUEST_HEADER Varchar (20) HTTP request header
RESPONSE_HEADER Varchar (20) HTTP response header
RESPONSE_BODY Varchar (256) HTTP response body

Scientific Programming 9



every bit of people’s life. However, the security problem of
the web application has become more and more prominent
and the most important technical challenge in this infor-
mation age.

%rough the research on the common vulnerabilities of
web applications and the penetration testing technology to
detect vulnerabilities, this study first designs and implements
the web crawler module. %e web crawler adopts the
breadth-first crawling strategy. In the process of multi-
threaded crawling, it obtains all the URLs of the target
website through web page parsing, URL formatting, and
filtering. %en, the security penetration injection module is
designed and implemented, the principle of the penetration
injection module is analyzed in detail, the injection points
and injection parameters of get type in the request of URL as
well as the injection points and injection parameters of post
type are analyzed, and the constructed malicious URL is sent
to the server by using the automatic injection mechanism.
Finally, the analysis module is designed and implemented.

Data Availability

%e data set can be accessed upon request.
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According to the character of frequent fault occurrence, di�cult diagnosis of large reciprocating compressor valves, an early fault
diagnosis model of reciprocating compressor valve based on multiclass support vector machine and decision tree is designed. A
series of simulation experiments of the suction valve and exhaust valve on a large-scale reciprocating compressor experimental
bench are made and the valve fault principle is analyzed. Using the advantages of fast and e�cient decision tree classi�cation and
the prominent characteristics of support vector machine in small sample binary classi�cation, a multivariate classi�cation and
recognitionmodel is constructed.�e typical characteristic parameters of gearbox vibration signal are extracted as the fault feature
vector training model under di�erent fault conditions, and the samples are tested. �e experimental results show that the
recognition e�ect of this method is signi�cantly better than that of the neural networkmethod in the case of small samples, and the
recognition e�ciency is improved more than that of the conventional multivariate support vector machine method which can be
e�ectively applied to reciprocating compressor valve fault diagnosis.

1. Introduction

�ere are a large amount of dynamic equipment of di�erent
categories in the oil�eld west of China. All di�erent kinds of
equipment for powering, frequency converting, ventilating,
and �uid transporting are connected into a chain with series
connection or parallel connection, and a complex system
comes into being [1]. It is a big challenge to build a model
due to mutual coupling, multiple fault models, and com-
plicated patterns and even with implication. Reciprocating
compressor has become the critical equipment of oil�eld
west of China due to the advantage of wide range and high
e�ciency of pressure and exhaust coupled with stable
pressure when adjusting the gas volume. But its structure is
complex and most of its components are susceptible to
failure. According to the statistics, valves, packing seal, and
piston ring are the components with the top failure rate
which may cause irregular shut down of reciprocating

compressor, among which the shut down due to the failure
of the valves accounts for more than 36% [2]. �e valves and
cylinders have to endure high pressure and temperature. In
addition, valves must inhale and exhale the high velocity gas
within a short period. �e working condition is very serious.
How to extract feature parameters from complex and
changeable signals is critical for diagnosis. It presents even
stricter requirements for the diagnosis model due to tre-
mendous di�culties in extracting feature parameters and
unobvious characterization resulting from weak energy
change of the feature parameters during the early fault.

�e traditional diagnosis method is based on the sta-
tistical analysis of a large amount of samples. As a matter of
fact, the amount of samples, especially the fault samples, is
quite limited and even in the absence [3] in a real test. With
the development of information science [4–7], various new
theories and ideas begin to enter the �eld of fault diagnosis
[8–11]. Support Vector Machine (SVM) theory presents the
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advantage of the small size of training samples, great gen-
eralization ability, and easiness of getting an optimal global
solution. It has been widely applied to multiple areas such as
electricity, economy, and medical science and diagnosis
[12–14]. A decision tree is one kind of inductive learning
algorithm based on data. It aims at finding the classification
rules from a set of nonsequence and nonrule data. It can be
applied to build a classifier and a predictionmodel which can
be used to reduce the training amount of Support Vector
Machine and improve the efficiency and accuracy of clas-
sification [15–18]. By adopting the method with the com-
bination of a decision tree and Support Vector Machine to
build a multiple classifier, the recognition effect and effi-
ciency are much improved compared with the traditional
neural network method and conventional multiclass Sup-
port Vector Machine.

2. Support Vector Machine Based on
Decision Tree

2.1. Basic Principle of Decision Tree. *e decision tree is a
forecast model which represents the mapping relationship
between the attribute of the object and the value of the object
[19]. As is shown in Figure 1, a decision tree is comprised of
nodes and branches, and the nodes include both internal
nodes and leaf nodes. Each internal node, such as R1, R21,
R22, and R23 in the figure, represents one attribute. Each leaf
node, such as L1, L2, and L3 in the figure, represents one
category. Each leaf node, such as cl, c2, c3, c4, and c5 in the
figure, represents one test value of the attribute. Two steps
are included in the whole process of the classification of the
decision tree. *e first step is to establish and refine a de-
cision tree based on the clusters of the training sample and to
set up the model of the decision tree. As a matter of fact, it is
a process to obtain knowledge from data and undertake
machine learning as a whole which normally can be divided
into 2 stages: establishing and pruning. *e second step is to
analyze the new data by using the decision tree established
[20, 21].

One classification subtask will be performed for each
node in the tree. In the classification stage, the bottom-up
aggregation algorithm is used to generate the logical
structure of the decision tree [21]. Because there is no need to
traverse all classifiers, the operation time and classification
accuracy are relatively high.

2.2. Basic 'eory of Support Vector Machine. *e support
vector machine method is used to propose the optimal hy-
perplane in the linearly separable case. As is shown in Fig-
ure 2, the star and the circle in the optimal hyperplane
represent two types of samples separately, H represents the
classification line, H1 and H2 represent the samples closet to
and in parallel with the classification line in each category the
distance between which is called classification margin [22].

Expanded to the linear nonseparable case, considering
that some of the samples can not be correctly classified, the
constraint condition of hyperplane can be expressed as
follows: yi(xiω+b)-1≥0, in which b is the threshold value and
ω is the normal vector of the hyperplane. *e Lagrange
multiplier method should be adopted to achieve the solution
of the nonlinear optimal hyperplane.

L(ω, b, a) �
1
2

‖ω‖ − 
1

i�1
ai yi xiω + b(  − 1 , (1)

where ai≥0, i� 1, 2, . . ., 1;
*e extreme point of L is the saddle point.*eminimum

value of L for ω and b is set as ω � ω∗ , b � b∗ , and the
maximum value for a set as a � a∗ .

*erefore, the original problem under linear separable
condition is converted into a dual problem. *e maximum
value of the following dual formula is to be solved:

max(a) � 
l

i�1
ai −

1
2



l

j�1


l

i�1
aiajyiyjxixj,

s.t

ai ≥ 0,



l

i�1
aiyi � 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

With regard to linear nonseparable problems, the sample
x can be mapped to a high dimensional feature space H and
the linear classifier is to be applied in H. *erefore, through
adopting the appropriate inner product function K(xi,xj) in
the optimal hyperplane, we can achieve a linear classification
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C6

C2
C1

L1 L2 L3

C4 C5

R21 R22 R23

Figure 1: Structure of decision tree.
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H2

H

The optimal
classification line
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Figure 2: *e diagram of optimal hyperplane.
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by nonlinear transforming without adding any computation
complexity. So the objective function becomes as follows:

W(a) � 
l

i�1
ai −

1
2



l

j�1


l

i�1
aiajyiyjk xixj ,

s.t

0≤ ai ≤C,



l

i�1
aiyi � 0,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

where constant C is the penalty coefficient for the samples
over the boundary controlling the degree of punishment for
misclassification samples.

If a∗i is the optimal solution, the decision function can be
expressed as follows:

f(x) � 
l

i�1
yia
∗
i K xi, xj  + b

∗
, (4)

where b∗ � 1/2 max
i/yi�−1{ }

[
l
j ∈ (sv) aiyik(xi, xj)]+

⎧⎨

⎩ max
i/yi�+1{ }

[
l
j ∈ (sv) aiyik(xi, xj)]}.

*edetailed derivation process can be seen in reference [23].
Different support vectors can be obtained by choosing

different kinds of kernel functions. *ere are four kinds of
frequently used kernel functions among which the radial
basis kernel function is most commonly used [24].

2.3. Multivariate Classification Support Vector Machine

2.3.1. One-to-Many Support Vector Machine. *e one-to-
many algorithm [25] is first used formultivalue classification of
Support VectorMachine.*is method uses a two class support
vector machine classifier to distinguish each category from all
other categories in sequence. For a problem of n categories, n
support vector machines will be trained by the one-to-many
method, namely, to adopt n separating hyperplanes to classify.

However the disadvantages of this method are as follows:
on one hand, there are requirements for the number of
positive and negative samples which will greatly reduce the
accuracy of classification by adopting the one-to-many
method. On the other hand, because all the training samples
shall be used in the training of each support vector machine,
the computation efficiency is very low.

2.3.2. One-to-One Support Vector Machine. For a problem of
n categories, one support vector machine is built for each of n
categories of the samples by adopting a one-to-one method. So
n(n-1)/2 support vector machines will be trained in total [26].
*is method requires more samples, but the training speed is
faster than that by using the one-to-many method. By com-
parison of above-mentioned classification methods of multi-
value support vector machine with each other, the one-to-one
method is believed to have the better classification effect with
more expense. *e one-to-many method has an ordinary
classification effect with less expense.

2.3.3. Support Vector Machine Based on Decision Tree.
Support vector machine has excellent generalization per-
formance in the case of small training samples. But for
multiclassification problems, it is often necessary to build
multiple classifiers and the diagnosis efficiency is low. In this
paper, a multiclass fault identification model of a recipro-
cating compressor valve is established by combining the
decision tree and support vector machine.

*rough this model, the multiclassification problem is
decomposed into a series of two value classification prob-
lems, which are distributed in each node of the decision tree.
In the classification, the decision tree root node and the
branch node are divided into several subsets level by level
according to the different attributes, until all the leaf nodes
are obtained. One-to-many or one-to-one support vector
machine model will be chosen according to the actual sit-
uation when dividing into subsets according to the attribute.
As an example of dividing into 6 categories, Figure 3 is one
kind of decision tree classification diagram, which shows the
process of dividing 6 types of input samples into corre-
sponding categories level by level. As can be seen from
Figure 3, the advantages of the small number of vector
machines of the one-to-many classification model, high
classification identification accuracy of the one-to-many
classification model, and high classification efficiency for
decision tree classification are considered comprehensively
in the support vector machine based on the decision tree.

*e main failure parts of the valve include the valve seat,
spring, and valve plate. *e valve seat is the main part of the
valve.*e valve seat and lift limiter form the space of the valve
set. *e concentric convex surface of the valve seat and the
valve plate form a sealing structure of the gas. *e imperfect
sealing of the valve sealing structure will result in the gas
return, inefficiency of suction and exhaust, and abnormal
thermal parameters such as gas temperature and pressure. It
will also cause vibration signal and noise change. *erefore by
adopting the vibration method, not only the air leakage of the
valve can be monitored, but the size of the leakage gap can be
determined. *e main forms of the spring failure include
broken and the elasticity change. If the elasticity becomes
small, the closing of the valve plate will be delayed which will
cause temperature and pressure changes of the circulating gas.
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Figure 3: A sketch diagram of decision tree structure for multi-
classification SVM.
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*e impact strength of the valve plate on the lift limiter will be
increased which accordingly makes the impact vibration and
noise increase. If the elasticity becomes large, air pressure can
not make the valve plate stick to the lift limiter surface when
opening the valve which will cause the vibration of the valve
plate. A broken spring can cause complex vibration, blocked
valve movement, nonuniform force on the valve plate, etc.
*erefore, spring failure will be reflected in the thermody-
namic and dynamic parameters. *e vibration diagnosis
method can diagnose the fault of spring break or elastic
change. *e valve plate is the key part of the valve the role of
which is to close the air passage after the suctioning or
exhausting.*emain forms of valve plate include deformation
and fracture. With the nonuniform force resulting from the
valve plate deformation, the impact force is becoming
stronger. However, complex vibration will be caused by
fragmentation of the valve plate.

In this paper, the experimental object is a reciprocating
compressor valve fault. Based on the analysis of the fault of
the valve of the reciprocating compressor, the fault diag-
nosis model of multiclassification support vector machine
is built by applying the principle of the decision tree
support vector machine. As an example to identify the four
kinds of faults such as normal valve, valve plate fracture,
valve plate wear, and spring failure of the valve plate, the
classification model is shown in Figure 4. As the device is in
normal operation most of the time, it is quite easy to obtain
the samples of the normal running status of the valve plate
in the actual test. At the same time, distinguishing the
normal operation from other faults of the compressor valve
is relatively easy. *erefore, the main purpose of the de-
cision for the first level is to exclude nonfault samples.
Nonfault samples can be quickly identified by adopting a
one-to-many classifier. At the second level, the three kinds
of faults can be identified, respectively, by applying the one-
to-one Algorithm. *ree one-to-one classifiers will be re-
quired during this process. Only four support vector
machines will be required in total for this model. Com-
pared with 4∗ (4 − 1)/2 � 6 required in 2.3.2, two support
vector machines will be reduced. In theory, it will take less
time to train and test and diagnosis efficiency will be
improved.

*e location of the fault may be involved in the valve
seat, spring, valve plate, and other key parts. Because each

component has its own fault type, in order to improve the
diagnostic efficiency, the fault component should be iden-
tified first and the specific type of failure of the component
can be determined later. *erefore, in the case of an un-
known valve fault of a reciprocating compressor, the first
level of decision-making can be designed to identify the
faulty components and the second level decision is to de-
termine the fault type of the specific parts.

3. Experimental Investigations

3.1. Experiment Platform. *e equipment used in the ex-
periment is a reciprocating compressor of the double cyl-
inder and double acting which is very close to the
compressor used in the actual production of refining and
petrochemical companies. A series of related destructive
tests are designed for the suction valve and exhaust valve on
the experimental platform of the real reciprocating com-
pressor. Using the sensor to collect the vibration signal of the
compressor set and temperature signal of the valve, the
signal most similar to fault data of the real situation can be
collected to the maximum extent. *e specific operating
parameters of the compressor are shown in Table 1.

*e actual situation is shown in Figure 5, where 1 and 2
are cylinder head impact point and acceleration sensor; 3
and 4 are temperature measuring point and install platinum
thermal resistance sensor; 5 and 6 are cross head impact
point and acceleration sensor; 7 and 9 are crankcase outer
surface, internal vibration measuring point, and acceleration
sensor, respectively; and 8 is the key phase measuring point
and eddy current sensor.

Four types of operating conditions such as normal valve,
valve fracture, valve plate wear, and valve spring failure are
simulated under the exhaust pressure (gauge) of 0 Mpa, 0.1
Mpa, and 0.2 Mpa, respectively. In this experimental
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Figure 4: *e classification diagram of DT-SVM.

Table 1: Operating parameters of reciprocating compressor.
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pressure (Mpa)
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Figure 5: System of Valve of reciprocating compressor fault signal
acquisition.
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platform, the valve is simulated with 4 scenarios, respec-
tively: 1 as normal valve, 2 as valve fracture, 3 as valve plate
wear, and 4 as valve spring failure. With experiments per-
formed many times for each typical fault, multiple sets of
feature vectors can be obtained and used as the sample of this
kind of fault training which can reflect the fault rule. *e
vibration signal is measured in normal mode, and then the
fault valve is tested. In the experiment, the piezoelectric IEPE
acceleration sensor is used to collect the vibration data, and
the sampling frequency is set at 10KHz. 20 groups of
original samples are extracted for each status with contin-
uous sampling.

3.2. Feature Extraction of Reciprocating Compressor Valve.
Different kinds of characteristic parameters of vibration
signal will show different aspects of fault information.
Sensitive parameters to the fault are chosen from the time
and frequency domain such as amplitude maximum in the
frequency domain, frequency domain mean, and dynamical
indicators in the time domain (peak value, absolute value,
effective value, and variance value). In reference [27], the
following characteristic quantities are selected to describe
the characteristic of the wave of the signal. Normalized
treatment has to be done to make them into [0,1] data before
building the model because of the different dimension be-
tween the parameters in the time and frequency domain.
Feature vectors of the fault are shown in Table 2.

3.3. Learning and Training. Select 5 sets of samples of re-
ciprocating compressors from each type of all the four types.
A total of 20 sets of signal samples are used to learn and train
according to the model in Figure 4 and the decision function
of the corresponding support vector machine is built. Based

on the fault diagnosis model of the reciprocating compressor
valve established by using the multiclassification support
vector machine, the radial basis kernel is chosen after the
analysis. *e training steps are as follows:

(1) Data format conversion to the recognizable format
required by the libsvm software package

(2) Transform the scale of the training sample and map
the sample set to [-1,1]

(3) Train model parameters (Penalty factor C and kernel
function parameter σ)

(4) With parameters C and σ obtained in step 3, the
training samples after scaling in step 2 can be used
for training by using this model

(5) Input test samples into the trained model and check
the classification result

Using the above-mentioned sample data to train the
support vector machine classifier in sequence and obtaining
the optimal classification function. Finally, the optimization
of the parameters of the classifier is obtained with the penalty
factor C equal to 2 and radial basis parameter σ of the kernel
function equal to 2.

Table 2: Feature vector of signal sample.

Fault type Sample number Crest coefficient Kurtosis index Skewness index Effective value Standard deviation Fault
number

Normal valve

1 0.0303 0.0029 0.0458 0.7609 0.79257 ①
2 0.1023 0.2164 0.3279 0.5665 0.9026 ①
3 0.0402 0.0367 0.1469 0.6367 0.9881 ①
4 0.6129 0.0294 0.3205 0.6137 0.8351 ①
5 0.1425 0.0561 0.3361 0.4821 0.7093 ①

Valve fracture

1 0.0478 0.0463 0.0917 0.84221 0.00135 ②
2 0.6190 0.0637 0.3275 0.6347 0.9027 ②
3 0.4543 0.3219 0.3575 0.5342 0.9434 ②
4 0.2011 0.0676 0.3821 0.5038 0.9221 ②
5 0.3579 0.1041 0.3528 0.5674 0.8657 ②

Valve plate wear

1 0.9581 0.6287 0.4292 0.5821 0.5238 ③
2 0.9893 0.7953 0.3453 0.6281 0.8671 ③
3 0.7859 0.6513 0.4217 0.6915 0.9877 ③
4 0.9139 0.7385 0.5446 0.6609 0.8592 ③
5 0.8768 0.6054 0.4573 0.6581 0.9107 ③

Valve spring failure

1 0.3082 0.2787 0.2168 0.7635 0.4891 ④
2 0.1027 0.1669 0.2461 0.7623 0.9135 ④
3 0.4103 0.3373 0.1931 0.8938 0.9437 ④
4 0.3841 0.2673 0.2037 0.7589 0.9276 ④
5 0.3724 0.1976 0.2524 0.7095 0.9471 ④

Table 3: Result of test samples.

No. 1 V 234 2 V 3 2 V 4 3 V 4
1 0.8609 — — —
2 0.9012 — — —
3 −1.0000 1.0000 1.0000 1.0000
4 −1.0000 −0.9843 0.0728 1.0000
5 −1.0000 0.2074 −0.5027 −1.0000
6 −0.1209 0.5352 1.0000 0.2051
7 −1.0000 -0.3492 1.0000 1.0000
8 −1.0000 1.0000 −0.3105 −1.0000
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3.4.Test. In order to test the effect of the classifier, 8 groups of
samples which are known to be tested are used to verify the
classifier. *e generalization ability and accuracy of the
classifier are to be tested. Table 3 gives the output of different
decision functions of the support vector machine for samples
to be diagnosed. As is shown in the first column, normal valve
① is distinguished from fault valves②,③, and④ quickly. If
the result is positive, it will be a positive sample whichmeans a
normal valve. *e identification ends; If the result is negative,
it will be classified into the other three types which mean fault
valve. As is shown in columns 2, 3, and 4, a further one-to-one
classification and identification will be needed.

According to the membership of the output of the in-
dependent support vector machine in the decision structure,
the classification of the test sample is diagnosed. When one
of the SVMi,j is determined to be classified as fault i for fault
sample x, class i gets one vote. Vice versa, class j will get one
vote. *e fault type of each sample will be determined
according to the respective score in each fault type of such
sample.*e final vote of each test sample is shown in Table 4.

As can be seen in Table 4, the diagnosis results are in
complete agreement with the fault types preset for the
samples, which are based on the decision rules for diagnosis
set up in this paper.

3.5. Comparison with Conventional Methods. To further
compare the classification results, 20 groups of samples are
used to test different models. *e classification effect is
shown in Table 5.

As can be seen from Table 5, the recognition effect of the
decision tree support vector machine established based on the
actual fault is the same as that of the conventional multiple
support vector machine. But it is obviously better than the
recognition effect of the traditional neural network method.
However, the classification and recognition time of the decision
tree support vector machine is saved by about 35% compared
with that of a conventional multiple support vector machine.

4. Conclusion

In this paper, with the advantages of the high efficiency of the
decision tree combined with the advantages of the “one-to-
one” and “one-to-many” multivalue classification method of
SVM, the fault identification model of a reciprocating
compressor valve based on decision tree and support vector
machine is designed. Applying the model to the fault
identification of a small sample number of reciprocating
compressor valves, it can be seen from the test results and
training classification results that the decision tree support
vector machine diagnostic method has strong recognition
ability and good classification result which is obviously
better than the traditional neural network method when
used in small sample cases and early fault diagnosis of the air
valve.

Decision tree and support vector machine are used to
construct a support vector machine model in the form of a
decision tree the recognition effect of which is equivalent to a
one-to-one multisupport vector machine, and the time for
learning training and testing of which is much shorter than
the conventional support vector machine. *e effect is more
obvious with the increase of the number of classification.
*erefore, the DT-SVM is more efficient than the con-
ventional support vector machine.
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In the ever-evolving vibrant landscape of our times, it is crucial that a peaceful environment is ensured taking into account all the
likely ecological parameters along with humidity and temperature while conserving energy. �us, besides mechanical and electric
control systems, it has become vital to ensure that arti�cial intelligence (AI) is assimilated and deployed into the systems so as to
raise the well-being of the environment. By disseminating intelligence across the building by utilizing the new internet of things
(IoT) technology, along with control formats, local open standard data, AI algorithms, and cloud-based predictive analytics, the
heating, ventilation, and air conditioning (HVAC) mechanism renders the capability to acclimatize to use patterns, alterations in
use patterns, and equipment breakdown. By tracing human activity coupled with analysis of noise, energy, and temperature in the
building, its occupants and facility managers can obtain vital insights for planning, optimum use of space, and behavioral changes,
in turn ensuring more content and safer inhabitants and considerably more e�cient structures. Moreover, fuzzy modeling shows
its applicability factor with the execution of human rationale and reasoning with if-then rules as attained from the system’s input-
output info for model setup and training. Additionally, it presents advantages pertaining to predictive functions for tackling
nonlinearity and uncertainty as well as studying the capability of the models recommended. �us, the multi-dimensional model
recommended in this study outlines a system architecture as an implementation methodology and how it harmonizes prevailing
systems while o�ering comprehensive knowledge to HVAC systems for the accomplishment of lower energy consumption and
inhabitant safety and well-being on the basis of the fuzzy modeling. With tolerance for CO2 discharges moving towards zero, the
recommended multi-dimensional model provides substantial advantages for the HVAC sector for meeting the essential objectives
while taking into account enhanced sustainability in vibrant and nonlinear environments for enhancing the accuracy and fairness
of the assessment outcomes.

1. Introduction

Assimilation of pro�ciency and uncertainty processing is
vital for managing and regulating systems that are depen-
dent on AI and data analytics. �e input uncertainty is
considered by means of fuzzy numbers as diverse fuzzy

inputs and parametric architectures. Nonlinear functions,
here, aid the assimilation of the concerned solutions along
with tuning and adjustment for attaining viability and
sustainability [1]. Most individuals spend around 80% to
90% of their time within indoor settings [2]. Control
methodologies for HAVC systems in buildings have been
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recommended by several researchers for inhabitants’ opti-
mal comfort while reducing utilization of energy [3–6].
Nonetheless, recent research works have demonstrated that
data-propelled control approaches through analytics and
IoT can further enhance the security and comfort of the
inhabitants [7–10].

HVAC today accounts for around 60% of the energy
used up in buildings, and this includes domestic, major
commercial, and industrial structures [11, 12]. *ose re-
sponsible for management are presently encountering ir-
regularity in energy pricing, jeopardizing financial planning
for buildings and other structures. According to Saidur et al.,
the air conditioning in an office building accounts for the
most energy utilization (57%), followed by illumination
(19%), elevators (18%), pumps, and other tools (6%). In the
past three decades, the significant economic progress in
Malaysia has led to an intense rise in energy usage. Many
research works have deduced a positive relationship between
utilization of electricity and economic progress [13]. In other
words, HVAC systems have to be more energy-effective and
fitting [14]. In view of this, Raffaele et al. recommended an
IoT-based design for executing the model predictive control
(MPC) of HVAC mechanisms in smart buildings [15]. *e
mechanism recommended by the authors comprises a suite
of smart actuators and sensors, a database server, a gateway,
a control unit, and an easy interface or console, and these are
all networked and linked to the Internet. *e particular
control algorithm augments online, within a closed-loop
control mode, the indoor thermal comfort as well as the
associated energy utilization for a single-zone setting. Hence,
it allows the end users to regain information regarding
comfort and ecological indices and to manage the tem-
perature and the control functions of the system remotely.
Notably, the system is focused more on thermal comfort and
does not take into account other parameters such as air
quality and visual comfort, which are vital in office settings.
Furthermore, the majority of the researchers did not deploy
IoT in the HVAC environment, which might lead to a dearth
of enhancement and creativity in the development of the
HVAC sector. In other words, HVAC systems have to be
more energy-effective and fitting [14].

Controlling and monitoring carbon dioxide levels in-
doors are critical for everyone’s health, safety, and building
energy efficiency. Buildings also require fresh air to
function properly. In a building, ventilation is the process
of exchanging stale air with new air. Buildings without
engineered ventilation become vulnerable to stagnant air,
mildew, bacteria, and potentially dangerous gases such as
radon, VOCs, and carbon dioxide. Long-term exposure to
these elements can cause “sick building syndrome,” in
which inhabitants suffer from acute health and comfort
problems [16]. *us, it has turned into an urgent matter to
bring the CO2 emissions essentially to zero (or lower) for
the related structures. CO2 levels in the workplace should
be between 350 and 900 ppm. Drowsiness and poor air
quality are common when CO2 levels exceed 1,000 ppm.
With CO2 levels over 2,000 ppm, headaches, poor focus,
lack of attention, increased heart rate, and minor nausea
may develop.

Recently, it has been increasingly claimed that changes in
an occupant’s mood, well-being, and overall happiness with
the built environment can demonstrably influence their
thermal comfort [17]. It has been claimed that if an occu-
pant’s assessment of thermal comfort is considered a cog-
nitive process, then perceived thermal comfort may be
influenced by the psychological effects of a variety of physical
circumstances that occupants encounter in the built envi-
ronment, not just thermal factors. Artificial intelligence has
been used in research around the world to address venti-
lation strategies to minimize CO2 and other pollutants (AI).
Intelligent control modeling for improving occupant envi-
ronment comfort employs fuzzy logic (FL), artificial intel-
ligence (AI), and machine learning (ML) [18–20].

Fuzzy logic is used in various systems due to a few of its
notable attributes such as not needing robust mathematics
or an accurate dynamic model [21]. One of the crucial
reasons why the usage of fuzzy logic has increased swiftly is
that it offers the deployment of human thinking and ra-
tionale with if-then rules from the system input-output data,
spawning the fundamental model structure (structural
identification) and parametric identification or model
training [22]. Onemore element of fuzzy logic when blended
with fuzzy logic neural networks is dealing with uncertainty
and studying the capability of the recommended model for
forecasting reasons [23]. When pertaining studies in the
literature are appraised, it is noted that Siham et al. em-
phasize the significance of a fuzzy expert mechanism for
HVAC systems for ensuring a convenient environment with
regard to ecological parameters coupled with humidity and
temperature without omitting the objective of conserving
energy [24]. Goswami et al. recommended the use of a
learning algorithm for multivariable data analysis for ad-
vanced regulation in HVAC setups for buildings. *e ob-
jective is to deal with the control issue by utilizing a fuzzy
classification methodology that does not entail a mathe-
matical model of the system or the plant [25].

As per Perumal et al., many works on indoor envi-
ronmental supervision were conducted, such as Smart
House, Gator Tech, and IDorm [18].*ese accomplishments
are a few of the innovative explorations with tailored exe-
cution, aimed at stowing and regaining data. *ere is a
dearth of systems wherein data are acquired from the en-
vironment and treated to attain info that can aid in making
decisions accordingly in a smart home environment. *ere
are multiple modes to enhance the quality of the HVAC
setup with human convenience. Notably, the HVAC setup in
the market is depicting a dearth of the intelligence factor as
of now. It is now essential that artificial intelligence is
deployed into the system for raising the well-being of the
environment. A suite of appropriate artificial intelligence
attributes has to be recommended for prospective HVAC
setups and for improving occupant environment comfort.

In the present work, we have emphasized the data an-
alytic segment to augment the knowledge and competence in
the HVAC sector as against manual comfort. It is devised to
encapsulate how a building is utilized by the inhabitant in
real-time and to offer analytical insights into systems, which
primarily concentrated on the smart air-conditioning
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setups. Human comfort and safety benchmarks too would be
encompassed in the system to optimize the level of comfort
of the air-conditioning setup.*e study will be carried out as
per the lifecycle of the data analysis. *e discovery stage
emphasizes determining insightful data and knowledge from
the IoT data collection. *en, we will elucidate how the
acquired data and data preprocessing have been dealt with.
During the model planning stage, the vision of the study,
essential for the problem-solving, is introduced. *e model
building related to project planning is already implemented
at this stage. *e outcomes for ensuring precision and
sustainability in ambiguous and nonlinear vigorous envi-
ronments are presented in the final phase.

*e work in the research article is divided into five
sections: Section 2 provides the decision related to thermal
comfort. Section 3 describes the materials and methods used
in this research. *e results and discussion part are pre-
sented in Section 4, and the conclusion of this study is
presented in Section 5.

2. Thermal Comfort

According to the research done previously, thermal comfort
is the next trend in developing HVAC systems. *e factors
that manipulate thermal comfort can be divided into three
groups, which are concerned with the environment,
humans, and psychology. Figure 1 illustrates the important
parameter to be considered in categorizing thermal comfort
factors.

To achieve thermal comfort, many researchers have
considered temperature as the main factor. However, hu-
midity should also be taken into consideration in the
Malaysian climate and environment. *e environmental
factors include temperature, humidity, airflow, and heat
radiation. In addition, human factors such as individuals’
physical activities and metabolism level need to be taken into
consideration regarding human comfort aspects. Another
main factor of the overall human comfort could be visual
comfort. Different situations and environments need dif-
ferent kinds of visual comfort. For example, a restroom
should have a warmer light, but an office should have
enough among of light. *e environmental factors that
determine visual comfort are illumination, optimal lumi-
nance, glare, contrast condition, colors, and intermitted
light. *e factors that determine visual comfort could be
uniform illumination, optimal luminance, no glare, correct
colors, adequate contrast, and the absence of intermittent
light. According to Lu et al. [26], carbon dioxide (CO2), total
volatile organic compound (TVOCs), and volatile organic
compound concentration (VOCs) will be the three factors of
air quality comfort. *e 800 ppm of concentration of carbon
dioxide will be the desired level for most of the environment.
If there is a huge increase the carbon dioxide level, it will
bring about various health problems and even death.

*ere exists a lot of research on HVAC systems that
specialized in human comfort. According to Fakhruddin
et al., air-conditioning systems have already become an
essential part of our daily lives [27]. *ey proposed the fuzzy
system the consideration of various input parameters and

applying the fuzzy logic system to the air conditioner. *e
fuzzy input in the proposed system is user temperature,
temperature difference, time of day, dew point, and occu-
pancy. *en, the output variable of the system is compressor
speed, fan speed, mode of operation, and fin direction.
Another research by Hang and Kim predicted mean vote
(PMV) is used to control the indoor temperature of the
environment by using the PMV index [28]. *is research
outlines an enhancedMPC system for measuring the human
comfort index and maintaining indoor thermal comfort at
the optimal level. An MLR-based PMV predictive model is
proposed with a simplified PMV equation. *e simulation
results of the research show that the proposed control
strategy can maximize indoor thermal comfort and also
helps reduce energy consumption.

Shah et al., in “A Review on Energy Consumption
Optimization Techniques in IoT Based Smart Building
Environment,” stated that the area of the energy manage-
ment system has already existed for many years [29]. Fuzzy
controllers have become more important in the study of
energy controlling and optimization methods. *e tech-
nique is basically to improve the comfort index by using the
references of user preferences. From the paper, we under-
stand that the primary objective of the control system is
trying to satisfy the user’s thermal preferences, energy-
saving, and monitoring. *e rule base was designed well to
solve the problem of energy overshooting. *erefore, au-
tomated controls and energy management systems could
have a great potential to improve individual comfort and
reduce energy consumption.

3. Materials and Methods

Fuzzy logic is an approach that will rather use a “degree of
truth” than the usual “true or false” computing. For example,
in fuzzy logic, we are more focusing on the uncertainty
between 1 and 0, but the usual computing is more to 1 and 0
only. Fuzzy logic is a form of many-valued logic in which the
truth values of the variable may be any real number between
0 and 1, as we considered it “fuzzy.” Fuzzy logic has been
further improved to handle the concept of uncertainty,
where the truth-value may vary from the range between
completely true and completely false.

In this case, fuzzy modeling is implemented accordingly
for the prediction of human comfort level. Human comfort
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Figure 1: Categorization of thermal comfort factors.
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levels may vary between completely comfortable and
completely the discomfort. Fuzzy modeling is capable of
handling perceptual uncertainties such as the vagueness and
ambiguity involved in a real system. *e most crucial task in
constructing a fuzzy model is to perform structure identi-
fication, which is concerned with determining the number of
rules and parameter values that will provide an accurate
system description. *e results of transforming numeric
data into fuzzy sets are used directly in making a rule-based
system.

*e structure identification is concerned with deter-
mining the number of rules and the parameter estimation.
Various approaches have been proposed to construct the
fuzzy model and its best parameter. One of the popular
techniques for fuzzy modeling is the fuzzy c-means clus-
tering algorithm. *e fuzzy c-means produce a fuzzy par-
tition of the input space by using cluster projections. *e
results of transforming numeric data into fuzzy sets are used
directly in constructing a rule-based system.

We consider the problem of approximating a continuous
multi-input and single-output (MISO) to clarify the basic
ideas of the presented approach. *e essence of fuzzy
modeling is inherently associated with the inference schemes
of approximate reasoning.

x isA

if x isAi theny isBi, i � 1, 2, . . . , N

− − − − − − − − − − − − − − − −

y isB,

(1)

where B is a fuzzy set of conclusions to be determined. A and
Ai are defined in a finite input space X, dim(X)� n while Bi
and B are expressed in the output space Y with dimen-
sionality, dim(Y)�m. *e set of indexes of the rules is
denoted by N; in this case, it is simply a set of N natural
numbers indexing the rules, N� {1, 2, . . ., N}.

*ere is a wealth of realizations of the inference schemes
with a large number of optimization mechanisms. In a
nutshell, though, the inference scheme is realized by de-
termining the activation levels of the individual rules (their
condition parts) implied by some A.*is is typically done by
computing a possibility measure of A and Ai, poss (A, Ai).
Denoting the possibility value by λi, the conclusion B is taken
as a union of Bi weighted by the activation levels (possibility
values), namely

B(y) � max i � 1, 2, . . . N λi(x)ΛBi(y)( , (2)

where ∧ stands for the minimum operation. *ere are
numerous variations of this inference scheme nevertheless
the essence of the underlying reasoning process remains the
same. Figure 2 shows how the fuzzy inferences systemworks.

To get the research done, the choice of machine learning
or data analysis tools is very important. *ere are eight
suggested applications for big data analytics that are well
described and examined with the performance available,
namely Apache Hadoop, Apache Spark, Apache Storm,
Apache Cassandra, MongoDB, R programming Environ-
ment, Neo4J, and Apache SAMOA. In this research, we use

R programming because this research involves machine
learning and a fuzzy inference process. A wide range of
libraries in R programming enables the project to be done
smoothly. Besides R programming, according to http://
www.mathworks.com, MATLAB also provides a fuzzy in-
ference system function for users to create a fuzzy modeling
system. Fuzzy Logic Toolbox software provides command-
line functions and an app for creating Mamdani and Sugeno
fuzzy systems. *e website is detailed with many kinds of
functions that are related to fuzzy inference systems, for
example, creating fuzzy systems, specifying membership
functions, specifying fuzzy rules, evaluating and visualizing
fuzzy systems, importing and exporting, creating the fuzzy
membership function, and constructing custom fuzzy sys-
tems, as the main functions required to be considered to
develop a fuzzy inference system.

4. Experimental Results and Discussion

4.1. Data Set Description. *e current study has employed
39,636 instances in the data set. Due to there being different
sensors will be placed in different locations of the office, the
sensor will be denoted to different UnitID in the data set.
Based on the data set provided, 45 sensors are functioning in
the HVAC data collection. Next, data are collected in a time
series. Based on the rough understanding of the data, the
data_time feature is formatted as DD/MM/YYYY HH:MM.
*e data is recorded every second, but not as a fixed or
uniform timeline. Table 1 shows the data that will be used in
this research. All the data will be denoted as noise (dB), light
(lux), temperature (°C), CO2 (ppm), and humidity (%).

In this phase, we need to understand the data obtained
for this research. Every feature/variable included in the data
set should have a high understanding so that we know which
features in the data set are suitable for this research de-
velopment. *e histogram function has been used to see the
distribution of the data. *e histogram is a chart repre-
senting a frequency distribution. *en, correlation analysis
has also been carried out in this research at the same time.
Correlation analysis is a statistical method that allows us to
compare the strength of the relationship between the at-
tributes in the data set. *e higher the correlation between
two attributes is, the higher the relationship between the two
attributes is. A weak correlation value indicates that the
variables are not related to each other.

To observe and examine the correlation, linearity, and
histogram of the data, we used ppclust, factoextra, dplyr,
cluster, fclust, and psych library in the RStudio library.*en,
by calling the pairs.panels (x, method� “Pearson”) function,
we can get a multi-info chart that includes histogram,
correlation value, and linearity diagram. Figure 3 presents
the result of the functions for three months.

Figures 3–5 show that the data distribution of the three
months data are almost the same. First, the noise value
histogram shows that the data are right-skewed, which
means the surroundings always have a low noise value. *e
light value data are also skewed to the right; we can see that
most of the light values are near 0; and we assume that
maybe the light sensor is not sensitive enough to collect the
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accurate data. *is conclusion can be drawn because an
office should not have such low light intensity for pro-
ductivity. Next, temperature and humidity values both have
the normal distribution depicted in the figures provided.
Based on the histogram, the workers are feeling comfortable
at a temperature of 25°C in the office area due to its highest
count in the data. Besides that, the temperature in the office
will always maintain from the lowest 20°C to the highest
30°C, from which it can be inferred that an area with 30°C;
the meeting room not often used by the workers or the data
is recorded during night time, which is after the office hours.
Lastly, the carbon dioxide and volatile organic compounds
in the office area are considered to be at a slightly higher
level. According to some studies, the acceptable carbon
dioxide level and volatile organic compounds in air quality
should be maintained below 500 ppm and 1,000 ppm, re-
spectively. *e data recorded for this both attributes are
higher than the expected value of about 500 ppm; company
should have a solution to solve this problem after this
analysis has been done.

From these points, it can be noted that noise and light
have the most positive correlation in Figures 3–5, followed
by noise and carbon dioxide. We may have an assumption
that the noise level is increasing with light and carbon di-
oxide value because there is an occupant for the covered
area. *ese three attitudes are correlated with each other
because the carbon dioxide and noise level will increase if a
worker is using that area and whether or not he or she will be
using the area with the lights.

In this section, we shall discuss the result of clustering.
To provide an unsupervised learning–clustering, Visual
Studio Code has been used to provide a better processing
speed to achieve the task. *e data are clustered into three

clusters with six attributes (temperature, humidity, CO2,
VOC, noise, and light). *e algorithm used to perform
clustering is the k-means algorithm. *e algorithm nicely
clustered the data into three parts. We need to decide
whether the data clusters belong to categories of good,
normal, and bad since it is unsupervised learning.

Table 2 shows the results of the k-means clustering of the
data set. *e results are transformed into a table form, in
which the values are recorded, inmean value. From the table,
we can see that the surrounding temperature of the office
range from 24.5°C to 26°C. *e clustered temperature for
these 3 clusters is not much different that only has a mean of
25°C to 26°C. Based on the research, the best temperature for
a working environment, especially, the office, should be kept
at 21°C to 22°C. *erefore, the working environment is
warmer compared to the ideal temperature. Next, the op-
timum humidity level of an office as per research is between
40% and 60%. Based on the results obtained, the humidity
level for the data set remains between 55% and 60% that is
considered to be under the good category. Furthermore, the
humidity value of cluster 2 was 55.9%, which is very good for
a human working environment. Next, for the CO2 level,
cluster 2 contains the highest mean value of CO2 level that is
abnormally high, 1,075 ppm. *e carbon dioxide level in the
office is maintained at approximately 600 ppm for clusters 1
and 3. Meanwhile, the CO2 level for cluster 2 achieves a less
healthy level that is 1,000 ppm due to the crowd in location
and being a small area. Although the researcher stated that
2,000 ppm of carbon dioxide will cause harm to human
health, 1,000 ppm of carbon dioxide did not bring about
many benefits to the worker because it will cause sleepiness.
*e VOC level also has a big range of average value based on
the clustered result, cluster 3 has a 2,298 ppm of the highest
amount of VOC, which is bad for health. *e light and noise
value does not have much difference in terms of the three
clusters obtained. *e noise data is also an important at-
tribute of this data set since it has a high correlation with
other attributes. *e noise level in the office is maintained at
the level between 47 dB and 52 dB in this data set. *e
environment of the office is comfortable if the reading is at
47 to 52 dB because it is considered to be a quiet envi-
ronment for a worker. Workers can stay focused all the time

Table 1: *e data set information for the study.

Parameters Min Max Denomination
Temperature 15 35 °C
Humidity 0 100 %
CO2 200 2,000 ppm
Noise 40 80 dB
Light 0 400 Lux
Comfort level 0 10 Level

Crisp Input Data
1. Temperature
2. Humidity
3. Co2
4. Noise
5. Light

Fuzzification
Membership

Function

Defuzzification
Centroid Method

Inference
Engine

Mamdani

Fuzzy Inference Process

Knowledge Base

Database

Rule Base
Crisp Output

Comfort Level

Figure 2: Fuzzy modeling inference system concept.
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in this range of noise. Furthermore, workplace lighting may
also affect the efficiency of a worker. A recommended light
level is more common in the range of 500 and 1,000 lux,
depending on the activity. *e highest mean value of the light
data is only 76 lux. *is indicates that the light power for this
company is not enough for the activity. Besides that, there is
also a probability that the sensor is placed at a coordinate that

may not be a strategy to collect light data, which has affected
the results. Last but not least, the volatile organic compound
in the office is also recorded in this data set. As the table
depicts, the volatile organic compound has a 1,000 ppm
difference between the maximum and minimum levels. *is
part has not been included in this discussion part because
VOC is the least correlated data attribute in this data set.
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Figure 3: Correlation of input data for the first month.
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4.2. FrequencyAnalysis. A histogram is a plot that allows us
to discover and show the underlying frequency distribution
(shape) of a set of continuous data. *e shape of the
histogram will be a factor in designing the fuzzy inference
system. *e subsequent part explains the findings from the
histogram.

Figure 6 depicts that the shape of the temperature his-
togram is normally distributed. *e histogram has an ap-
proximate minimum value ranging from 20°C to an

approximate maximum value of 30°C. Based on the peak and
the mean of the histogram, the office is usually comfortable
at a temperature range of 25°C–26°C.

Figure 7 presents the histogram concerning the humidity
parameter. *e shape of the histogram is normally dis-
tributed. Based on the histogram, the environment of the
office is usually located between 60% and 70%.

Figure 8 shows the histogram of carbon dioxide,
and the shape is skewed to the left. *is left-skewed
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Figure 5: Correlation of input data for the third month.

Table 2: Average values for six attributes categorized into three clusters.

No. of cluster Temp Humidity CO2 VOC Noise Light
1 25.65765 62.24335 613.9729 1,388.163 48.79849 57.72873
2 24.5565 55.98562 1,075.342 1,768.494 51.69869 76.28403
3 26.05804 65.39577 637.2665 2,298.839 47.89209 47.63216
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Figure 6: Histogram of temperature.
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Figure 10: Histogram of noise.

Table 3: Features and fuzzy linguistic operations.

Parameters Type Linguistic expression
Temperature Input Low, medium, high
Humidity Input Low, medium, high
CO2 Input Low, medium, high
Noise Input Low, medium, high
Light Input Low, medium, high
Comfort level Type Linguistic expression
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Figure 11: Continued.
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histogram shows that the data of carbon dioxide in the
office are less than 400 ppm of carbon dioxide that is the
comfortable range in terms of health.

Figure 9 shows the histogram of VOC. *e shape of
the histogram is in the form of multimodal distribution.
It is observed that the highest amount of the volatile
organic compound is approximately 2,000 ppm from
the data collected. However, the volatile organic com-
pound is normally around ranging from 1,000 ppm to
2,000 ppm.

Figure 10 shows the histogram of noise, and the
noise in the office is not very loud. *e noise in the office
is less than 55 dB, which means that it is a very com-
fortable place to work. Yet, the results of this data may be
different from the real experience because the location of
the sensor is a critical matter to be taken into
consideration.

4.3. Nonlinear Fuzzy Inference System for Human Comfort.
Based on the literature review and the analytic results from
the previous chapter, a data-driven fuzzy inference system
based on human comfort has been carried out. *e objective
of this fuzzy inference system is to predict or analyze the
human comfort level in an environment.*e organic volatile
compound (VOC) will be excluded from the fuzzy inference
system input because the correlation analysis shows that the
VOC does not have an impact on human comfort.*erefore,
the input of the fuzzy inference system will consist of five
factors, which are temperature value, humidity value, carbon
dioxide value, noise value, and light values. *ese five inputs
will be created based on the analysis results, and they have
their membership function to have an accurate human
comfort level results in the output.

Fuzzy control input and output values are defined in
three linguistic expressions as four different parameters:
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Figure 11: Membership function: (a) input 1: temperature, (b) input 2: humidity, (c) input 3: CO2, (d) input 4: noise, (e) input 5: light, and
(f) output: comfort level.

Figure 12: Rule information.
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temperature, humidity, CO2 level, light level, and noise level.
Two parameters are chosen as output-comfort level. *e
features and fuzzy linguistic operations of the input and
output system are provided in Table 3, respectively.

*e membership degree quantifies the grade of mem-
bership of the element to the fuzzy set. *e value 0 means
that is not a member of the fuzzy set; the value 1 means that
is fully a member of the fuzzy set.*e values between 0 and 1

characterize fuzzy members, which belong to the fuzzy set
only partially. After the results of the histogram are observed
and interpreted, three membership functions have been
obtained regarding the temperature that is high, medium,
and low. *e range of high temperatures will vary from 27.5
to 36. *en, the temperature for the medium is from 20 to
30. Lastly, 15 to 22.5 will be the membership range for low
temperatures, After the results of the histogram are observed

(a)

(b)

Figure 13: Rule viewer: (a) comfortable environments and (b) less comfortable environments.
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and interpreted, three membership functions are obtained
for humidity that is high, medium, and low. *e range of
high humidity will vary from 75% to 90%. *en, the hu-
midity for the medium is from 43% to 86%. Lastly, 40% to
55% will be the membership range for low humidity.
Figure 11(b) shows the membership function of humidity.
*e results of the histogram show that three membership
functions have been obtained for CO2 that is high, medium,
and low. *e range of high CO2 will vary from 1,200 ppm to
2,000 ppm. *en, CO2 for the medium is from 400 ppm to
1,600 ppm. Lastly, 200 ppm to 800 ppm will be the mem-
bership range for low CO2. Figure 11(c) describes the
membership function of CO2. *e results of the histogram
show that three membership functions have been obtained
for noise that is high, and medium, low. *e range of high
noise will vary from 65 dB to 80 dB. *e noise for the
medium is from 50 dB to 70 dB. Lastly, 40 dB to 55 dB will be
the membership range for low noise. Figure 11(d) shows the
membership function of noise. *ree membership functions
have been obtained for the light that is high, medium, and
low.*e range of high levels of light will vary from 250 lux to
400 lux. *en, the light for the medium is from 50 lux to
350 lux. Lastly, 0 lux to 150 lux will be the membership range
for low noise. Figure 11(e) shows the membership function
of light. In order to make the understanding easy, we have
decided to use a simple scale that is 1 to 10 as the parameter
of human comfort level. One represents the worst situation,
and 10 refers to themost comfortable and optimal situations.
Figure 11(f ) shows the membership function of comfort
level.

In a standard fuzzy partition, every fuzzy set will
correspond to a linguistic concept, for instance, low,
medium, and high that are being used in this comfort level
fuzzy inference system. Fuzzy rules are always written as If
situation-*en conclusion. In this research, 243 rules have
been used to get the best performance of the fuzzy in-
ference system. Figure 12 shows the rule editor for this
system.

In Figure 13, input of 25°C, 65% humidity, 625 ppm of
CO2, 60 dB of noise, and 200 lux of light was used. *e
comfy level generated by the fuzzy model by using the
histogram analysis method is 8.7 out of 10.

5. Conclusions and Future Directions

*e ever-changing dynamic landscape of our time re-
quires that a comfortable environment is ensured con-
sidering all the possible environmental parameters,
temperature, and humidity while saving energy. *us, in
addition to the electric and mechanical control system, it
has become critical and required that artificial intelli-
gence (AI) be integrated and implemented into the
systems in order to increase the comfortability of the
environment. Moreover, the applicability of the fuzzy
model is evident since it includes the implementation of
human thinking and reasoning with if-then rules as
obtained from the input-output data of the system for
model structure and training. *e fuzzy model is also
advantageous pertaining to purposes of prediction to deal

with uncertainty and nonlinearity and to investigate the
ability of the models proposed. *e strength of the
current research is that we can obtain a lot of information
from the data set by using a statistical analytic method. It
is possible to encounter some missing important data if
we just read the real-time data from the dashboard. By
using statistical analytic means, we can combine all the
data into one graph or chart to see the pattern of the data.
For instance, it can be ensured to know that the light of
the office is low for a workplace or maybe the sensor needs
some improvement in collecting light data. *ere is a lot
of information that we can actually extract from a set of
data. In the present study, human comfort data have been
used as the main part of the research. By interpreting the
data provided, we can clearly know about the comfort
level of the working environment that affects the health
and productivity of a worker indirectly. *e office
management may take action based on the result obtained
in the future to improve their workers’ efficiency. *e
fuzzy model could also be regarded as another strength
and motivational aspect of this research. *e fuzzy model
can predict human comfort based on the six attributes
provided in the data set. In the future, researchers may
improve the fuzzy model and implement it into a smart
building system in order to get an intelligent controller
for occupants’ comfort. *us, it may be concluded that it
will be more humanized if there is a larger data set
available for us to deal with. *is research can still be
improved by using another data set, and the results will be
more interesting. *e more attributes and duration are
involved in a big data set, the more closely it may be
possible to achieve the intended objectives while con-
sidering optimized sustainability in dynamic and non-
linear environments towards improving the accuracy and
objectivity of the evaluation results. *is proposed pre-
diction model is only valid for similar input data having
similar statistical properties. *e proposed study can help
the researchers and professionals to predict the comfort
level inside the office building and its effect on individual
health. In future work, efficient machine learning models
with large data sets can be used to predict the comfort
level of various parameters like visual comfort and
acoustic comfort.
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�e increasing complexity of the international situation intensi�es the changes of the economic environment. People’s demand
for information represented by accounting earnings, such as judging the pro�tability and risk coe�cient of the company, is
becoming more and more urgent. �is study puts forward the theory of predicting accounting earnings through accounting
earnings factors in a nonlinear way and designs an accounting earnings forecasting model based on arti�cial intelligence.
Integrating LSTM, seq2seq, and reinforcement learning and combining with self-attention like mechanism, a complex multifactor
time series forecasting model is established, and reinforcement learning is used to stabilize the model to prevent over�tting, which
puts forward a new solution to the multifactor time series forecasting problem of complex relationship. �e experimental results
and comparative analysis show the e�ectiveness of the enhanced recurrent neural network accounting earnings prediction model
designed in this study.

1. Introduction

As a discipline that provides economic information
re�ecting the �nancial status and operating results of en-
terprises, accounting re�ects the performance of the
entrusted responsibilities of the enterprise management by
providing the users of �nancial accounting reports with
accounting information centered on the operation of en-
terprises, which is helpful for the users of �nancial ac-
counting reports to make economic decisions [1–5].
Accounting surplus is the most important concept and index
in accounting information. Its decision usefulness is the
foundation of �nancial accounting and the main means to
judge the value of the company [6].

In the information view of accounting, it is considered
that the market is incomplete and full of uncertain factors
[7]. No accounting method can get the real income of an
enterprise, but accounting earnings information is a signal to
investors that is helpful to judge and estimate economic
income, which can improve the accuracy of investors’
prediction of the future situation of the company. �e

valuation view of accounting further complements the role
of accounting earnings information. It is believed that in-
vestors will take the corresponding accounting data (with
pro�t as the core) as the model change when valuing the
company, so that the accounting earnings information and
stock price a�ect each other. In other words, through the
value of accounting earnings, we can infer a lot of infor-
mation related to accounting earnings and use the earnings
information to analyze the company’s operation, risk, future
pro�tability, stock price change trend, etc. �erefore, the
prediction of accounting earnings and the analysis of
earnings information have always played a very important
role in corporate management, investment, and other
economic behaviors.

�e research of earnings information system can be
traced back to the relationship between the intensity of
expected income change and stock price adjustment. From
the beginning of being concerned to today’s research, many
scholars have been exploring the correlation between ac-
counting earnings and earnings information based on the
company’s stock price. In these studies [1, 8–11], a large

Hindawi
Scientific Programming
Volume 2022, Article ID 8793596, 7 pages
https://doi.org/10.1155/2022/8793596

mailto:vuongt.pham@sg.edu.vn
https://orcid.org/0000-0001-7031-9306
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8793596


number of theoretical and empirical studies show that the
relationship between accounting earnings and stock returns
(usually expressed by earnings response coefficient) changes
alternately. Many studies also found that the stock price will
fluctuate in the window period of accounting earnings in-
formation announcement such as annual report. In other
words, earnings information will have an impact on the
expected stock price in the future. At the same time, the
stock price will also affect the future surplus.

In the current research, considering the weakness of the
linear correlation between accounting earnings and stock
return and the limitations of relevant assumptions, scholars
have been seeking to establish a nonlinear correlation to
uncover the secrets between accounting earnings, stock
price, earnings announcement, annual report, and other
factors, so as to judge the value of the company and help
investors analyze and make decisions. (e characteristics of
this nonlinear system coincide with the nonlinear properties
of neural networks [12, 13]. Moreover, accounting earnings
and related data are time series data. As a neural network
that can display dynamic time series and use its internal
memory to process the input sequence of any time series,
recurrent neural network (RNN) [14–20] can predict
earnings fluctuation and reflect the stock price behavior at
this stage in combination with the influence of different time
series data. Reinforcement learning can intelligently solve
complex problems, get rid of the constraints of the current
theoretical analysis of accounting earnings value, and bring
more possibilities for the research and development of
earnings information.

(erefore, driven by artificial intelligence [12–20], this
paper constructs an overall model of various accounting
earnings value related factors, such as earnings (here refers
to the specific number of earnings, which can be equivalent
to profits), earnings announcement, stock price, assets and
liabilities, and company cash flow, based on the neural
network for time series and combined with parameter self-
tuning means such as reinforcement learning. Based on
earnings forecasting, an enhanced RNN earnings forecasting
model is proposed, which can be nonlinear and can auto-
matically adjust the importance of factors related to earnings
value through model learning.

2. Accounting Earnings Value Forecast Model

2.1. 'e Basic Idea. (e current two types of models (time
series analysis model [21, 22] and multiple cross-sectional
regression model [23, 24]) have their advantages and dis-
advantages. (e time series analysis model can have a more
stable output because it considers the dependencies that pass
over time. Still, it is also difficult to obtain its data, and the
model is too ideal. (e multiple regression model based on
cross-sectional data starts from reality, considers the cor-
relation between earnings factors, and can achieve a more
accurate output than the time series analysis model. How-
ever, the limitation of the linear model makes it impossible
to include the time-dependent relationship at the same time,
and the effect on multiple factors is also limited, so it is
limited to instability and further development.

Due to the superiority of RNN in processing time-series
data and the excellent ability of the neural network in fitting
complex models, we hope to combine the advantages of the
time series analysis model and multivariate cross-section
regression model. (e mainstream research factors of the
accounting earnings system are unified into a nonlinear
earnings forecasting model. (e purpose is to realize an
earnings forecast model that can reflect the relationship
between accounting earnings factors and output more ac-
curate accounting earnings forecast results by improving
and enhancing the RNN infrastructure.

As a model that can transmit data time relationships and
input multiple influencing factors simultaneously, RNN has
many points to pay attention to when used as the basis of the
whole model. (e simplest RNN is prone to failure to
converge when the factors are too complex; therefore, in the
impact of multiple accounting earnings factors, next, this
paper forms a preliminary model framework inspired by the
multistep prediction based on seq2seq. Here, we use the
seq2seq structure to improve LSTM. Because the seq2seq
structure is a structure of encoder-decoder, after using
seq2seq to improve LSTM, our earnings forecasting model
can implement variable-length inputs. In this way, even if
the value of each factor related to the value of accounting
earnings that we choose is not null, it will not affect the
model’s output. Another feature of this improved seq2seq
structure is that it can use the joint probability of previous
values to predict the next value, making the entire prediction
model more stable and reflecting the relationship between
earnings-related factors.

With the improvement of seq2seq [25, 26], we can in-
corporate many factors related to earnings value into the
earnings forecast model. However, many parameters still
need to be manually adjusted in the entire forecast model.
From this point of view, the model will have similar
problems as the multisection regression model: too many
parameters, challenging to adjust, and then affect the effect
of the model. To address this shortcoming, we use rein-
forcement learning to improve the whole prediction model.
(rough reinforcement learning, we can make the whole
prediction model adjust through prediction, receiving
feedback and feedback. (is idea realizes the self-tuning of
the prediction model and avoids the problem that the
prediction model is difficult to complete the training caused
by too many parameter adjustments. Under the guidance of
the above improvement ideas, the accounting earnings
forecast model is designed as shown in Figure 1, which can
represent our earnings forecast’s primary process and key
steps.

2.2. Accounting Earnings Forecast Algorithm Model. In the
above, we have proved the basic idea of the overall model
and the main architecture and algorithms used. In this part,
we will explain the structure and improvement of each
module in detail and introduce the basic model used, the way
of improvement, the flow of data in it, process functions etc.
We start with the seq2seq structure in the model, first ex-
plain the most basic data processing framework, then
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introduce the reinforcement learning algorithm based on
seq2seq, and further explain the key functions in the model
and the improved weighting method.

2.2.1. Improved Seq2seq Model. In the above, we summa-
rized the types of accounting earnings factors and analyzed
the relationship between di�erent accounting earnings
factors. We explained in Section 2.2 that seq2seq could use
the joint probability of prior values to predict the charac-
teristics of the following value. �e commonly used seq2seq
has two structures. Here, we use the second structure of
seq2seq to simulate the characteristics that accounting
earnings factors a�ect each other and act on the �nal forecast
value of earnings. Combined with our �rst three-level re-
lationship of the surplus factors analyzed in the chapter, we
explained the reason for using LSTM in the seq2seq
structure before, so we use Figure 2 to represent our �nal
seq2seq structure.

�e LSTM cell starts from reading the input data and the
two states ct and ht of the previous cycle. zf, zi, and zo are all
formed by the input data xt and the previous cycle ht−1 after
splicing according to di�erent weights through the activa-
tion function σθ ( ). Calculated, these three variables are

gated states, the LSTM cell starts from reading the input data
xt and the two states ct and ht of the previous cycle. zf, zi,
and zo are all formed by the input data xt and the previous
cycle ht−1 after splicing according to di�erent weights
through the activation function σθ. Calculated, these three
variables are gated states, but in fact, the actual input is z
calculated by the activation function φθ.

�e �rst step of LSTM is controlling the input infor-
mation by the forget gate. We discard the relatively un-
important part of the input data through this step. In this
process, the LSTM cell controls the previous cell state ct by
calculating zf as the gate of the forget gate removal and
retention of information in ct−1. �en, the LSTM cell pro-
cesses the input, where the input gate zi will control the
selective input of xt. In this process, the previously calculated
z is performed together with zi, which we express with (2)-
(1). �e symbol ⊙ represents the multiplication of corre-
sponding elements in the operation matrix.

ct � zf ⊙ ct−1 + zi. (1)

�e output stage will determine all the outputs regarded
as the current cycle. Here, zo is used as the output gate. �e
calculation methods of ht and yt are listed in (2) and (3). In
general, yt is obtained by ht transformation.

ht � zo ⊙φθ ct( ), (2)

yt � σθ w′ · ht( ). (3)

After processing the encoding part, the encoding vector
enters the decoder for actual prediction, and the value of the
decoder part is calculated according to the process in Fig-
ure 2. Assuming that the encoder part obtains the �nal
hidden layer state value is hte, the decoder at the time of t+1.
�e state value of the part is calculated by (4), and the
predicted value ŷt+1 at this moment is calculated by (5).

st+1 � φθ
ystt,
hTe
, ct( ), (4)

ŷt+1 ∼ πθ y|ŷt, st+1( ). (5)

If we make the actual value to be predicted y, then the
loss function at this time can be expressed by (6), and X
represents the input data sequence.

Status of coded output

Code input Decode input

Status of decoded output

Decode output

LSTM LSTM LSTM LSTM LSTM LSTM... ...
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Figure 2: Partial structure of seq2seq.
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Reinforcement learning algorithm based on Q-Learning
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Figure 1: Accounting earnings forecast model.
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Lθ � −∑
T

t�1
logπθ yt|yt−1, st, ct−1, X( ). (6)

Considering that the surplus data is negative or positive
and the characteristics of LSTM itself, we choose the sigmoid
function as the σ activation function (7), the tanh function as
the φθ function (8), and the SoftMax function as the πθ
function (9).

f(x) �
1

1 + e−x
, (7)

f(x) �
1 − e−2x

1 + e−2x
, (8)

f(x) �
ex

∑ie
i. (9)

If the accounting earnings factor is put into the model,
we use Figure 3 to represent the input and relationship
composition of the earnings factor in seq2seq.

�e encoding vector is composed of the three output
vectors of the encoder part. �e importance of these three
types of accounting factors is di�erent, and the three types of
accounting factors can be roughly determined through
existing model research. �erefore, in order not to further
complicate the model, we only draw on the idea of attention
mechanism (10), directly weight these three vectors, and
then obtain the input of the decoder part.

Attention score(query, source) �∑
T

i�1
similarityimery, eyyi( ) · value i.

(10)

However, under the seq2seq model at this time, the
optimization problem of the loss function is still not solved.
Under such conditions, it is di�cult to make the model have
the best optimization strategy, making the instability pro-
duced by the model indistinguishable from the multiple
regression cross section models. �erefore, we use rein-
forcement learning to improve this problem of the seq2seq
model, hoping to make the prediction results more accurate.

2.2.2. Reinforcement Learning Algorithm Integrating Seq2seq.
�e earnings forecast model to be established in this study is
based on a long time series. During this process, the relevant
data are constantly changing, and according to the Intro-
duction section, we know that there is also a correlation
between the accounting earnings data of the same year, that
is, the model we need is not a mapping of inputs to outputs,
but a pattern between earnings-related information. How-
ever, pure LSTM not only has independent and identically
distributed input but also cannot learn this “pattern.” We
have constructed the relationship dependence between
surplus factors through the seq2seq structure, so we con-
tinue to use reinforcement learning tomake seq2seq balance;
then, after exploration and development, choose the most
rewarding and most e�ective behavioral mode.

Because the �nal model is a value prediction model, we
need to choose a type of reinforcement learning algorithm
suitable for value analysis. We mentioned in Section 1 that
the most typical reinforcement learning algorithm for value
prediction is Q-learning. �erefore, we integrate the algo-
rithm idea of Q-learning with the seq2seqmodel constructed
in Section 2.2.1 to form the overall reinforcement learning
algorithm model shown in Figure 4.

In this process, our purpose is to maximize the expec-
tation of reward through the interaction between the agent
and the environment and action. We use (11) to solve the
reinforcement learning that integrates seq2seq, which is the
same as Q-learning; Qπ represents the utility function under
policy.

maxEŷ1 ,...,ŷT ∼ πθ ŷ1 ,...,ŷT( ) r ŷ1, . . . , ŷT( )[ ], (11)

Lθ � −Eŷ1, . . . , yT ∼ πθ ŷ1, . . . , ŷT( ) r ŷ1, . . . , ŷT( )[ ]. (12)

At this time, the loss function can be calculated by (12);
then by (13), we can obtain the value of the corresponding
maximum partial derivative, we make the output of the
decoder part before SoftMax is Ot, and then the partial
derivative can be rewritten as (14) and solved by (15). Rb is a
baseline reward value that does not depend on the seq2seq
part.
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Figure 3: Input and relationship composition of the earnings
factor in seq2seq.
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Figure 4: Reinforcement learning algorithm structure in the
overall model.
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∇θLθ � −Eŷ1,...,T ∼ πθ
∇θlogπθ ŷ1,...,T( )r y1,...,T( ), (13)

∇θLθ �
zLθ
zθ

�∑
t

zLθ
z0t

·
z0t
zθ
,

(14)

zLθ
z0t

� πθ yt|ŷt−1, st, ct−1( ) − yt( ) r ŷ1, . . . , ŷT( ) − rb( ).

(15)

3. Model Implementation and
Experimental Analysis

Due to the large number of companies involved in the
forecast results and the vast di�erence between the forecast
results, in Figure 5, the horizontal axis is the company code,
the vertical axis is the unit length, and the green polyline
represents the 2018 earnings of Shanghai A shares predicted
by the enhanced recurrent neural network earnings forecast
model. �e red polyline is the actual earnings of these
companies in 2018. Figure 5 includes 1512 forecast values,
and the vertical axis value of other nonexistent company
codes is 0. It is impossible to judge the quality of the speci�c
forecast situation only by the particular forecast value.
�erefore, according to the calculation method in Section 2,
we calculate the metric value of the forecasted earnings in
2018 by the designed model.

Table 1 also shows the same index values calculated from
the prediction results of the basic LSTM model on the same
data set (because no accounting analysis is involved here, the

R2, ERC, and ICC indicators of the designed model are not
compared with LSTM). Due to the large amount of data
involved in the experiment and carried out on a personal
host, the running time of LSTM and the designed model is
more than one day, but considering that the accounting
earnings forecast itself is in units of years, the time required
for the experiment has little impact, far less than the ac-
curacy and other evaluation criteria, so the evaluation of the
results by the time of the experiment is not considered here.

From Table 1, only through the comparison of AE, can
we �nd that the designed model signi�cantly improves
prediction accuracy compared to the LSTM base model. At
the same time, it is not di�cult to �nd that the results
predicted by the designed model are still optimistic in
general (i.e., the overall forecast of earnings will be larger
than the actual value). Compared with the LSTMmodel, the
di�erence between AE and AAE is more signi�cant. To a
certain extent, it re�ects that the designedmodel has a higher
sensitivity when the company generates negative earnings.
But at the same time, the stability (DS) of the model is not as
good as that of the LSTM model, but the DS value of the
designed model is still within an acceptable range.
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Figure 5: Earnings forecast value by the designed model for Shanghai A shares (green) and its actual value (red).

Table 1: Forecasting result comparison of the designed model and
LSTM.

Indicator �e designed model LSTM
AE (unit: CNY) 31393488.66 974744257.7
AAE (unit: CNY) 655956316.2 1141490405.0
DE 12.48% 22.05%
ADE 20.77% 25.13%
DS 16.182% 6.182%
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At the same time, we compare the DE values of the
prediction results of the designed model and LSTM, and it is
easy to find that the designed model fits the curve of the
actual value more than LSTM. (e comparison between DE
and ADE further shows that the overall prediction trend of
the LSTM model is far more optimistic than the designed
model. It also makes the accuracy of the designed model
higher than that of LSTM in the case of a downward trend in
earnings.

In addition to comparing the prediction accuracy with
the LSTMmodel, this experiment further compared with the
HVZ model [27] and further analyzed the prediction results
of the designed model in the accounting sense. (e HVZ
model needs long-term data to be computationally mean-
ingful. In the data collected in this experiment, the amount
of data that meets the requirements of the HVZ model is
insufficient. (erefore, we use the empirical data of Li and
Mohanram [28] to compare with the designed model (Ta-
ble 2), and we mainly compare the accuracy of the forecast
results and whether they have accounting significance.

From Table 2, we can find that the prediction result of the
designed model is more accurate than that of HVZ. When
using data with a period of up to 40 years, the DS value of the
prediction result of the HVZ model can even be reduced to
less than 10%. But overall, the designed model is more
accurate than HVZ in more general cases.(e fit of the HVZ
model is slightly better than the designed model, but con-
sidering the limited regression parameters used by the HVZ
model, this does not mean that the designed model has a
worse fit. In addition, the ERC value of the designedmodel is
slightly higher than that of HVZ. (e designed model is
relatively more representative of market expectations, which
may be because the designed model uses the basic structure
of LSTM to transmit the time relationship in the accounting
earnings correlation system or because the input data in-
cludes the impact of the announcement on the market.
However, the ICC value of HVZ is higher than that of the
designed model, indicating that the HVZmodel has a higher
correlation with actual returns. It also shows that there is
room for further optimization of the input data of the
designed model, which needs to be further adjusted
according to accounting factors.

4. Conclusions

An accounting earnings forecasting model is designed based
on artificial intelligence. From the perspective of financial
accounting, more accurate judgment of the designed model
on the company’s profit trend itself is helpful for investment
analysis and company decision-making. At the same time, it

is difficult for traditional models to judge the sudden neg-
ative turn of company profits under volatile market con-
ditions. (e designed model can find out whether the
company has profitability faster than the general model. It is
easy to find out through the two common indicators of ICC
and ERC. (e designed model has a more sensitive response
to the market and is more consistent with the company’s
actual income. (e forecast results are more conducive to
analyzing the company’s problems in the face of adversity
and can even further infer industry risks.

In general, the designed model has higher accuracy in a
broader sense when forecasting earnings. It relaxes the data
requirements for forecasting and the high standards for the
company’s accounting years. On this premise, it can further
improve the accuracy of earnings forecasts and maintain
high stability. (is also shows that different companies have
similar accounting earnings correlation systems, and this
accounting earnings correlation system can be used to build
earnings forecast models for various companies. At the same
time, the earnings predicted by the designed model have
accounting significance, and the forecast results can reflect
the market’s expectations and reflect the correlation between
the forecast results and actual earnings. (e experimental
results also show that the selection of accounting earnings-
related factors has a particular impact on the results of
earnings forecasting.
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�is paper uses the data of Chinese A-share listed companies from 2003 to 2019 to study the impact of venture capital
holdings on the dividend policy of listed companies. �e research �ndings show that venture capital holdings increase the
willingness to pay cash dividends and the payment level. �is conclusion still stands after using the PSM matching method
and other robustness methods, indicating that there is causality between venture capital holdings and the dividend policy
of listed companies. Further research �nds that the course of action for venture capital holdings to increase the willingness
of listed companies to pay cash dividends and their dividend payment level is to increase the dividend payout ratio by
alleviating the company’s agency level. Further research �nds that di�erent types of venture capital will also have an impact
on the dividend policy. Foreign investment venture capital organizations are more favorable for increasing the willingness
of listed companies to pay cash dividends and their dividend payment level. In addition, the impact of venture capital
holdings on the dividend policy is more obvious in the central and western regions where economic development is
relatively backward and is less obvious in the eastern regions. Based on J2EE, a venture capital information management
platform is designed and developed. �e research of this paper shows that venture capital shareholding plays an important
role in promoting dividend payment of listed companies, and has enriched the research results of the value-added role of
venture capital. At the same time, from the perspective of dividend policy, it has brought to light the corporate governance
e�ectiveness of venture capital and has provided certain theoretical evidence for the assertion that capital can better serve
the real economy.

1. Introduction

�e cash dividend policy is an important way for in-
vestors to share the business gain of an enterprise, an
important means to protect the interests of investors, and
an important tool to maintain the stability of the capital
market [1]. In China, due to the short development cycle
of the capital market, it takes time to uncover many
development problems, and there is a large time lag in the
follow-up of the regulatory system. �erefore, most listed
companies do not pay cash dividends, and this has

become a “unique landscape” that accompanies the de-
velopment of the Chinese capital market. �e study of Lu
and Wang [2] pointed out that the proportion of listed
companies that did not distribute dividends in 1994 was
about 9.28%, while the proportion of companies that did
not distribute dividends rose sharply to 58.44% in 1998.
Concomitantly, there is the problem of abuse resulting in
a large amount of idle funds and free cash �ow. In order
to protect the interests of small and medium investors,
restrain the excessive investment of listed companies, and
promote the healthy development of the capital market,
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the China Securities Regulatory Commission has con-
tinuously issued relevant policies since 2001 to encourage
listed companies to distribute cash dividends. In 2004, a
relevant policy was issued, stating that listed companies
that have not distributed profits in the past three years are
not allowed to issue shares publicly. In 2006, relevant
policies were issued, requiring that the accumulated
profits distributed by listed companies in cash in the past
three years should not be lower than 20% of the average
annual distributable profits achieved in the past three
years. Additional revisions were made in 2008 to increase
the profit distribution ratio to 30%. In 2012, the regu-
latory authorities further improved the regulations on
dividend distribution, with a view to increasing return of
investment for investors and thus promoting the healthy
and sustainable development of the capital market. With
the continuous improvement of policy perfection, China
has gradually formed a special phenomenon of the
“semimandatory” dividend policy, and the corresponding
research is also plentiful. However, according to current
documentary research findings, the implementation ef-
fect of the semimandatory dividend policy is not ideal,
which also indirectly confirms the complexity of the
“dividend policy problem”. )e semimandatory dividend
policy may affect the financial flexibility of growing
companies, which is not conducive to their investment
and development [3, 4], but it is still difficult to form
strong policy constraints against the “Iron Roosters”
listed companies that do not pay cash dividends [5, 6].

According to Jensen’s research [7], venture capital is a
kind of special shareholder, that is, an “active investor”.
One of the characteristics of venture capital that dis-
tinguishes it from other equity investments is that it will
actively participate in the governance activities of
investee companies, optimize the corporate governance
structure, and ultimately achieve the goal of maximizing
the value of its own investment. For the purpose of
maximizing investment returns, will the venture capital
holdings collude with major shareholders to “hollow out”
the listed company, or will they constrain major share-
holders, actively promote the distribution of cash divi-
dends, protect the interests of small and medium
shareholders, and alleviate the type II agency problem? If
venture capital holdings can help alleviate the type II
agency problem, then what mechanism will venture
capital use to influence the dividend policy of listed
companies?

In order to explain the above problems, this paper uses
the data of all A-share listed companies in China from 2003
to 2019 to study whether venture capital holdings can help
increase listed companies’ willingness to pay cash dividends
and their level of dividend payment. )e research results
show that, compared with companies without venture
capital holdings, companies with venture capital holdings
have a stronger willingness to pay dividends and a higher
level of dividend payment. Its impact mechanism is to
promote the distribution of cash dividends by alleviating the
agency problem of listed companies. In addition, the dif-
ferent characteristics of venture capital and the difference in

the level of economic development between different regions
will have an impact on the cash dividend policy of investee
companies.

)e possible marginal contributions of this paper are
as follows: Firstly, it enriches the relevant literature on
the value-added role of venture capital. Previous studies
have mostly focused on the impact of venture capital
promotion on the listing of investee companies, pro-
moting the specialization of investee companies, and
affecting the investment and financing behavior of
investee companies. However, there are few studies on
the dividend policy of listed companies. Secondly, it
expands research in the fields related to dividend policy.
Previous studies on the influencing factors of cash div-
idends have focused on the impact of corporate profit-
ability, company size, company growth ability, and
ownership structure at the microlevel. However, there is
less literature involved in research on the special
shareholders of venture capital, and the research in this
paper makes up for this gap.

)e structural arrangement of the rest of this article is as
follows: the second part is hypothesis; the third part is re-
search design; the fourth part is empirical results; the fifth
part is robustness and endogeneity checks; the sixth part is
further research; the seventh part is design and imple-
mentation of venture capital information management
platform based on J2EE, and the last part is the conclusion
and implications.

2. Theoretical Analysis and
Research Hypothesis

Will the participation of venture capital in the corporate
governance of investee companies as an “active investor”
help promote the distribution of cash dividends of listed
companies?

First, from the perspective of the motivation of
venture capital to actively participate in the governance
of investee companies and influence the dividend policy
of listed companies, there are two motives that affect the
behavior of venture capital: on the one hand, the essence
of venture capital is “financial investors”, and its ultimate
goal is to obtain investment income [8]. Venture capital
can obtain cash dividends and increase return on in-
vestment by actively encouraging investee companies to
issue cash dividends. On the other hand, the operation
mechanism of venture capital determines the fact that it
will not hold the shares of listed companies for a long
time, but will obtain capital gains and return on in-
vestment by successively reducing the shares of listed
companies [9]. )e impact of venture capital on dividend
policy can play a role in providing the market with in-
ternal information of the company. According to the
dividend signaling theory（signaling hypothesis）, in-
vestors can know the company’s current operating
conditions and future earnings expectations from its
dividend announcements, so they can make corre-
sponding investment choices and ultimately affect the
stock price. If a listed company pays high level of cash
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dividends, investors may think that the company has
positive expectations for future earnings, and may be
optimistic about the company’s future development
prospects, thereby driving up the stock price. If the listed
company does not distribute cash dividends, investors
may think that the earning capacity of the company is
poor, and are affected in their judgment of the company’s
future value, which in turn leads to a drop in the stock
price. )erefore, changes in dividend policy will cause
stock price volatility [10, 11]. Research on China’s capital
market has also confirmed the signaling effect of dividend
policy. For example, Chen et al. [12]confirmed that the
first dividend distribution has a signaling effect, and Yu
and Cheng [13]confirmed that dividend announcements
also have signal transmission. )erefore, by influencing
the cash dividend policy of investee companies, venture
capital releases positive signals to the market about the
company’s future profit prospects, which helps to sta-
bilize and even increase the stock price of listed com-
panies, thereby increasing the capital gains of venture
capital.

Second, from the perspective of the way that venture
capital actively participates in the governance of investee
companies and affects the dividend policy of listed
companies, it is understandable how venture capital af-
fects the cash dividend policy of listed companies. On the
one hand, a large number of previous literature have
confirmed that venture capital can provide all kinds of
resources needed for the development of investee com-
panies [14–18]. Dividend distribution will affect the in-
vestment and financing decisions of listed companies [19].
)e implementation of the cash dividend policy requires
listed companies to balance the relationship between
profit distribution and subsequent retention of sufficient
funds to meet subsequent development needs. Research
on cash dividends has found that the cash dividend policy
may reduce financial flexibility and increase the difficulty
of financing growing companies [20]. In response to this
problem, venture capital can help listed companies solve
financing problems through their accumulated network
resources and bring convenience to external debt and
equity financing [21, 22]. )e Gorman and Sahlman [23]
survey found that 75% of US venture capital organizations
not only provide funds directly to companies, but also
actively help companies obtain equity or bond financing
from other channels. )erefore, venture capital can ef-
fectively alleviate the financing pressure of listed com-
panies for redevelopment after cash dividends are issued.
On the other hand, previous studies have also fully cer-
tified the supervisory function of venture capital [24–27].
Venture capital can effectively restrain major share-
holders from transferring residual income, abusing free
cash flow to blindly expand investment, and establishing
corporate empires that are detrimental to the interests of
small and medium shareholders by playing an active
supervisory role [28]. By promoting the distribution of
cash dividends, the purpose of returning income to in-
vestors and protecting the interests of small and medium
shareholders is realized.

Based on the above discussion, venture capital has
sufficient motivation to actively participate in the su-
pervision of the promotion of the cash dividend policy of
listed companies. )ere are also ways to alleviate the
possible negative effects of cash dividends, promote the
governance role of cash dividends, and protect the in-
terests of small and medium shareholders. In view of the
above, this paper proposes the following hypotheses to be
tested:

H1a: Companies that have acquired venture capital
holdings are more likely to distribute cash dividends than
companies that have not received venture capital holdings;

H1b: Companies that have acquired venture capital
holdings have a higher cash dividend payout ratio than
companies that have not received venture capital holdings.

3. Research Design

3.1. Sample Data. In this paper, all A-share listed com-
panies from 2003 to 2019 are used as initial samples, and
initial samples are screened and cleaned up according to
the following criteria: (1) delete the samples of listed
companies in the financial industry; (2) delete the sam-
ples of STand ∗ STcompanies; (3) delete variable samples
with missing values; and (4) in order to exclude the in-
fluence of extreme values, all continuous variables are
winsorized.

3.2. Variable Setting

3.2.1. Dependent Variable. Willingness to pay dividend
(Divi,t): First, this paper uses Divi,t to measure the company’s
cash dividend distribution propensity. Divi,t is a dummy
variable. For company i, when distributing cash dividends in
year t, Divi,t takes 1; otherwise, it takes 0.

Dividend payment level (Payi,t): Second, this paper uses
Payi,t to measure the company’s cash dividend payment
level, Payi,t is equal to listed company i, and the cash div-
idend paid in year t is divided by the company’s net profit in
that year.

3.2.2. Independent Variables. Venture capital (VCi,t) is the
main research object of this paper, and thus, this paper
takes the existence of venture capital organizations
among the top ten shareholders of listed companies as the
main explanatory variable. VCi,t is a dummy variable.
When there are venture capital organizations holding
shares among the top ten shareholders of the listed
company, the value of VCi,t is 1; otherwise, it is 0. First,
venture capital organizations are identified according to
the classification of shareholders of listed companies in
the China Stock Market and Accounting Research
(CSMAR) Database. Second, using the Stata software, the
names of venture capital organizations are matched with
the characteristics information of venture capital orga-
nizations obtained from the CVSource database. Finally,
drawing on the practice of predecessors (Wu et al., 2012;
Wang et al., 2014) [29, 30], the results of matching the
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names of shareholders of listed companies and the full
names of venture capital organizations are manually
confirmed again.

3.2.3. Control Variables. In order to control the influence of
other factors, this paper refers to previous studies and sets
the following control variables: performance variable (Roe),
which represents the company’s earning capacity; company
size (LnSize), which is the natural logarithm of the com-
pany’s total assets at the end of the period; growth level
(Growth), which is the year-on-year growth rate of the
operating income at the end of the period; debt-to-asset
ratio (Lev) which is total liabilities at the end of the period
divided by total assets at the end of the period; cash flow
(Cash), which is the net cash flow generated by operating
activities per share; the ratio of independent directors (Ind),
which is the ratio of the number of independent directors to
the total number of the board of directors; the size of the
board of directors (BoardSize), which is the total number of
the board of directors; the shareholding ratio of the largest
shareholder (Top1), which is the shareholding concentra-
tion of the largest shareholder; CEO duality (Dual), if the
chairman is concurrently the general manager, take 1,
otherwise take 0; property rights (Soe), when the listed
company is a state-owned holding company, take 1, oth-
erwise take 0; finally, dummy variables such as industry and
year are controlled. )e variable definition is shown in
Table 1.

3.3. Empirical Models. First, in order to test the impact of
venture capital stockholding on the company’s willingness
to pay cash dividends, this paper draws on the practices of
Wang et al. (2007) [31]and Wang et al. (2014) [30] to
construct the following Logit model.

Divi,t � β0 + β1 × VCi,t + β2 × Controlsi,t + IndustryFE

+ YearFE + εi,t.
(1)

In formula (1), the dependent variable is company’s
willingness to pay cash dividends Divi,t in the basic test,
this paper uses pretax cash dividends per share to represent
it; Divi,t is dummy variable, if the listed company i dis-
tributes cash dividends in year t, that is, the pretax cash
dividend per share is not 0, then Divi,t � 1; otherwise, it is
0. )e independent variable is, whether there are venture
capital organizations among the top ten shareholders of
the listed company (VCi,t). If the listed company i has
venture capital organizations among the top ten share-
holders in year t, thenVCi,t takes the value 1; otherwise, it
is 0. Controlsi,t is a series of control variables. In addition,
the industry and year fixed effects are controlled, and εi,t is
the residual term.

Second, in order to test the impact of venture capital
holdings on the company’s cash dividend payment level, this
paper draws on the practices of Wang et al. [30] and Wu
et al. [22] to construct the following OLS model.

Payi,t � β0 + β1 × VCi,t + β2 × Controlsi,t + IndustryFE

+ YearFE + εi,t.
(2)

In formula (2), the dependent variable is the com-
pany’s cash dividend payment level Payi,t; in the basic
test, it is represented by the dividend distribution rate in
this paper. Payi,t is the listed company i, the cash divi-
dends distributed in the t-th year are divided by the net
profit of the company i in the current year. )e inde-
pendent variable is whether there are venture capital
organizations among the top ten shareholders of the
listed company (VCi,t), if there are venture capital or-
ganizations among the top ten shareholders of listed
company i in year t, then (VCi,t) takes the value 1; oth-
erwise, it is 0. Controlsi,t is a series of control variables. In
addition, the industry and year fixed effects are con-
trolled, and εi,t is the residual term.

4. Empirical Results

4.1. Descriptive Statistics. Descriptive statistics results are
shown in Table 2. In terms of dependent variables, during
the sample statistics period, the average dividend payment
willingness of listed companies (Divi,t) is 0.735, indicating
that 73.5% of companies distributed cash dividends; the
dividend payment level of listed companies, the mean value
of the dividend distribution rate (Payi,t) is 0.08, and the
standard deviation is 0.131. In terms of independent var-
iables, the mean value of venture capital holdings(VCi,t) is
0.182 and the standard deviation is 0.386, which indicates
that companies that have obtained venture capital during
the sample period accounted for about 18.2% of the total
sample.

4.2. Basic Test. Table 3 is one of the basic empirical test
results of this paper. )e influence of venture capital
holdings (VCi,t) on the willingness of listed companies to
pay dividends is shown in the table. Among them, the
empirical results in column (3) show that having con-
trolled a series of factors of the possibility of venture
capital holdings influencing the propensity of listed
companies to pay dividends, as well as the fixed effects of
industry and year, venture capital holdings (VCi,t) is
significantly positive at the 5% significance level with a
net effect value of 0.087, assuming that H1a is confirmed,
that is, companies that have acquired venture capital
holdings have more propensity to pay cash dividends
than companies that have not acquired venture capital
holdings.

Table 4 is one of the basic empirical test results of this
paper. )e impact of venture capital holdings (VCi,t) on
the dividend payment level (Payi,t) of listed companies is
shown in the table. )e empirical results in column (3)
show that the estimated coefficient of venture capital
holdings (VCi,t) is significantly positive at the 1% sig-
nificance level with a net effect of 0.006, assuming that
H1b is confirmed, that is, companies that have acquired
venture capital holdings have a higher cash dividend
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payout ratio than companies that have not acquired
venture capital holdings.

4.3. MechanismTest: Alleviating the Agency Problem. As one
of the top ten shareholders of listed companies, venture
capital holds shares of listed companies, and one of the
ways to encourage listed companies to increase their
willingness to pay dividends and the level of dividend
payment is to play an active role in supervision and gov-
ernance, and to promote active dividend distribution of
listed companies, thereby alleviating and restraining tun-
neling of major shareholders and other problems that

damage the interests of small and medium shareholders,
that is, by alleviating the agency problem between large
shareholders and small and medium shareholders, im-
proving corporate governance, thereby improving the
dividend payment willingness and the dividend payment
level of listed companies. Specifically, as an active investor,
venture capital has motivation and the ability to actively
alleviate the agency problem of listed companies. First, the
motivation aspect. )e operation mode of venture capital
institution determines its need to maintain good social
reputation. Reputational capital is a manifestation of the
fund management level of venture capital organizations,
and it is one of the important guarantees for venture capital

Table 1: Variable definition.

Variable name Variable
symbol Variable description

Main variable
Willingness to pay
dividends Divi,t

Indicates whether the listed company i will issue a cash dividend in the t year. If the pretax
cash dividend per share is ≠ 0, then Divi, t� 1; otherwise, it is 0

Dividend payout level Payi,t

Represents the dividend payment level of the listed company i in year t, which is equal to the
cash dividend issued by listed company i in year t divided by the net profit of the year

Venture capital VCi,t

Dummy variable, if the company has VC holdings in the current year, the value is 1;
otherwise, it is 0

Control variable
Enterprise size LnSize Natural logarithm of total assets at the end of the current period

Growth Growth )e growth rate of operating income at the end of the current period relative to the operating
income at the end of the previous period

Cash holdings Cash Net cash flow from operating activities per share
Assets-liabilities ratio Lev Debt to asset ratio at the end of the period
Performance variable Roe Return on net assets
Proportion of independent
directors Ind Proportion of independent directors�number of independent directors/size of the board of

directors
Board size Boardsize Number of board of directors at the end of the year

Two jobs in one Dual When the two positions of the chairman and general manager are combined as one, take 1,
otherwise take 0

)e largest shareholder Top1 )e shareholding of the largest shareholder as a percentage of the total share capital

Nature of property rights Soe )e nature of the property rights of the listed company, if the company is a state-owned
enterprise, take 1, otherwise take 0

Industry dummy variable Industry According to the 2012 version of the industry classification standard of the China Securities
Regulatory Commission

Year dummy variable Year )e standard deviation of the stock’s daily return for the year

Table 2: Descriptive statistics.

Variable name Sample size Mean value Standard deviation Minimum value Maximum value
Div 28485 0.735 0.442 0.000 1.000
Pay 28485 0.080 0.131 0.000 0.761
Vc 28485 0.182 0.386 0.000 1.000
Roe 28485 0.079 0.075 −0.215 0.318
Lev 28485 0.439 0.199 0.056 0.858
Growth 28485 0.428 1.230 −0.662 9.189
Cash 28485 0.048 0.071 −0.167 0.249
Dual 28485 0.236 0.425 0.000 1.000
Ind 28485 0.370 0.052 0.286 0.571
Boardsize 28485 8.810 1.796 5.000 15.000
Top1 28485 35.634 15.137 8.950 74.960
Soe 28485 0.438 0.496 0.000 1.000
LnSize 28485 22.087 1.267 19.822 26.049
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organizations to continue financing new funds and
participate in investment activities of high-quality investee
companies [32–34]. )erefore, by alleviating the agency
problem of listed companies, venture capital increases the
willingness of listed companies to pay dividends and their
level of dividend payment, effectively protects the interests
of small and medium shareholders and improves the
company’s governance level, which is conducive to the
accumulation of its own reputational capital. Second, in
terms of ability. )e rich post-investment management
experience of venture capital organizations has been
confirmed by a large number of studies [22, 24, 25, 27,
29, 35–38]. Venture capital can effectively alleviate the
conflicts of interest between large shareholders and small
and medium shareholders by providing consultation for
listed companies, thereby promoting the improvement of
their own governance level, and dividend payment will-
ingness and level.

In view of the above, the following inferences are made
as follows.

Inference 4–1: )e effect of venture capital holdings on
the company’s dividend policy is more pronounced in
companies with more serious agency problem.

In reference to the research of Wang and Guo (2021)
[39], dividend information is a part of the company’s
information disclosure, and the company’s overall in-
formation disclosure level is an important response to
agency problem. )erefore, drawing on the research of
Dechow et al. [40] and Kothari et al. [41], the absolute
value of the controllable accrued profit is selected as the
proxy variable (DA) of the company’s information dis-
closure level. )is section groups the samples according
to the median of the information disclosure level, and
divides the samples into two groups: companies with
higher information disclosure quality (DA ≤MidDA) and
companies with lower information disclosure quality
(DA >MidDA).

Table 5 reports one of the test results of inference 1,
namely, the effect of the quality of corporate information
disclosure on the willingness to pay dividends. Among
them, column (1) is the group with better information
disclosure quality, and column (2) is the group with poor
information disclosure quality. As can be seen from
Table 5, in the group with better information disclosure
quality, although the coefficient of venture capital is

Table 3: Venture capital holdings and dividend payment
propensity.

(1) (2) (3)
Div Div Div

VC 0.128∗∗∗ 0.114∗∗∗ 0.087∗∗∗
(0.04) (0.04) (0.04)

Roe 11.175∗∗∗ 11.082∗∗∗ 11.758∗∗∗
(0.32) (0.32) (0.34)

Lev −3.817∗∗∗ −3.981∗∗∗ −3.723∗∗∗
(0.10) (0.10) (0.11)

Growth −0.071∗∗∗ −0.075∗∗∗ −0.083∗∗∗
(0.01) (0.01) (0.01)

Cash 0.840∗∗∗ 1.178∗∗∗ 1.348∗∗∗
(0.24) (0.25) (0.25)

Dual −0.177∗∗∗ −0.173∗∗∗ −0.138∗∗∗
(0.04) (0.04) (0.04)

Ind −0.504 −0.276 −0.379
(0.33) (0.34) (0.34)

Boardsize 0.024∗∗ 0.044∗∗∗ 0.061∗∗∗
(0.01) (0.01) (0.01)

Top1 0.011∗∗∗ 0.013∗∗∗ 0.014∗∗∗
(0.00) (0.00) (0.00)

Soe −0.256∗∗∗ −0.177∗∗∗ −0.061
(0.03) (0.04) (0.04)

LnSize 0.611∗∗∗ 0.662∗∗∗ 0.579∗∗∗
(0.02) (0.02) (0.02)

Constant −11.434∗ −12.968∗∗∗ −11.977∗∗∗
(0.37) (0.43) (0.46)

Observations 28,485 28,468 28,468
Industry FE NO YES YES
Year FE NO NO YES
Wald 3612 4136 4316
Pseudo R2 0.182 0.205 0.216
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p< 0.05, and ∗∗∗ is p< 0.01.

Table 4: Venture capital holdings and dividend payout levels.

(1) (2) (3)
Pay Pay Pay

VC 0.006∗∗∗ 0.006∗∗ 0.006∗∗∗
(0.00) (0.00) (0.00)

Roe 0.007 0.005 0.010
(0.01) (0.01) (0.01)

Lev −0.071∗∗∗ −0.083∗∗∗ −0.082∗∗∗
(0.01) (0.01) (0.01)

Growth −0.003∗∗∗ −0.003∗∗∗ −0.003∗∗∗
(0.00) (0.00) (0.00)

Cash 0.037∗∗∗ 0.049∗∗∗ 0.051∗∗∗
(0.01) (0.01) (0.01)

Dual −0.010∗∗∗ −0.009∗∗∗ −0.009∗∗∗
(0.00) (0.00) (0.00)

Ind 0.013 0.021 0.020
(0.02) (0.02) (0.02)

Boardsize 0.003∗∗∗ 0.003∗∗∗ 0.003∗∗∗
(0.00) (0.00) (0.00)

Top1 0.001∗∗∗ 0.001∗∗∗ 0.001∗∗∗
(0.00) (0.00) (0.00)

Soe −0.016∗∗∗ −0.012∗∗∗ −0.011∗∗∗
(0.00) (0.00) (0.00)

LnSize −0.034∗∗∗ −0.033∗∗∗ −0.033∗∗∗
(0.00) (0.00) (0.00)

Constant 0.821∗∗∗ 0.801∗∗∗ 0.791∗∗∗
(0.03) (0.03) (0.03)

Observations 28,485 28,485 28,485
R-squared 0.165 0.177 0.183
Industry FE NO YES YES
Year FE NO NO YES
F 145.5 131.5 124.3
Adj R-squared 0.164 0.175 0.181
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p, p< 0.05, and ∗∗∗ is p< 0.01; all regression
coefficient estimates are based on robustness adjusted for corporate clus-
tering standard error.
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positive, it is not significant. However, in the group with
poor information disclosure quality, the coefficient of
venture capital is significantly positive. )e above re-
gression results show that in the sample of companies
with poor information disclosure quality, the role of
venture capital in alleviating the agency problem is more
obvious, which proves that venture capital can promote
the inference of listed companies’ willingness to pay
dividends by alleviating the agency problem.

Table 6 reports one of the test results of inference 1, that
is, the impact of the quality of corporate information dis-
closure on the level of dividend payments. As can be seen
from Table 6, in the group with better information disclosure
quality, although the coefficient of venture capital is positive,
it is not significant. But in the group with poor information
disclosure quality, the coefficient of venture capital is sig-
nificantly positive. )e above results show that in the
companies with poor information disclosure quality, the role
of venture capital in alleviating the agency problem is more
obvious, which proves the inference that venture capital
encourages listed companies to improve the level of dividend
payment by alleviating the agency problem. )e above re-
sults show that inference 1 in this section is confirmed.

5. Endogeneity and Robustness Checks

5.1. Endogenous Processing. )e basic test above proves the
influence of venture capital on the dividend policy of listed
companies, but the above results are likely to be affected by
selection bias, that is, because of the “selection effect” of
venture capital on the investee company, there may be
existing differences between the treatment group and the
control group, which leads to the difference between the
dividend policies of the treatment group and the control
group. In order to alleviate the endogeneity issue caused by
sample selection bias, this paper uses the propensity score
matching method (PSM) to select a group of new control
groups with the most similar characteristics for companies
that have acquired venture capital holdings, thereby re-
ducing the systematic differences between firms with ven-
ture capital holdings and firms without venture capital
holdings. )e specific matching method is as follows: Taking
2003–2019 as the sample period, the control group is
companies that are not selected by venture capital during the
sample period, and the variables that affect the choice of

Table 5: Information disclosure quality and willingness to pay
dividends.

(1) (2)
DA≤MidDA DA>MidDA

Div Div
VC 0.051 0.124∗∗

(0.06) (0.06)
Roe 10.520∗∗∗ 13.259∗∗∗

(0.39) (0.65)
Lev −3.738∗∗∗ −3.650∗∗∗

(0.15) (0.16)
Growth −0.084∗∗∗ −0.075∗∗∗

(0.02) (0.03)
Cash 0.609∗∗ 3.977∗∗∗

(0.28) (0.65)
Dual −0.094∗ −0.193∗∗∗

(0.05) (0.06)
Ind −0.314 −0.251

(0.48) (0.49)
Boardsize 0.055∗∗∗ 0.066∗∗∗

(0.02) (0.02)
Top1 0.011∗∗∗ 0.017∗∗∗

(0.00) (0.00)
Soe 0.022 −0.136∗∗

(0.05) (0.06)
LnSize 0.598∗∗∗ 0.562∗∗∗

(0.03) (0.03)
Constant −11.824∗∗∗ −12.489∗∗∗

(0.64) (0.68)
Observations 14,241 14,222
Industry FE YES YES
Year FE YES YES
Wald 2229 2202
Pseudo R2 0.215 0.226
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p< 0.05, and ∗ is p< 0.01.

Table 6: Information disclosure quality and the dividend payment
level.

(1) (2)
DA≤MidDA DA>MidDA

Pay Pay
VC 0.005 0.007∗∗

(0.01) (0.00)
Roe 0.021∗ −0.014

(0.01) (0.02)
Lev −0.078∗∗∗ −0.082∗∗∗

(0.01) (0.01)
Growth −0.002∗∗∗ −0.003∗∗∗

(0.00) (0.00)
Cash 0.034∗∗∗ 0.084∗∗∗

(0.01) (0.03)
Dual −0.007∗∗ −0.011∗∗∗

(0.00) (0.00)
Ind 0.015 0.030

(0.02) (0.03)
Boardsize 0.003∗∗∗ 0.003∗∗∗

(0.00) (0.00)
Top1 0.001∗∗∗ 0.001∗∗∗

(0.00) (0.00)
Soe −0.007∗∗ −0.017∗∗∗

(0.00) (0.00)
LnSize −0.032∗∗∗ −0.034∗∗∗

(0.00) (0.00)
Constant 0.762∗∗∗ 0.823∗∗∗

(0.03) (0.03)
Observations 14,247 14,232
R-squared 0.169 0.205
Industry FE YES YES
Year FE YES YES
F 81.61 97.45
Adj R-squared 0.163 0.199
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p< 0.05, and ∗∗∗ is p< 0.01; all regression co-
efficient estimates are based on robustness adjusted for corporate clustering
standard error.
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venture capital holdings are sorted out, including specifi-
cally, performance variables, company debt ratio, cash
holdings, the ratio of CEO duality, the size of the board of
directors, the shareholding ratio of the largest shareholder,
the nature of corporate property rights, and the size of the
company, and use them as covariates to perform logit re-
gression, to obtain propensity matching scores, and to find a
suitable control group for the experimental group according
to the nearest neighbor 1 :1 matching method, among them,
the caliper radius is selected as 0.01.

)e balance test results in Table 7 can reflect the
matching effect of PSM. From the t-test, except ROE, other
covariates show significant differences before matching, but
after PSM, the differences between covariates disappear,
illustrating the fact that PSM reduces the systematic dif-
ference between the experimental group and the control
group, and the effect of PSM is better than that of the control
group. In addition, from the perspective of deviation per-
centage, the standardized differences of covariates are all
below 10%. Compared with what is before matching, the
standardized deviations of most variables are greatly re-
duced. Based on the above analysis, PSM satisfies the
equilibrium assumption better.

)e regression results based on the samples after the
propensity score matching method are shown in Table 8. It
can be seen from Table 8 that after using propensity score
matching, the influence coefficient of venture capital
holdings on the dividend payment willingness and the
dividend payment level of listed companies is still signifi-
cantly positive. It shows that after controlling possible
endogeneity problem, the results are still robust.

5.2. Robustness Check

5.2.1. Replacing Dependent Variables and Models. In order
to enhance the robustness of the basic test results, in
reference to the methods of Wu et al. [29]and Wang et al.
[30], this section firstly uses the method of replacing

variables and corresponding models to check the robust-
ness of the basic test results. Specifically, this subsection
replaces the measurement method of the dependent var-
iable and selects the dividend per share (DPS) instead of the
dividend payout ratio. )e formula is as follows: dividends
per share � dividend distribution rate ∗ earnings per
share, and the Tobit model is used accordingly to recheck
the null hypothesis. )e results are shown in Table 9.
Column (3) of Table 9 shows that after changing the de-
pendent variable measurement method and using the
corresponding model, the coefficient of venture capital
(VCi,t) is still significantly positive at the 1% significance
level, and the net effect is 0.005. )at is to say, venture
capital holdings can effectively increase the dividend
payment level of listed companies.

5.2.2. Substitution of Independent Variable. In reference to
the research of Wang et al. [30], this section uses the method
of replacing independent variables to test the robustness of
basic test results. Specifically, it is to use venture capital
holdings (VCholding) to replace the original independent
variable if there is existing venture capital (VCi,t) among the
top ten shareholders and repeat regression. )e results are
shown in Tables 10 and 11.

It can be seen from column (3) of Table 10 that after
replacing the independent variable, the regression coefficient
of venture capital holdings (VCholding) on the willingness of
listed companies to pay cash dividends (Divi,t) is signifi-
cantly positive at the 1% significance level with a net effect of
0.007. )at is to say, the larger the venture capital’s holdings,
the more favorable it is to increase the willingness of listed
companies to pay dividends.

It can be seen from column (3) of Table 11 that after
replacing the independent variable, the regression coefficient
of venture capital holdings (VCholding) on the level of cash
dividend payment (Payi,t) of listed companies is significantly
positive at the 1% significance level, with a net effect of 0.001.
)at is to say, the greater the amount of venture capital

Table 7: PSM matching balance effect.

Variable Unmatched matched
Mean

% bias % reduct|bias| t-test p>|t|
Treated Control t

Roe U 0.0805 0.0786 2.500 1.570 0.116
M 0.0805 0.0816 −1.600 37.30 −0.790 0.430

Lev U 0.446 0.437 4.300 2.790 0.00500
M 0.446 0.443 1.400 68 0.700 0.486

Cash U 0.0431 0.0493 −8.700 −5.620 0
M 0.0431 0.0440 −1.300 85.50 −0.640 0.520

Dual U 1.773 1.762 2.800 1.790 0.0730
M 1.773 1.781 −1.900 32.40 −0.970 0.334

Boardsize U 8.849 8.801 2.700 1.740 0.0820
M 8.849 8.831 1 61.80 0.530 0.597

Top1 U 35.25 35.72 −3.100 −2.010 0.0440
M 35.25 35.49 −1.600 49.50 −0.800 0.423

Soe U 0.463 0.432 6.100 4 0
M 0.463 0.464 −0.200 97.50 −0.0800 0.937

LnSize U 22.30 22.04 20 13.31 0
M 22.30 22.30 −0.100 99.40 −0.0600 0.954
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holdings, the more conducive it is for increasing the pay-
ment level of cash dividends of listed companies.

In conclusion, whether it is concerning the willingness to
pay cash dividends or the level of cash dividend payment, the
null hypothesis still stands after the independent variable is
replaced, and the conclusion remains robust.

6. Further Research

6.1. Venture Capital Experience. )e value-added services
and supervision responsibilities of venture capital organi-
zations to investee companies will be affected by the different
characteristics of venture capital. In their research, Zhang
and Liao [42] divided the background of Chinese venture
capital organizations into four categories, namely, state-
owned, private, foreign investment, andmixed backgrounds.
Venture capital organizations of different backgrounds have
different operating mechanisms, different scope and capa-
bilities of resource acquisition, and large differences in the
demand for return on investment. )erefore, the share-
holding of venture capital organizations of different back-
grounds will have significantly different impacts on the

business decisions of investee companies. From the per-
spective of operation mechanism, as the development of
China’s venture capital market is far behind in comparison
with the international venture capital market, foreign ven-
ture capital organizations have rich international investment
experience superior to other types of venture capital orga-
nizations [43]. )erefore, in each stage of venture capital,
including the selection of investment projects, the cultiva-
tion, and supervision of investment projects, a relatively
standardized and mature mechanism has been formed.
However, China’s local venture capital organizations have a
short development cycle and limited market experience. In
particular, venture capital organizations with a state-owned
background have special strategic objectives, and their op-
erating mechanisms cannot be completely market-oriented
[44, 45], as previous studies have also proved this. For ex-
ample, Yu et al. [46]shows that, compared with venture
capital organizations of other backgrounds, venture capital
with a state-owned background does not significantly
promote corporate innovation. From the perspective of
resource acquisition, because the foreign venture capital
industry started earlier and developed more maturely, the
accumulation of resources is more abundant, including good

Table 8: Regression results of the propensity score matching
method.

(1) (2)
Div Pay

VC 0.097∗ 0.007∗∗
(0.06) (0.00)

Roe 9.834∗∗∗ −0.029∗
(0.53) (0.02)

Lev −4.104∗∗∗ −0.080∗∗∗
(0.19) (0.01)

Growth −0.044∗ −0.003∗∗
(0.03) (0.00)

Cash 1.098∗∗ 0.030
(0.45) (0.02)

Dual −0.054 −0.007∗
(0.07) (0.00)

Ind −0.254 0.034
(0.62) (0.03)

Boardsize 0.071∗∗∗ 0.004∗∗∗
(0.02) (0.00)

Top1 0.014∗∗∗ 0.001∗∗∗
(0.00) (0.00)

Soe −0.136∗∗ −0.008∗∗
(0.07) (0.00)

LnSize 0.622∗∗∗ −0.032∗∗∗
(0.03) (0.00)

Constant −12.679∗∗∗ 0.776∗∗∗
(0.79) (0.03)

Observations 9,058 9,072
R-squared 0.195
Industry FE YES YES
Year FE YES YES
Wald 1236 —
Pseudo R2 0.189 —
F — 65.44
Adj R-squared — 0.186
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p< 0.05, and ∗∗∗ is p< 0.01.

Table 9: Replacing dependent variables and models.

(1) (2) (3)
DPS DPS DPS

VC 0.001 0.007∗∗∗ 0.005∗∗∗
(0.00) (0.00) (0.00)

Roe 0.720∗∗∗ 0.490∗∗∗ 0.460∗∗∗
(0.02) (0.02) (0.01)

Lev −0.201∗∗∗ −0.177∗∗∗ −0.172∗∗∗
(0.01) (0.01) (0.01)

Growth −0.005∗∗∗ −0.003∗∗∗ −0.003∗∗∗
(0.00) (0.00) (0.00)

Cash 0.223∗∗∗ 0.075∗∗∗ 0.105∗∗∗
(0.02) (0.01) (0.01)

Dual −0.013∗∗∗ −0.002 −0.001
(0.00) (0.00) (0.00)

Ind −0.020 0.045 0.004
(0.03) (0.03) (0.02)

Boardsize −0.000 0.001 0.002∗∗
(0.00) (0.00) (0.00)

Top1 0.001∗∗∗ 0.001∗∗∗ 0.001∗∗∗
(0.00) (0.00) (0.00)

Soe −0.028∗∗∗ −0.017∗∗ −0.008∗
(0.00) (0.01) (0.00)

LnSize 0.033∗∗∗ 0.040∗∗∗ 0.036∗∗∗
(0.00) (0.00) (0.00)

Constant −0.582∗∗∗ −0.783∗∗∗ −0.707`

(0.04) (0.05) (0.03)
Observations 28,485 28,359 28,359
R-squared 0.301 0.629 0.648
Industry FE NO YES YES
Year FE NO NO YES
F 128.7 86.57 355.1
Adj R-squared 0.300 0.578 0.598
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p< 0.05, and ∗∗∗ is p< 0.01; all regression co-
efficient estimates are based on robustness adjusted for corporate clustering
standard error.
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cooperation with investment banks, underwriters, law firms,
and accounting firms, as well as political resources, such as
government agencies, etc. )ese relationship networks can
provide important support in the process of corporate
governance. Organizations of other backgrounds, on the one
hand, have a slight disadvantage in terms of resource ad-
vantages compared with foreign venture capital, and on the
other hand, their investment demands may be quite different
from foreign venture capital; especially for state-owned
venture capital organizations, their investment demands are
not limited to capital returns, and even to a certain extent,
capital return demands give way to strategic demands, for
example, in recent years, China has successively established
two phases of the State-owned Enterprise Structural Ad-
justment Fund, and in September 2021, the National Energy
Group Green and Low-Carbon Development Investment
Fund was established. )is type of venture capital often
undertakes the important political mission of promoting the
realization of important national strategic goals and pro-
moting industrial and regional economic development
[47, 48]. Based on the above analysis, in this section, venture
capital organizations are divided into foreign investment
capital and nonforeign investment capital according to the
capital background of venture capital, and it is expected that
listed companies held by foreign investment capital will have

a stronger willingness to pay cash dividends. )e results are
shown in Table 12.

)e results in Table 12 show the effect of venture capital
holdings on the willingness of listed companies to pay
dividends.)e results in column (2) show that the coefficient
of the foreign investment group is significantly positive at
the 10% significance level, while the nonforeign investment
group is not significant. )erefore, the inference of this
subsection is confirmed. )e venture capital with foreign
investment background, using its own experience, has
played an active supervisory role, effectively restrained the
agency behavior of listed companies, and increased the
willingness of listed companies to pay dividends.

6.2. Regional Development Level. As China is a large country
with a vast territory, there are large cultural gaps between
regions, and the level of economic development is very
unbalanced [49, 50]. In terms of the degree of market-
oriented development, the market-oriented development
degree of the eastern coastal provinces has matured pro-
gressively, while the nonmarket-oriented factors in the
economic development of the central and western regions

Table 11: Shareholding and the dividend payment level.

(1) (2) (3)
Pay Pay Pay

VCholding 0.001∗∗∗ 0.001∗∗∗ 0.001∗∗∗
(0.00) (0.00) (0.00)

Roe −0.016 −0.018∗ −0.008
(0.01) (0.01) (0.01)

Lev −0.067∗∗∗ −0.079∗∗∗ −0.075∗∗∗
(0.01) (0.01) (0.01)

Growth −0.003∗∗∗ −0.003∗∗∗ −0.003∗∗∗
(0.00) (0.00) (0.00)

Cash 0.033∗∗∗ 0.047∗∗∗ 0.049∗∗∗
(0.01) (0.01) (0.01)

Dual −0.009∗∗∗ −0.009∗∗∗ −0.008∗∗∗
(0.00) (0.00) (0.00)

Ind 0.011 0.019 0.019
(0.02) (0.02) (0.02)

Boardsize 0.002∗∗∗ 0.002∗∗∗ 0.002∗∗∗
(0.00) (0.00) (0.00)

Top1 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗
(0.00) (0.00) (0.00)

Soe −0.013∗∗∗ −0.009∗∗∗ −0.007∗∗∗
(0.00) (0.00) (0.00)

LnSize −0.033∗∗∗ −0.033∗∗∗ −0.033∗∗∗
(0.00) (0.00) (0.00)

Constant 0.791∗∗∗ 0.770∗∗∗ 0.780∗∗∗
(0.02) (0.02) (0.03)

Observations 28,485 28,485 28,485
R-squared 0.175 0.188 0.194
Industry FE NO YES YES
Year FE NO NO YES
F 154.7 141.4 134.7
Adj R-squared 0.175 0.186 0.191
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p, p< 0.05, and ∗∗∗ is p< 0.01; all regression
coefficient estimates are based on robustness adjusted for corporate clus-
tering standard error.

Table 10: Shareholding and dividend payment willingness.

(1) (2) (3)
Div Div Div

VCholding 0.005∗∗∗ 0.005∗∗∗ 0.007∗∗∗
(0.00) (0.00) (0.00)

Roe 11.022∗∗∗ 10.935∗∗∗ 11.560∗∗∗
(0.32) (0.32) (0.34)

Lev −3.803∗∗∗ −3.973∗∗∗ −3.676∗∗∗
(0.10) (0.10) (0.11)

Growth −0.070∗∗∗ −0.074∗∗∗ −0.083∗∗∗
(0.01) (0.01) (0.01)

Cash 0.802∗∗∗ 1.155∗∗∗ 1.337∗∗∗
(0.24) (0.25) (0.25)

Dual −0.175∗∗∗ −0.171∗∗∗ −0.132∗∗∗
(0.04) (0.04) (0.04)

Ind −0.519 −0.285 −0.399
(0.33) (0.34) (0.34)

Boardsize 0.019∗ 0.039∗∗∗ 0.057∗∗∗
(0.01) (0.01) (0.01)

Top1 0.008∗∗∗ 0.010∗∗∗ 0.009∗∗∗
(0.00) (0.00) (0.00)

Soe −0.232∗∗∗ −0.153∗∗∗ −0.018
(0.03) (0.04) (0.04)

LnSize 0.619∗∗∗ 0.670∗∗∗ 0.577∗∗∗
(0.02) (0.02) (0.02)

Constant −11.715∗∗∗ −13.249∗∗∗ −12.194∗∗∗
(0.37) (0.43) (0.46)

Observations 28,485 28,468 28,468
Industry FE NO YES YES
Year FE NO NO YES
Wald 3615 4142 4355
Pseudo R2 0.183 0.206 0.218
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p< 0.05, and ∗∗∗ is p< 0.01.
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still occupy relatively important regions. )e imbalance of
regional development affects the supervision and gover-
nance of venture capital in at least two aspects. First, the
degree of legal perfection. Regions with developed markets
tend to have better legal facilities, more robust investor
protection mechanisms, and more standardized corporate
governance-related policies. In the event there are behaviors
that harm the interests of investors, investors can hold the
company accountable in a more timely manner, and at the
same time, when the regulator is unable, they can still more
efficiently punish behaviors that harm the interests of in-
vestors [51]. Second, information transparency. )e eastern
coastal area was the first to complete the reform and opening
up, and in the development of the market economy, the
development of various standardized facilities is relatively
complete. In the central and western regions, where eco-
nomic development is relatively backward, the corporate
governance mechanism, supervision mechanism, and in-
formation disclosure mechanism may be more backward
than those in the eastern region, information transparency is
low, and there are more nonmarket factors interfering with
the company’s operations and decision-making. In con-
clusion, in regions with a low level of economic

Table 12: Background of foreign capital and willingness to pay
dividends.

(1) (2)
Nonforeign Foreign investment

Div Div
VC 0.070 0.081∗

(0.04) (0.04)
Roe 11.761∗∗∗ 11.762∗∗∗

(0.34) (0.34)
Lev −3.738∗∗∗ −3.725∗∗∗

(0.11) (0.11)
Growth −0.082∗∗∗ −0.083∗∗∗

(0.01) (0.01)
Cash 1.392∗∗∗ 1.346∗∗∗

(0.26) (0.25)
Dual −0.139∗∗∗ −0.136∗∗∗

(0.04) (0.04)
Ind −0.422 −0.378

(0.34) (0.34)
Boardsize 0.060∗∗∗ 0.061∗∗∗

(0.01) (0.01)
Top1 0.014∗∗∗ 0.014∗∗∗

(0.00) (0.00)
Soe −0.071∗ −0.059

(0.04) (0.04)
LnSize 0.583∗∗∗ 0.579∗∗∗

(0.02) (0.02)
Constant −12.003∗∗∗ −11.986∗∗∗

(0.47) (0.46)
Observations 27,953 28,437
Industry FE YES YES
Year FE YES YES
Wald 4258 4313
Pseudo R2 0.217 0.216
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p< 0.05, and ∗∗∗, ∗∗ is p< 0.01.

Table 13: Regional development level and dividend payment
willingness.

(1) (2)
Eastern Central and western
Div Div

VC 0.062 0.174∗∗
(0.05) (0.07)

Roe 12.043∗∗∗ 11.734∗∗∗
(0.43) (0.55)

Lev −3.381∗∗∗ −4.400∗∗∗
(0.13) (0.20)

Growth −0.092∗∗∗ −0.067∗∗∗
(0.02) (0.03)

Cash 1.408∗∗∗ 1.263∗∗∗
(0.32) (0.44)

Dual −0.162∗∗∗ −0.045
(0.05) (0.07)

Ind −0.741∗ −0.092
(0.45) (0.55)

Boardsize 0.053∗∗∗ 0.070∗∗∗
(0.01) (0.02)

Top1 0.015∗∗∗ 0.010∗∗∗
(0.00) (0.00)

Soe −0.119∗∗ 0.142∗∗
(0.05) (0.06)

LnSize 0.508∗∗∗ 0.729∗∗∗
(0.02) (0.03)

Constant −10.689∗∗∗ −15.205∗∗∗
(0.62) (0.76)

Observations 19,418 9,035
Industry FE YES YES
Year FE YES YES
Wald 2783 1626
Pseudo R2 0.215 0.229
Note. )e marking criteria for statistical significance in this table are as
follows: ∗ is p< 0.10, ∗∗ is p< 0.05, and ∗∗∗ is p< 0.01.
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development, the role of venture capital in supervision,
governance, and consultation can better reflect the stage of
increasing marginal returns. However, in regions with a
higher level of economic development, the marginal returns
of supervision and consultation may decline [52]. )erefore,
this section infers that the supervision and consultation role
of venture capital is more significant in the central and
western regions.

)e results in Table 13 show the effect of venture
capital holdings on the willingness of listed companies to
pay dividends. Among them, column (2) shows that the
impact of venture capital in the central and western
regions on the willingness to pay dividends is signifi-
cantly positive at the 5% significance level, and the net
effect is 0.174. However, in column (1), the coefficient of
venture capital is not significant in the eastern region
sample. )e above results confirm the inference of this
section, that is, the impact of venture capital holdings on
relatively underdeveloped central and western regions is
more significant [53].

7. Design and Implementation of Venture
Capital Information Management Platform
Based on J2EE

)e vigorous development of information technology
makes it possible to design and develop venture capital
information management platform based on the research
conclusions of this paper [54–59]. )e design, develop-
ment technology, and development mode of information
service system are very important, which affects the per-
formance of the system. For later maintenance and
function expansion, there are two main development
platforms: J2EE and .NET. )e system developed by. Net
runs on Windows operating system, while the system
developed by J2EE can run on LinuX, UNIX, andWindows
operating system, so it is more suitable for the software and

hardware environment in this paper. )erefore, J2EE is
used as the development platform here. Based on J2EE
[56, 59], a venture capital information management
platform is built.

)e multitier distributed application model of J2EE
divides the different layers in the two-tier model into many
layers, as shown in Figure 1.

With the rapid development of Internet, how to con-
struct the three-tier B/S structure quickly and effectively has
become a research hotspot. MVC divides web applications
into three layers: model, view, and controller. Its structure is
shown in Figure 2.

As shown in Figure 2, (1) the model refers to the
business logic layer, which is usually composed of Java,
JavaBean or EJB, or Java + EJB. All businesses are processed
by this layer; (2) view refers to the presentation layer, that
is, functional web page display. JSP plays a major role in this
layer; and (3) the controller is used to accept and distribute
the request to the business layer, and pass the data returned
by the business logic to the view layer for presentation to
the requester.

)e corresponding relationship between MVC and J2EE
architecture is shown in Figure 3.)e view is in the web layer
and the client layer, usually JSP/servlets. )e controller is
also in the web layer and is usually implemented with
servlets. )e model is in the business logic layer and is
usually implemented with server-side JavaBeans or EJB.

7.1. Requirement Analysis. According to the above research,
the system requirements of venture capital information
management platform include the following:

(1) Realize the release and sharing of venture capital
information, including investment projects, financ-
ing projects, investment and financing hotspots,
investment and financing institutions, and other
information
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Figure 2: MVC mode.
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(2) Realize the classification and retrieval of venture capital
information, including project classification and re-
trieval, organization classification and retrieval, ranking
list of hot investment, and financing projects, etc.

(3) Realize the rating of venture capital projects, in-
cluding the government’s rating of venture capital
institutions, the rating of venture capital projects,
and rating release

For these requirements, the functional planning of the
platform is shown in Figure 4.

7.2. Use Case Model. Use case is a dynamic description of
system behavior.)rough use case modeling, it describes the
external roles interested in the system and their functional
requirements for the system. According to the analysis of
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Figure 4: Functional planning of the designed platform.
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user behavior, users are divided into tourists, registered
users, and administrator users. When different users carry
out relevant operations, they have relatively different
permissions.

Visitors can only browse the web and query information.
Registered users can browse web pages, query information,
publish project information, and obtain project related
progress. Administrator users can manage the registered
users of the website, review the investment and financing
projects, rate the investment and financing projects, and be
responsible for the maintenance of the website and the
release and update of relevant news information. )eir use
case diagram is shown in Figure 5.

7.3. System Design. )e system design of venture capital
information management platform is an important stage in
the process of system construction. )e platform adopts a
three-tier structure of standard database layer, data pro-
cessing layer, and dynamic web page presentation layer. )e
database is mainly responsible for data storage, retrieval,
change, and deletion. )e data processing layer is mainly
responsible for the generation of SQL statements, database
state feedback, data information inspection, etc. )e dynamic
web page presentation layer is responsible for generating
relevant web pages according to the obtained data or web
page requests, and finally displaying them on the browser.)e
overall architecture of the platform is shown in Figure 6.

)e object relation model is designed as follows: )e
object of the platform consists of three objects: enterprise,
project, and project index. )e project index object can be
included in the project object, so as to reduce the number of

objects and simplify the object relationship. However,
considering that the project index and project rating are the
core content of the website, and the project rating itself is
flexible, it may be added and changed according to the actual
situation within a certain period of time, )erefore, project
indicators are listed here as a special object. Although it
brings some system overhead, it reduces the coupling of the
system model and conforms to the characteristics of the
system itself. An entity-relationship (E-R) diagram is shown
in Figure 7.
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Figure 6: )e overall architecture.
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7.4. Specification Design. )e venture capital information
management platform developed by the project is a me-
dium-sized government level website. )e website visit
frequency supports less than 500 people per second, sup-
ports online access of less than 2000 people, and supports the
registration of tens of thousands of users. )e specification
design is shown in Table 14.

8. Conclusion

)is paper takes all A-share listed companies from 2003 to
2019 as samples, and studies the impact of venture capital
holdings on the dividend policy of listed companies. )is
paper examines the effects of venture capital holdings on the
willingness of listed companies to pay dividends and their
level of dividend payment.)e research results are as follows:
First is the basic test. By constructing the logit model, it can
be seen that companies that have obtained venture capital
holdings have a stronger willingness to pay dividends than

companies that have not obtained venture capital holdings.
By constructing the OLS regressionmodel, it can be seen that
the listed companies with venture capital holdings among
the top ten shareholders have a higher level of dividend
payment. Second is the mechanism test. According to the
derivation logic of this paper, the influence of venture capital
on the dividend policy of listed companies is achieved by
exerting its supervisory function and alleviating the agency
problem of listed companies. )erefore, this paper examines
the difference in the impact of venture capital on the divi-
dend policy of listed companies at different levels of agency
problem. )e results show that in the group with more
serious agency problem, the positive promotion effect of
venture capital on the dividend payment willingness and the
dividend payment level of listed companies is more signif-
icant. )ird is endogeneity and robustness checks. In order
to alleviate the possible problems of sample selection, this
paper designs a propensity score matching method to
control the possible endogeneity problem. )e results show
that the sample regression results after propensity score
matching are still robust. At the same time, in order to
enhance the robustness of the conclusion, a series of ro-
bustness checks, such as replacing the dependent variable,
replacing the estimated model with the Tobit model, and
replacing the independent variable, have been carried out
successively, and the conclusion still holds. Fourth is further
research. Further research finds that venture capital orga-
nizations of different backgrounds have different effects on
the cash dividend policy of investee companies.)e situation
is reflected in the following aspects: companies with foreign
investment venture capital holdings are more inclined to
distribute cash dividends, and at the same time, the cash
dividend payment rate is higher because foreign investment
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Table 14: )e specification design.

Definition of platform Medium-sized government
level website

Number of people online <3000
Number of registered users >10000
Home page hits/day <5000
Home page unique IP <5000
Total flow <5G
Page views <300000
Platform access frequency <500 times/second
Home page flow/day <1G
IP quantity <50000
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venture capital has a more complete corporate governance
experience. At the same time, the uneven level of regional
development and the difference in the degree of market-
ization will also affect the role of venture capital supervision
and governance. In the central and western regions, where
the level of economic development is relatively backward, the
impact of venture capital on the promotion of the dividend
policy of listed companies is more significant.

Taking the cash dividend policy of listed companies as
the starting point, this paper studies the specific role of
venture capital shareholding in corporate governance, and
provides empirical evidence on dividend policy for the re-
search on the role of venture capital governance.

From the conclusion of this paper, we can get the fol-
lowing two implications: First, as far as the regulatory bodies
are concerned, the China Securities Regulatory Commission
has continuously issued relevant policies since 2001, in order
to encourage listed companies to actively distribute cash and
strengthen the protection of the interests of small and
medium shareholders, thereby increasing the returns of
capital market investors. However, the promotion effect of
the semimandatory dividend policy is far from satisfactory.
)e research in this paper effectively proves the positive role
that venture capital organizations play in the governance of
listed companies. )erefore, as far as the regulatory bodies
are concerned, actively guiding social capital to participate in
social and economic construction in an orderly and steady
manner has a positive driving effect on promoting the
healthy development of the capital market and alleviating
the “new normal” situation that China’s economy is cur-
rently in. Second, as far as listed companies are concerned,
actively introducing financial intermediaries such as venture
capital and “active investors” and relying on the rich in-
dustry experience and complete corporate governance ex-
perience of such investors will help alleviate the internal
agency problem of listed companies, so as to enhance the
company’s efficiency and increase the company’s value.
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With the rapid development of society, the risk management of personal health and assets has become an important content that
cannot be ignored in all walks of life. With the in-depth advancement of risk management, most of the construction risks of
prefabricated buildings adopt qualitative research based on experience and intuitive judgment and quantitative research on
quantitative mathematical statistics, but there are few models for risk assessment of prefabricated buildings with dynamic
characteristics to adapt to the rapid development of prefabricated buildings and the lack of prefabricated construction in various
stages and complex environments, with risk prediction and e�ective response capabilities. Based on this, this paper attempts to
propose a fuzzy neural network risk research method for prefabricated building construction, making full use of the fuzzy neural
network’s qualitative knowledge expression and quantitative numerical computing advantages, to establish a set of strong fault
tolerance and better adaptive ability: fuzzy neural network evaluation model for extensive prefabricated building construction
risk. �rough the design of the fuzzy network model structure, the membership vector of the qualitative and quantitative
indicators of the fuzzy comprehensive evaluation of the risk of prefabricated building construction is used as the input vector of
the neural network, and the evaluation result is used as the output of the neural network. �e samples were trained, programmed,
and debugged, and it was found that the training results of the samples were in good agreement with the expected output results,
which further veri�ed the feasibility and applicability of the fuzzy neural network in the risk assessment process of prefabricated
buildings. It is of good guiding signi�cance to conduct continuous observation and formulate e�ective risk aversion and
response plans.

1. Introduction

With the continuous advancement of construction indus-
trialization, prefabricated buildings have achieved unprec-
edented development, injecting new kinetic energy into the
advancement of global climate governance. With the con-
tinuous emergence of green construction appeals, the new
construction method of prefabricated buildings will become
more and more popular. Meanwhile, it is widely used in
industry and residences because of its high production ef-
�ciency, high production accuracy, small environmental
impact, and high degree of industrialization. Compared with
traditional building forms, prefabricated buildings have
di�erent quality, technology, and construction period re-
quirements in the detailed design stage, prefabrication

transportation stage, and hoisting stage. In order to reduce
and avoid risk losses, prefabricated buildings are e�ectively
risked [1, 2].

Management is particularly important. In risk man-
agement, risk assessment is an important basis for risk
management. It aimed to �nd, analyze, and predict the
dangerous and harmful factors existing in the project and the
system and the severity of the accident that may be caused,
then propose reasonable and feasible safety countermea-
sures, and guide the source of danger [3, 4]. Monitoring and
accident prevention are done to achieve the lowest accident
rate, the least loss, and the best return on safety investment.
Traditional risk assessment methods are divided into
qualitative assessment and quantitative assessment. �e
qualitative method is mainly based on experience and
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intuitive judgment, while the quantitative method is based
on a large number of experimental results and extensive
statistical analysis of accident data. Both of these two
methods have certain defects, which limit their application,
and the method combining qualitative and quantitative can
make up for the shortcomings of traditional methods [5].

-erefore, this paper adopts the fuzzy evaluationmethod
based on neural network to study the risk management of
prefabricated construction. Applications can also be a good
way to overcome subjectivity in evaluation.

2. Related Work

In terms of risk management research on prefabricated
building construction, the predecessors have conducted
statistical modeling and analysis of various building risk
factors such as cost, safety, and energy for analysis, evalu-
ation, and decision-making for enterprises. For example, by
combining factors such as the construction period of pre-
fabricated buildings, energy consumption in the construc-
tion process, and seismic performance of prefabricated
buildings, the dynamic case analysis research method is used
to analyze the high probability risk of prefabricated build-
ings and the use of residential target comfort and prefab-
rication. -e data monitoring of the prefabricated buildings
explains the construction management risks of prefabricated
buildings and the degree of influence of various risk factors
on the public [6]. Lee et al., through literature review and
detailed analysis of risk factors at the construction site,
combined with the impact of the risk factors on the site of
prefabricated building construction, used AHP to establish a
weight system for risk indicators. According to the classi-
fication of risk factors in the construction management of
conventional buildings, comprehensively use the statistical
analysis method of accident cases and risk matrix to carry
out risk assessment [7]. Hinze and others put forward
suggestions on the safety management of prefabricated
buildings and evaluate the construction risks of pre-
fabricated buildings through the concept of leading indi-
cators [8].

-rough the construction of the F-QRAM model, Pinto
evaluates inaccurate and vague risk variables, determines the
key risk factors of prefabricated building construction,
provides guidance for safety risk management during project
construction, and guides decision makers in the process of
risk assessment. It provides enterprises critical, scientific,
and objective guidance for risk response [9]. Xiao et al.,
through the construction of a fuzzy-based prefabricated
building risk assessment model, used the direct rights
method to calculate the weights of various indicators, ef-
fectively reducing the deviation caused by subjective
weighting [10]. Based on the existing research and analysis
combined with rough set theory, Guo et al. discussed and
analyzed DM (data mining) technology and redefined the
risk factors affecting prefabricated buildings. -rough the
quantitative assessment of risk factors, redundant risk fac-
tors are reduced to form the final efficient and quick de-
cision-making method [11].

Staub-French et al. use BIM applications and REPCON
(Project Progress Management Program) to combine the
Internet and prefabricated buildings to simulate and adjust
the construction progress and the process of project
implementation, so as to formulate effective control for the
quality and safety in the construction management of
prefabricated buildings measures [12]. Li et al. used SNA to
identify various risk factors in precast concrete projects.
-rough BIM-centered strategic recommendations, the
probability of risk occurrence can be reduced and the
communication of target stakeholders can be promoted [13].
Sinha conducted in-depth research and analysis on the
construction management of prefabricated frame systems
based on the research foundation of predecessors, con-
ducted research on various types of supporting structural
components and evaluated construction management
risks, and proposed the use of standardized supporting
frame systems in construction, to ensure the quality of the
structure and reduce the risk factors of construction
management [14].

3. Related Theories

3.1. Fuzzy�eory. Fuzzy theory is developed on the basis of
fuzzy mathematics. -e theory is attached to the basic
concept of fuzzy sets and the theory of continuous mem-
bership functions [15]. A large number of facts show that
many things are put before the cart because of excessive
pursuit of precision. If a suitable mathematical language is
found to describe the ambiguity of things, proper fuzzy
processing can achieve a more precise purpose.

3.1.1. Fuzzy Set. A fuzzy set has an indistinct boundary. For
a fuzzy set, an element can both belong to the set and not
belong to the set, and the boundary is blurred. In fuzzy logic
based on fuzzy sets, the truth of any statement or proposition
is only a certain degree of truth, that is, fuzziness. It reflects
the uncertainty of events, which can be characterized by the
degree to which an element belongs to a certain set, and a
numerical value belonging to [0,1]—amembership function.
In [16], fuzzy sets and membership functions are defined as
follows: Given a universe of discourse X, any mapping from
X to the closed region [0,1]:

μA: X⟶ [0, 1],

x⟶ μA(x).
(1)

μA is called the membership function of the fuzzy set A,
and μA(x) is called x is the membership function of A. -e
degree of membership can also be denoted as A(x).

3.1.2. Membership Function. Professor Zadeh first proposed
the concept of membership function in 1965, which is used
to describe the degree of membership of the element u to the
fuzzy set U. Due to the uncertainty of this relationship, it is
generally used from the interval [0,1]. -e value taken re-
places the two values of 0 and 1 to describe the “true degree”
of an element belonging to a fuzzy set. -rough membership
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function, a fuzzy concept can be expressed transitionally
from “not belonging at all” to “belonging completely,” and it
is easier to quantitatively analyze and express all fuzzy
concepts.

-e qualitative description of objective things by mem-
bership function is relatively objective in nature, but different
individuals have different cognitions to the same fuzzy concept,
so there is subjectivity. -e determination of the membership
function is still based on experience and experiments, and there
is no effective systematic method. At present, the common
determination methods include fuzzy statistics method, as-
signment method, expert experience method, and so on.-ese
methods improve the rough membership function through
continuous “learning” and “practice,” so as to achieve the unity
of the subjective and the objective.

3.1.3. Fuzzy Logic System. Fuzzy logic system refers to a
system including fuzzy concepts and fuzzy logic. When it
exercises control function, it is called fuzzy logic controller.

Due to the randomness in fuzzy concept and fuzzy logic
selection, fuzzy logic systems with various states can be
constructed. For example, the combination of various fuzzy
neurons constitutes a neural network logic systemwith fuzzy
information processing functions.

3.2. BP Neural Network Algorithm

3.2.1. Principle of BP Neural Network. -e BP neural net-
work consists of three parts: input layer, hidden layer, and
output layer. Each layer involves a large number of neurons,
and these three layers are also organically combined by these
neurons to form the integrity of the model [17–20].

In the BP neural network model, the feature vector is
input from the input layer to carry out the model network.
After the feature vector is recognized in the input layer, it is
transmitted to the hidden layer by the neuron and performs
certain data processing. Finally, it is also transmitted to the
output layer by the neuron. -e data is processed and
compared according to the given expected value. When the
output conditions are not met, the output layer starts to

perform reverse transfer and weight adjustment, and this
cycle is repeated until the output reaches the preset expected
value. It can be seen that the BP neural network is an in-
telligent model that can continuously learn and self-adjust,
and its structure is shown in Figure 1.

-e learning of the BP neural network is mainly to adjust
the connection weights between the neurons only through the
learning algorithm, so that the output results are closer to the
expected value. Guided learning with a tutor is divided into four
processes: forward transmission of information, reverse ad-
justment of errors, model training, and “learning convergence.”

3.2.2. Learning Algorithm of BP Neural Network. -e
flowchart of the BP neural network learning algorithm is
shown in Figure 2; initialization is to select the initial weight
of the network, generally a small random number around
zero. When the specified number of learning times or the
expected output error index is reached, or the change of the
error index is less than a certain closed value, the learning
ends; otherwise, the learning continues.

Combined with Figure 1, it is assumed that the input
learning sample is p, the number of input neurons is n, the
number of hidden layer neurons ism, the number of output
neurons is r, and the conversion function adopts a sigmoid
function, namely: f(x) � 1/1 + e− x, the weight correction
process is as follows:

Signal forward transmission

Error reverse adjustment

Input layer hidden layer Output layer

Figure 1: BP neural network structure.

initialization

end

Given a supervisory 
signal

Calculate the output of each node in 
the hidden layer and output layer

Calculate the reverse 
error

weight 
learning

learning 
outcomes

Y

N

Figure 2: Flowchart of BP algorithm.
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(1) Forward propagation of information

①-e output of the jth neuron in the hidden layer is

Sj � f netj  � f 
n

t�1
ωijxti + θj

⎛⎝ ⎞⎠,

j � 1, 2, . . . , m; t � 1, 2, . . . , p,

(2)

where xti is the input of the i-th neuron in the t-th
sample, and ωij is the weight from the i-th neuron
to the jth neuron.
②-e output of the kth neuron in the output layer is

Sk � f netk( 

� f 

m

j�1
ωjksj + θk

⎛⎝ ⎞⎠, k � 1, 2, . . . , r,

(3)

ωjk is the connection weight from the jth neuron to
the kth neuron.
③ Define the error function:

E �
1
2



r

k�1
Sk + sk( 

2

�
1
2



r

k�1
ek( 

2
,

(4)

where Sk is the expected output of the kth neuron in
the output layer.

(2) Weight change and backpropagation of error

① -e weight change of the output layer
-e weights from the jth input to the kth output are

Δωjk � −α
zE

zωjk

� −α
zE

zSk

·
zSk

znetk
·
znetk
zωjk

� α Sk − sk(  · f′ netk(  · Sj � αδjkSj.

(5)

Among them, δjk � (Sk − sk) · f′(netk)

Similarly:

Δθk � −α
zE

zθjk

� −α
zE

zSk

·
zSk

znetk
·
znetk
zθjk

� α Sk − sk(  · f′ netk( 

� αδjk.

(6)

② Changes in hidden layer weights

-e weights from the jth input to the kth output are

Δωij � −β
zE

zωij

� −β
zE

zSk

·
zSk

zSj

·
zSj

zn etj

·
znetj
zωij

,

� β 
r

k�1
Sk − sk(  · f′ netk(  · ωjk · f′ netj  · xti

� βδijxti.

(7)

Among them, δij � ej · f′(netj), ej � 
r
k�1 δjkwjk

Δθj � −β
zE

zθj

� −β
zE

zSk

·
zSk

zSj

·
zSj

znetj
·
znetj
zθj

,

� β 

r

k�1
Sk − sk(  · f′ netk(  · ωjk · f′ netj  � βδij.

(8)

Among them, α and β are called the step size of the
gradient search algorithm, also called the conver-
gence factor. -e larger the value, the faster the
weight adjustment. Generally, the values of α and β
can be larger without causing oscillation.

(3) -e error backpropagation process is actually by
calculating the error ek of the output layer and then
multiplying it by the first derivative f′(netk) of the
activation function of the output layer to obtain δjk.
Since the target vector is not directly given in the
hidden layer, the δjk of the output layer is used to
transfer the error backward to obtain the change
Δωjk of the output layer weight and then calculate
� 

r
k�1 δjkΔωjk and then multiply ej by the first

derivative of the activation function of the hidden
layer f′(netj) to obtain δij, so as to obtain the
variation of the weight of the previous layer Δωij.

(4) Weight correction

① Use δjk to correct the weights and thresholds
between the output layer and the hidden layer

ωjk(t + 1) � ωjk(t) + Δωjk � ωjk(t) + αδjkSj,

θk(t + 1) � θk(t) + Δθk � θk(t) + αδjk.
(9)

② Use δij to correct the weights and thresholds
between the input layer and the hidden layer

ωij(t + 1) � ωij(t) + Δωij � ωij(t) + βδijSj,

θj(t + 1) � θj(t) + Δθj � θj(t) + βδij.
(10)

Calculate the function E after the corrected error again; if
E is less than the specified upper limit of error, the algorithm
ends; otherwise, the number of learning times t� t+ 1 is
updated, and the weights and thresholds are recorrected.

-ere are two ways to train the network with the BP
network algorithm. One is to modify the weights every time a
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sample is input, which is the standard error propagation
method; the other is the batch method, that is, all the samples
that constitute a training cycle are computing the total average
error after one input is a truly global gradient descent method.
-e number of corrections in the latter is significantly reduced,
which can save learning time, but since the average of all mode
errors is used, oscillations may occur in some cases.

4. Risk Assessment Model of Prefabricated
ConstructionBasedonFuzzyNeuralNetwork

4.1. Fuzzy Neural NetworkModel Construction. Fuzzy neural
network can be divided into fuzzy neural network calculated
according to fuzzy numbers and fuzzy neural network formed
based on the logical reasoning process of fuzzy rules [21–24].
Based on the characteristics of knowledge management, this
paper builds a 4-layer fuzzy neural network based on the first
type of fuzzy neural network. -e first and second layers are
fuzzy modules, and the second, third, and fourth layers are
neural network modules, as shown in Figure 3.

-e first layer is the input layer, which is responsible for
the input of the fuzzy neural network. Each node represents
an input variable (risk index). According to the reliability
and validity test in Chapter 2, the input layer has a total of 7
nodes.

-e second layer is the fuzzification layer, whose role is
to fuzzify the input variables and make them the input layer
of the neural network module. -is layer uses a Gaussian
function as the membership function:

μxi � exp −
1
2

xi − μi

σi

 

2
⎡⎣ ⎤⎦. (11)

Among them, μi is the center of themembership function,
σi determines the width of the membership function, and tthe
mean value of all samples of the index xi on the input layer is
the μi value of the index at the corresponding level; the
membership of the index on the fuzzification layer. -e
function width takes the following value:

σi �

�������������
1
n


n

j�1 xi − μi( 



. (12)

-e third layer of fuzzy reasoning layer is also the hidden
layer of the fuzzy neural network. It mainly realizes the
mapping from the fuzzy value of the input variable to the
fuzzy value of the output variable and determines the
number of nodes according to the above algorithm.

-e fourth layer is the output layer, which outputs the
result of fuzzy evaluation.

xi

x1

xn

u5n

rm

rk

r1

O1

O2

O3

O4

O5

ωij

Fuzzy module Neural Network Module

Figure 3: Fuzzy neural network topology diagram.
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4.2. Learning Steps of Fuzzy Neural Network. -e specific
learning steps are as follows:

Step 1: Cluster the sample data using the K-means
method, set the number of clusters to 5, and obtain the
mean μi and variance σi ∈{1, 2, 3, 4, 5} of each category,
respectively.

Step 2: Transform the input sample Xk

h ∈ (1, 2, . . . , P) · · · through the membership function
to realize the fuzzification process, so that n nodes are
mapped to 5n fuzzy layer nodes and used as the input of
the fuzzy inference layer.

Step 3: Set the number of learning times t� 0, assign
small random numbers to the network weights and
thresholds, ωij(t) ∈ [−1, 1], ωjk(t) ∈ [−1, 1] σj(t) ∈
[−1, 1]; σk(t) ∈ [−1, 1].

Step 4: Input a sample (Xh, Th); P is the number of
samples, Xh ∈ Rp, Tk ∈ Rr.
Step 5: Calculate the actual output of the fuzzy
inference layer and the output layer, respectively;
Sj � f(netj), Sk � f(netk), where f(x) is a sigmoid
function.
Step 6: Calculate the fuzzy inference layer error σij and
the error σjk of each node in the output layer.
Step 7: -e t-th correction is made to the weights and
the stop values, ωjk(t + 1) � ωjk(t) + αδjkSj, θk(t+ 1)

� θ(t) + αδjk; ωij(t + 1) � ωij(t) + βδijSj, θj(t + 1) �

θ(t) + βδij;

Step 8: Calculate the error function E; if E< ε, the
network training ends; otherwise, go to Step 5.

5. Risk Assessment and Analysis of
Prefabricated Building Construction
Based on Fuzzy Neural Network

In this section, on the basis of the relevant literature
[25–33], the risk management evaluation index system
and theoretical system of prefabricated building con-
struction will be proposed, and the evaluation indicators
will be integrated, and the empirical research on the risk
evaluation of prefabricated building construction will be
carried out by using the fuzzy neural network method, and
the indicators will be verified. Verify the rationality and
effectiveness of the index system and the operability of
risk assessment work.

In the verification process, the computer is used as the
realization tool, and the research methods combining BP
neural network and SPSS statistical analysis are used,
respectively. -e generalization ability and training speed
of the network can reduce the probability of the BP
network falling into a local minimum point, and the BP
neural network program is written by using the neural
network toolbox in the MATLAB language program to
provide decision support for the research on risk man-
agement of prefabricated buildings.

5.1. Prefabricated Building Construction Risk
Data Acquisition

5.1.1. Acquisition of Input Layer Data. -e acquisition of
input layer data is mainly achieved through the factor score
of each sample, that is, how the common factor is repre-
sented by a linear combination of statistical indicators,
which refers to the estimated value Fj of the common factor
Fj

Fj:
Fj � bj1X1 + bj2X2 + · · · + bjpXp, j � 1, 2, . . . , 7; p � 25. (13)

Since this study uses correlation coefficient matrix for
factor analysis, it is assumed that x1, x2, . . . , xp are stan-
dardized variables of influencing factors; bi1, bi2, . . . , bip are
factor score coefficients; Fj is the estimated value of the jth
factor, as shown in Table 1.

5.1.2. Fuzzy Layer into Data Acquisition. K-means clus-
tering is performed on the 5 common factors of the sample,
and the number of clusters is set to 5, which correspond to
the high, high, medium, low, and low of the construction risk
of prefabricated buildings; the clustering method of com-
mon factors adopts Iterate and Classify. -e clustering
method continuously iterates and replaces the center po-
sition on the basis of the starting class center and assigns the
observations to the nearest class; after 10 iterations, the
cluster center matrix is obtained, as shown in Table 2.

After the samples are classified, run the Analyze Com-
pare Means command in SPSS 20.0 software to obtain the
value of the membership function width δi of each factor at
the corresponding level. -e results are shown in Table 3.

According to the Gaussian function, the membership
degree of each factor in each category in the sample can be
obtained. As the output of the second layer of the fuzzy
neural network, there are 25 in total.

5.2. Evaluation Results and Analysis of Construction Risks of
Prefabricated Buildings

5.2.1. Determine the Number of Hidden Layer Nodes.
RunMATLAB 2016a; use 160 sample data to train the neural
network and 10 sample data to test the neural network to
find the optimal number of hidden layer nodes. According to
the relevant theory in Section 3.2.1, the optimal hidden layer
of BP neural network should be between 7 and 16, and the
number of nodes in the output layer is 5; (1,0,0,0,0),
(0,1,0,0,0), (0,0,1,0, 0), (0,0,0,1,0), (0,0,0,0,1) represent the
low, low, medium, high risk status of prefabricated building
construction, respectively.

Run the following program in MATLAB, and adjust the
number of hidden layer nodes between 7 and 16 in turn.
After repeated training, the results are shown in Table 4.

p� []ʹ; % training sample data
t� []ʹ; % training sample target output
net� newff(minmax(p), [7, 5], (“logsig,” “logsig,”
“traingd”); % Adjust the number of hidden layer nodes
in turn
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Table 1: Factor score matrix.

Variable
Component

1 2 3 4 5 6 7
Illegal wires 0.127 0.169 0.012 0.186 0.098 0.095 0.187
Not wearing protective equipment 0.215 0.109 0.096 0.128 0.118 0.011 0.232
Low sense of responsibility 0.145 0.119 0.239 0.125 0.058 0.132 0.077
Unskilled workers 0.244 0.040 0.095 0.065 0.296 0.015 0.219
Work fatigue or difficulty concentrating 0.153 0.025 0.017 0.630 0.149 0.139 0.029
Improper operation of staff 0.221 0.016 0.002 0.330 0.011 0.221 0.015
Unsafe factors of materials 0.159 0.079 0.017 0.320 0.100 0.112 0.111
-e machine itself is faulty 0.069 0.018 0.094 0.180 0.224 0.126 0.125
Machine overload 0.129 0.050 0.930 0.134 0.055 0.214 0.236
Machine instability 0.085 0.189 0.080 0.097 0.437 0.053 0.043
Insufficient formwork or support strength 0.046 0.328 0.074 0.139 0.019 0.024 0.201
Safety electricity check is not in place 0.017 0.011 0.339 0.440 0.048 0.021 0.068
Inappropriate device selection 0.032 0.118 0.443 0.620 0.097 0.091 0.032
Scaffolding is not strong 0.037 0.018 0.276 0.220 0.008 0.321 0.013
Lack of safety rules and regulations 0.046 0.230 0.052 0.500 0.128 0.045 0.067
Working at heights in rain and snow 0.021 0.425 0.171 0.036 0.115 0.003 0.038
No protective equipment issued 0.021 0.114 0.036 0.220 0.246 0.025 0.068
Improper protective measures 0.047 0.084 0.134 0.300 0.368 0.053 0.054
-e scheme design is unreasonable 0.022 0.158 0.025 0.620 0.231 0.044 0.550
Component positioning is not accurate 0.027 0.121 0.110 0.460 0.740 0.238 0.195
Component connection technology is immature 0.057 0.008 0.001 0.237 0.013 0.657 0.091
Installation detection technology is not in place 0.024 0.002 0.065 0.436 0.019 0.009 0.035
-e venue is wet 0.045 0.142 0.247 0.410 0.063 0.083 0.372
Lightning strike 0.005 0.004 0.108 0.257 0.007 0.012 0.034
Unstable address conditions 0.028 0.026 0.580 0.003 0.139 0.069 0.569
Extraction method: principal component analysis. Rotation method: varimax with Kaiser normalization component scores.

Table 2: Final cluster center table.

Risk factor
Cluster

1 2 3 4 5
Construction man-made risk factors 0.30669 0.65002 0.37318 0.75269 0.99813
Construction object status risk factor 0.93776 0.60900 0.13977 0.96965 0.32387
Organizational management risk factors 0.01515 0.30078 0.43660 0.49873 0.49662
Technical risk factor 0.95545 1.10145 0.38124 0.19331 0.28419
Environmental risk factors 0.11760 0.6142 0.03631 0.17670 0.20122

Table 3: -e number of observations in each cluster.

Cluster Construction man-
made risk factors

Construction object
status risk factor

Organizational
management risk factors

Technical risk
factor

Environmental risk
factors

1 Std.Deviation 0.77162 0.88396 0.85552 0.72690 1.04963
N 30 30 30 30 30

2 Std.Deviation 0.81567 0.78319 0.78090 0.78561 0.98561
N 33 33 33 33 33

3 Std.Deviation 0.50520 0.66778 0.83839 0.80372 1.10388
N 35 35 35 35 35

4 Std.Deviation 0.85277 0.72303 1.12236 0.82401 0.80691
N 31 31 31 31 31

5 Std.Deviation 0.70531 0.76015 0.98847 0.60445 1.02208
N 41 41 41 41 41

Total Std.Deviation 1.00000 1.00000 1.00000 1.00000 1.00000
N 170 170 170 170 170
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net.trainParam.show� 100;
net.trainParam.goal� 1e− 5:
net.trainParam.epochs-8000;
net.trainParam.lr� 0.08;
net.trainParam.lr_inc� 1.4;
[net,tr]� train(net,p,t);
Y� sim(net,p); e� t− y:
Q�mse(e)
% output training error
ptest� []ʹ; % test sample data
ttest� []ʹ; test sample target output
a4� sim(net,ptest);
E� ttest-a4;
Perf�mse(E)
% output test error

(1) Save Netl Net. In Table 4, as the number of hidden layer
nodes increases, the training error gradually decreases, but the
test error slightly oscillates after more than 14. -erefore, the
relationship between the number of hidden layer nodes,
training error, and test error is comprehensively considered.
And the number of nodes in the hidden layer is determined to
be 14. It is not that the more the nodes in the hidden layer, the
better the performance of the network.When testing samples,
it was found that the training error first decreased and then
gradually increased with the increase of the number of nodes
in the hidden layer. Although the increase is not very large, it
is enough to affect the performance of the neural network.

Figure 4 shows that, with the increase of training times,
the network training error gradually decreases. When the
training times reaches 903 times, the network reaches the set
error; that is, the network completes the training.

5.2.2. Evaluation Results and �eir Analysis. -e actual
output results and the expected output results of the 10

Table 4: -e relationship between the number of hidden layer nodes and the training error and measurement error.

Number of hidden layer nodes Error training Test error
7 9.9601e− 006 1.5167e− 005
8 9.9594e− 006 1.3938e− 005
9 9.9254e− 006 1.4127e− 005
10 9.9249e− 006 1.5753e− 005
11 9.9160e− 006 1.1991e− 005
12 9.9061e− 006 1.0685e− 005
13 9.8343e− 006 1.5538e− 005
14 9.8254e− 006 1.6156e− 005
15 9.7783e− 006 1.4073e− 005
16 9.4784e− 006 2.9405e− 005

Performance is 9.6604e-006, Goal is 1 e-005
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Figure 4: -e training graph with the hidden layer node of 14.
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sample data are shown in Table 5. It is found that the training
results of the samples are in good agreement with the ex-
pected output. It can be seen that the trained fuzzy neural
network can well obtain and store expert knowledge, ex-
perience, and judgment. It can be seen that the data-based
serial fuzzy neural network has good scientificity, rationality,
and practicability in the process of risk assessment of pre-
fabricated buildings.

-rough the above research, it can be seen that the
neural network overcomes the inaccuracy of the fuzzy al-
gorithm due to the insufficient discrimination of each
component in the evaluation vector. And it can make the
analysis results more realistic and convincing. -e fuzzy
evaluation of aspects and the principle of maximum
membership ignore other evaluation information. Fuzzy BP
neural network evaluation method not only has strong fault
tolerance, but also has the characteristics of self-adaptation
and self-correction, which will be more widely used in risk
management in other fields.

6. Conclusion

As an emerging green construction method, prefabricated
buildings have gradually accelerated with their development.
In addition, the construction standards of ordinary con-
struction teams are uneven, and the difficulty of risk
management has also increased. Traditional risk assessment
is mainly based on qualitative research and analysis. It is
empirical and intuitive judgment. But quantitative research
is based on a large number of experimental results and
indicators or laws obtained by extensive statistical analysis of
accident data to perform quantitative calculations. In dif-
ferent organizational management and project construction
processes, the risks of prefabricated buildings have various
forms and the size of the risks are also different. -erefore,
the model for its evaluation should also have dynamic
characteristics, so as to facilitate the reasonable prediction
and control of risks. -is paper attempts to apply the fuzzy
neural network to the risk assessment and management of
prefabricated buildings and does the following research:

(1) With the help of fuzzy theory to quantify risk factors
and the advantages of BP neural network’s effective
intelligent behavior, learning ability, self-adaptive
mechanism, and high flexibility, a prefabricated

construction risk assessment model based on fuzzy
neural network is established.

(2) In the design of fuzzy neural network, the number of
hidden layer nodes usually needs to be determined
by multiple experiments or experience. -is paper
proposes a method to select the optimal number of
hidden layer nodes according to the formula and past
experience. -e method is concise, which can reduce
the number of verifications, and it has good reference
and use value.

(3) -rough programming and debugging, the fuzzy
neural network is trained, and it is found that the
training results of the samples are in good agreement
with the expected output results, which verifies the
feasibility and applicability of the fuzzy neural net-
work in the risk assessment process of prefabricated
buildings.-e dynamic characteristics of risks can be
continuously observed, and effective risk aversion
and response plans can be formulated with good
guiding significance.

Data Availability

-e dataset can be accessed upon request.
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With the continuous development of science and technology, we have completely entered the information age.�e amount of data
around us increases linearly, and everyone lives in a pile of data. Enterprises also need to use big data technology in the process of
operation andmanagement to mine data and realize various data management functions. For the current enterprise, the operation
of data will not only a�ect the management cost of the enterprise but also a�ect the future development of the enterprise. Based on
the problem of enterprise management cost, this paper proposes to e�ectively use big data technology to solve the problem of
enterprise cost management. �e article also uses big data technology to optimize the management cost of the enterprise and uses
big data technology to innovate and apply the management method of the enterprise. �is paper constructs a cost management
model based on data mining and expounds on the objects, sources, and calculation methods of data mining. Under this model, the
company’s data was mined, a speci�c plan was proposed, and an improved association algorithm was proposed to test the
completion and consolidation of tasks. In the case of a large number of tasks, in order to e�ciently realize the selection and
merging of data, this paper proposes a new cost forecasting scheme based on a fuzzy model. Use time series for cost forecasting,
and the accuracy is relatively high. In the process of forecasting, our forecasting method is suitable for the human reasoning
process and can have better adaptability. Finally, we applied the research results of the thesis to actual business management to
meet the management needs of the business, thus verifying the feasibility of the method proposed in this article.

1. Introduction

With the advent of the era of economic globalization, the
competition among enterprises is becoming increasingly
�erce. If every enterprise wants to remain competitive and
invincible in the torrent of economic globalization, it needs
to innovate and explore its own management mode and
management tasks. If a company wants to succeed, it must
control its own costs. In cost management, we need to
recognize the status of cost management and the signi�cance
of cost management. In the process of cost management, the
concept, technology, and method of cost management will
a�ect the future development of the enterprise and even
determine the success or failure of the enterprise. At present,
the management strategies described by the existing cost
management schemes in the market are mostly described in

words, and there is no quantitative management scheme.
With the advent of the information age, we can realize
intelligent cost management so as to innovate the solutions
and methods of cost management. Enterprises will face
competition in the process of operation. �is is inevitable.
Only when enterprises continue to attach importance to
their own management process, continuously deepen the
process of informatization, and accumulate cost data year by
year, this will become a valuable resource for the company.
To promote the further development of the enterprise, with
the advent of the era of big data, traditional database queries
can no longer perform detailed queries on all information.
Because the amount of information is too large, it is di�cult
for us to distinguish which data is valid and which is invalid.
As a result, when we process data, much data will be
destroyed before it is processed, and much data will be
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processed repeatedly. Because there are so much data and
the types of data are very complicated, it is very difficult for
us to find useful information from the huge data. At the same
time, we also need to manage the information. +e emer-
gence of data mining technology has solved this thorny
problem, and people can transform data into valuable in-
formation for application.

In the process of cost management, it is necessary to
calculate the cost, which is the most basic and core part. Cost
accounting provides basic data for enterprises to carry out
cost management. If the calculated cost is not accurate
enough, it will eventually affect other aspects of cost man-
agement. +e object of data mining is for a large amount of
data. In the process of cost management, we need to mine
the cost data, which requires the use of data mining tech-
nology. It is very important that we should refine the cost
accounting method as much as possible and improve the
accuracy of cost accounting. By integrating big data tech-
nology into the cost management process, this paper can not
only meet the achievements of technology development but
also improve management efficiency. With the continuous
development of science and technology, big data technology
and Internet of things technology are more and more widely
used in life, and we have completely entered the data age.+e
amount of big data is very large, and there are many kinds of
data. We must study more advanced methods to achieve
faster data processing. In the era of big data, enterprise
managers should be able to obtain information faster,
manage and make decisions on information, and combine
big data technology in the process of processing information
to improve processing efficiency. At the same time, it dis-
cusses the optimization process of enterprise cost man-
agement under the background of the big data era and
combines big data technology with enterprise cost man-
agement technology.

2. Related Work

In the mid-fifteenth century, cost accounting began in
various companies. Around 1820, some theories about cost
management began to appear. Literature [1] mentioned
some methods that can improve management efficiency and
reduce management costs. +is method separates the
planning department from the executive department. +is
also lays the foundation for subsequent management work.
Management thinking has becomemore andmore scientific.
+e cost is getting lower and lower. Literature [2] put
forward a concept of value engineering. +is concept is
mainly to set up some products under the premise of market
demand so as to obtain benefits. In order to ensure that the
function and cost of the product are matched, the value of
the product must be fully utilized during the entire pro-
duction and sales process, and the consumer must do its best
to gain the recognition of consumers. Literature [3] puts
forward a concept of strategic management accounting.+is
concept is to say that the company’s performance evaluation
should be based on each person’s own evaluation. In the
process of management, we must also pay attention to the
management of employees themselves. +e company can

not only analyze problems fromwithin the company but also
vertically compare other companies in the market and
compare the direction of the market. Literature [4] mainly
analyzes the management awareness of managers and also
conducts in-depth analysis and exploration of the rela-
tionship between management knowledge and management
effects. +e analysis results show that there is a certain
correlation between management awareness and manage-
ment knowledge of managers. Literature [5] believes that in
order to manage costs, companies need to control their own
costs and understand their own production processes, all of
which can affect the company’s operating results. Literature
[6] pointed out that the cost management of enterprises will
also be affected by the environment. Different enterprises are
in different environments and face different risks.+ese risks
will affect the cost of the company and, thus, the profit of the
company. Make an impact. Literature [7] mainly explains
that in the process of cost production, structural costs and
management costs are combined and analyzed. Only by
focusing on financial performance can we better manage
costs. In the process of management, we should not only
focus on the supply chain but also on other aspects. Lit-
erature [8] mainly studies the management of project costs
and proposes that costs should be managed in accordance
with global unified standards. Literature [9] proposes that
the arrival of the big data era may cause an industrial
revolution in information technology. +is revolution in-
volves not only the Internet of +ings technology but also
cloud computing. +is information revolution will also af-
fect other industries and even our corporate activities and
business operations. Literature [10] pointed out that this
information technology revolution will have a certain impact
on the business management style of enterprises and will
also affect the decision-making work of enterprises. Liter-
ature [11] proposes that big data technology will become the
basis for the management of the majority of enterprises in
the future, and many mistakes can be avoided. Literature
[12] proposes that data mainly faces three major challenges:
data generation, data processing, and data storage. If we
want to use big data technology to optimize the industry, we
must explore the problems ourselves and propose our own
solutions. Literature [13] proposed that in a big data envi-
ronment, all our information will be recorded, and all in-
formation will be stored in the form of data. Literature
[14–18] proposes that in a big data environment, all data
needs to be accessed and extracted multiple times and will be
used in different places. Different processing methods for big
data will lead to different processing results, and sometimes
two completely opposite results may occur. For the impact of
such uncertain factors, we need to provide solutions. Lit-
erature pointed out that in the era of big data, the operation
of enterprises will be affected by the results of big data, but
the results of data analysis will affect the decision-making of
enterprises, and it can also provide enterprises with some
scientific suggestions to affect product development and
enterprises. Literature proposes that Europe has already
applied big data technology in legal ethics and other fields.
Literature pointed out that in the future, we still need to
further explore big data, seize the opportunity to make a

2 Scientific Programming



comprehensive evaluation, and then apply it to people’s
lives. Literature pointed out that the era of big data brings
both opportunities and challenges to people. We need to use
the cognitive prediction function of big data to analyze
potential users so that people can recognize big data tech-
nology. Literature [19] proposes that when managing costs,
companies should not only consider the internal supply
chain costs but also the external environment. +e company
should strategically control the supply chain management
and coordinate the internal supply chain. Literature [20]
pointed out that there are many factors that affect the op-
erating cost of a company, such as the strategy of the
company and the management style of the manager [21, 22].
From the current research, scholars analyze cost manage-
ment and supply chain management.

3. Based on the Internal Data Mining and
Information Management System Design

3.1. #e Establishment of Enterprise Production Cost
Data Warehouse

3.1.1. #e Process of Enterprise Data Mining. Before the
application and analysis of the enterprise production cost
data information management module, we need to use the
codes of some attribute data to store the data and then use
the dictionary for comparison in the process of comparison.
We first need to encode the preprocessed data. Some
quantitative attributes are discrete, and all attributes are
divided into different categories. Among them, Table 1
shows the results of discretized character attribute values.
Table 2 shows the values of the converted sample data, as
shown in Figure 1.

3.1.2. Data Warehouse Design Structure. First, extract the
data, then transform it, finally store the data in the ware-
house, and use the data mining tool for data mining. When
designing the data warehouse, we mainly divided it into four
parts, and its structure is shown in Figure 2. In the first part,
we mainly store the basic information of the company and
the information and processes in the production process.
+is information is relatively discrete and difficult to use
[23]. +e second part is used to store data in the center. It
also includes some multidimensional data and raw data.
+ese data have been preprocessed to make it easier to store
and analyze. +e third part is used to store application
services, mainly including various data mining technologies
and data analysis technologies. +e fourth part is mainly
used to display information, display processing results, and
display users.

3.1.3. Data Conversion Method. In the process of data se-
lection and data analysis, we need to convert the data format.
We need to check the stored data one by one, convert the
data format of each field, and reorganize the data. If there are
some vacant fields in the stored data, we should also set
corresponding values to keep the data standardized. In the
process of data conversion, we must pay attention to the

conversion of some inconsistent data but also pay attention
to the validity of the data and the corresponding rules. Some
data represent the same meaning, but the unit is different.
Here, we also need to convert. In order to meet the task
requirements of data mining, we must perform data con-
version in a unified format. All date formats must follow
certain rules, all measurement formats must be unified units,
and all to themselves must be converted into long bytes.
Type conversion is to convert one data type into another data
type. Using the same data type can ensure the validity of the
data and better meet the needs of data mining tasks.

3.2. Application Analysis of Enterprise Production Cost Data
Information Management Module. In the application anal-
ysis of the production cost data informatization manage-
ment module, enterprises need to preprocess the data,
calculate according to the value, then obtain the minimum
attribute value, consolidate the records, and finally detect the
enterprise data information management system through
the algorithm.

3.2.1. Data Preprocessing. We use the encoding of some
attribute data to store the data and then use the dictionary
for comparison in the process of comparison. We first need
to preprocess the encoding of the data. Some quantitative
attributes are discretized, and all attributes are divided into
different categories. Table 1 shows the result of discretizing
the character attribute values. Table 2 shows the values of the
converted sample data.

3.2.2. Data Mining and Cost Knowledge Transformation.
After preprocessing the data, we need to calculate based on
the value, then get the smallest attribute clip, and merge the
records. Table 3 shows our most simplified rule.

Table 1: Discretization of decision attribute values.

Category code Numerical range Profitability
1 (0, 2520) Relatively low profit
2 >2520 Relatively high profit
3 (−2520, 0] Less loss
4 <−2520 More losses

Table 2: Decision table sample data after data conversion.

a1 a2 a3 a4 a5 a6 a7
x1 00001 000018 070200 1 01 05 02
x2 00002 000018 070200 1 01 04 02
x3 00041 000020 070201 1 01 05 12
x4 00050 000018 070200 2 81 11 02
x5 00053 000017 070100 1 01 04 02
x6 00052 000020 070200 1 26 11 02
x7 00096 000015 070105 1 41 01 22
x8 00126 000014 070101 1 58 33 15
x9 00130 000014 070101 1 61 32 15
x10 00199 000015 070103 1 24 33 15
... ... ... ... ... ... ... ...
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3.3. Enterprise Information Management System Integrated
Intrusion Detection Algorithm. Using SVM for data set
training, thereby constructing a hyperplane, can achieve
linear segmentation of the data set.�e formula is as follows:

WTX + b � 0. (1)

In the case of given data, the SVM algorithm can be used
to �nd the best separating hyperplane. �e formula is as
follows:

min
w,b

1
2
‖w‖2

s.t.yi W
TXi + b( )≥ 1 i � 1, 2, . . . , n.

(2)

Employee
information

Material information
Department
information

Product information
Cost information

Extract
transformation loads 

refresh
The data

warehouse

OLOP server

OLOP server

The front-end
interactive

The sever data Data processing (ETL) Data warehouse (subject 
oriented) show

Figure 2: Data warehouse design structure.

Table 3: Results of reduction of sample data in decision table.

a1 a2 a3 a5 a7 a10
z1 00001 ∗ ∗ ∗ ∗ ∗ ∗

z2 00001 000018 ∗ ∗ ∗ ∗ 2
z3 00041 000020 070201 01 12 36 3
z4 00050 000018 ∗ ∗ ∗ 02 3
z5 00053 ∗ 070100 01 02 ∗ 1
z6 00053 000020 ∗ 26 ∗ ∗ 2
z7 00098 000015 ∗ 43 22 40 1
z8 00124 ∗ 070101 57 ∗ 31 3
z9 00133 ∗ 070101 61 15 36 3
z10 00197 ∗ 070100 ∗ ∗ ∗ 2
... ... ... ... ... ... ... ...

�e source data �e target data miningsample data cost data to be
mined

data integration
And data 
cleaning

data selection
And data 
extraction

Data conversion Specific data
mining methods

Access to
knowledge

Model
interpretation 
and evaluation

Data preprocessing
process �e process of data mining �e transformation

Of cost knowledge

Figure 1: �e speci�c process of production cost data mining.
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Transforming the original function into the objective
function is as follows:

L(w, b, α) �
1
2
‖w‖

2
+ 

n

i�1
αi 1 − yi W

T
Xi + b  . (3)

Among them, the partial derivative is as follows:

zL(w, b, α)

zw
� w − 

n

i�1
αiyixi,

zL(w, b, α)

zb
� 

n

i�1
αiyi.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Let it be 0 to get the following:

w � 
n

i�1
αiyixi,

b � 
n

i�1
αiyi.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

Converted into a duality problem, the formula is as
follows:

max
α

−
1
2



n

i�1


n

j�1
αiαjyiyj x

T
i xj  + 

n

i�1
αi,

s.t. 
n

i�1
αiyi � 0 αi ≥ 0, i � 1, 2, . . . , n.

(6)

+e final dual problem is as follows:

min
α

1
2



n

i�1


n

j�1
αiαjyiyj x

T
i xj  + 

n

i�1
αi,

s.t. 
n

i�1
αiyi � 0 αi ≥ 0, i � 1, 2, . . . , n.

(7)

+e iterative optimization algorithm SMO can solve the
dual problem of SVM, and the optimal solution satisfies the
following:

yj w
∗

( 
T
xj + b

∗
  − 1 � 0. (8)

Use KKT to get the following:

w
∗

� 

n

i�1
α∗i yixi,

b
∗

� yj − 
n

i�1
α∗i yi x

T
i xj .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(9)

+e final classification decision function is as follows:

f(x) � sign 
n

i�1
α∗

i
yi xi( 

T
x  + b

∗⎛⎝ ⎞⎠. (10)

Rewrite the formula optimization problem as follows:

min
w,b,ξ

1
2
‖w‖

2
+ C 

n

i�1
ξi,

s.t.yi w
T
xi + b ≥ 1 − ξi ξi ≥ 0, i � 1, 2, . . . , n.

(11)

+e dual problem of this optimization problem is as
follows:

max
α

1
2



n

i�1


n

j�1
αiαjyiyj x

T
i xj  + 

n

i�1
αi,

s.t. 
n

i�1
αiyi � 0 0≤ αi ≤C, i � 1, 2, . . . , n.

(12)

+e final classification decision function is as follows:

f(x) � sign 
n

i�1
α∗

i
yi xi( 

T
x  + b

∗⎛⎝ ⎞⎠. (13)

3.4. System Performance Simulation Results and Analysis

3.4.1. Experimental Data Set. +e data characteristics in
each data set are very close to the network attack data. +e
main advantages of data sets are as follows. Firstly, the new
dataset deletes a large number of duplicate records in the
original dataset and tests the duplicate records so that we can
improve the performance of the system and save testing
time. In the preprocessing process, each data set is evaluated
only once, which can reduce the deviation. I have figured it
out clearly. I cannot go yet. +e total number of records in
different difficulty sets is inversely proportional to the
number of data sets, which will lead to great differences in
the performance of tasks solved by different machine
learning methods, which can be applied to evaluate the
performance of machine learning methods. When setting
the number of records, we must select appropriate pa-
rameters for setting and budget the complete data set to
make it more reliable.

3.4.2. System Evaluation Indicators. A new data mining and
management system based on data mining is proposed. We
need to check the effectiveness of the intrusion detection
method of the system. In the detection process, we use the
confusion matrix to calculate its accuracy and other indi-
cators. Table 4 shows the basis of our intrusion detection
using a confusion matrix.

Calculated as follows:
+e accuracy calculation formula is as follows:

Table 4: Confusion matrix.

Confusion matrix
Predictive value

Invade Normal

Actual value Invade TP FN
Normal FP TN
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Accuracy �
TP + TN

TP + TN + FN + FP
. (14)

�e calculation formula of the detection rate is as
follows:

DR �
TP

TP + FP
. (15)

�e formula for calculating the false alarm rate is as
follows:

FPR �
FP

TN + FP
. (16)

�e formula for calculating the false-negative rate is as
follows:

FNR �
FN

TP + FN
. (17)

3.4.3. Integrated Intrusion Detection Method. We also need
to test the e�ectiveness and feasibility of the system. We
mainly use some test data sets to evaluate its performance.
We use clustering to divide the data in the test data set,
which will roughly classify di�erent attack types, and then
use the SVM model to further predict and estimate per-
formance. �e training and testing method of the system is
shown in Figure 3.

3.4.4. Experimental Results and Analysis. �e improved
FCM algorithm can also divide the data set. Our main attack
type is DOS. In normal network behavior, there are very few
other attack types. In the third data set, probe type attacks
are mainly used. �e use of the SVM algorithm can ensure
that all features of the system are learned, and the data is
shown in Table 5.

Training
Data set

Feature
selection

Data 
preprocessing

Improved FCM
algorithm

Test data set Feature
selection

Data 
preprocessing Cluster-c

SVM multi-
classification

algorithm

SVM multi-
classification

algorithm

SVM multi-
classification

algorithm

...

...

normal DOS probe R2L U2R

Cluster-1 Cluster-2

Figure 3: �e structure diagram of the integrated intrusion detection method in the training and testing process.

Table 5: �e clustering results of the improved FCM algorithm on the NSL-KDD data set.

Cluster Normal Probe DOS R2L U2R
1 12 107 3370 1 0
2 5024 1 101 166 12
3 727 2038 933 266 1

Table 6: Confusion matrix of the method proposed in this paper.

Actual category/Forecast category Normal Probe DOS R2L U2R
Normal 2453 7 3 6 1
Probe 8 910 2 1 0
DOS 1 0 1886 0 1
R2L 8 0 0 176 0
U2R 0 1 1 1 3
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When the naive Bayes algorithm is used for intrusion
detection, the false alarm rate is only about 6%, while the
false alarm rate of intrusion detection methods based on
vector machines is less than 1%. From the data presented in
Table 6, we can see that the false alarm rate of the method
proposed in this paper is close to the false alarm rate of the
vector machine and even lower than the false alarm rate of
the vector machine. +e false alarm rate of the intrusion
detection system is very normal and acceptable, and it will
not affect our final results. If the false alarm rate is too high, it
will not only take up network resources but also waste time.
+e false-positive rate of this method proposed by me is not
high, and it does not cost much resources and time.

4. Research on Enterprise Cost Accounting
Management Control and
Optimization under the Background of Big
Data Intelligence

4.1. #e Overall Program Design of Enterprise Cost Manage-
mentunder theBackgroundofBigData. In the era of big data,
our cost management can promote the development of
enterprises and can also promote the optimization and
reform of enterprise processes. Big data not only optimize
the business process of an enterprise’s supply chain but also
enables more effective cost management. When a company
conducts cost management, it includes all links, from re-
search and development to procurement and finally to sales.
All costs must be included. Enterprises should adopt some
scientific and technological means, such as big data

technology to provide support for cost management, and
promote the improvement of cost management technology
through professional technology.

4.2. #e Design of Each Module of Big Data in Enterprise
Cost Management

4.2.1. Optimization of Cost Management in Procurement and
Inventory Links. +e cost of the supply chain mainly in-
cludes the cost of procurement and the cost of sales. +e
efficiency of the supply chain is also affected by the efficiency
of the entire process. We must adjust our supply chain
according to market demand so that we can better manage
costs. We can share information through the big data in-
formation platform, build a supply chain model, and achieve
the goal of reducing costs. In recent years, procurement has
become a multiparty collaborative process. We need to
establish some good partners to reduce our inventory. At the
same time, we should strengthen the management of the
supply chain to ensure that the supply of goods is sufficient.
Table 7 shows the main cost components in the procurement
process, and Table 8 shows the measures we use big data
technology for inventory cost management in the era of big
data.

4.2.2. Optimization of Cost Management in Marketing Links.
In the process of cost management, we need to reduce the
cost of research and the cost of sales. In this era of big data,
we must reduce some nonessential costs, improve opera-
tional efficiency, use big data technology to provide

Table 7: Use of big data technology to control procurement costs.

Procurement cost Measures to reduce costs Big data technology used

Order cost Analyze the cost of purchase Use big data for analysis
Develop purchasing plan Use data for analysis and prediction

Cost of purchase Establish a database to record supplier information Use big data technology for data storage, mining, and analysis
Monitor and evaluate suppliers Use big data for real-time monitoring

Transaction cost Real-time price adjustment of products Use big data for real-time monitoring
Automatic replenishment of goods Use big data to analyze and predict technology

Information cost Feedback on procurement quality Use big data for quality inspection and product identification

Table 8: Using big data technology to control inventory costs.

Inventory cost Measures to reduce costs Big data technology used

Customer’s cost Forecast inventory
requirements Use big data for analysis and mining

+e cost of warehousing Manage receipts Utilize radio frequency identification technology
+e cost of out of stock Manage warehousing Use big data for analysis

Labor cost Manage outbound Utilize big data analysis technology and radio frequency identification
technology

Table 9: Using big data technology to control marketing costs.

Marketing cost Measures to reduce costs Big data technology used

+e cost of market research Forecast sales Use big data technology for data storage and mining
Optimize products and services Use big data technology for data storage and mining

Marketing cost Precision marketing Use big data technology for data storage and mining
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reasonable solutions, and manage costs. Table 9 mainly
shows the main measures to use big data technology to
reduce costs.

In this era, the competition among enterprises has be-
come increasingly �erce, and the phenomenon of product
homogeneity has become more and more serious.�e prices
of the products of each company are very close, and the
company cannot obtain an advantage from the price, so it
can only provide better services and guide customers in
choosing products. At the same time, consumers are also
very concerned about service levels. Enterprises should pay
attention to establishing service mechanisms and optimizing
their products and services. �e process is as in Figure 4.

4.2.3. Data Cluster Analysis and Dissimilarity Measurement.
�e objective function of the FCM algorithm is as follows:

minJ(U,V) �∑
c

i�1
∑
n

j�1
umij xj − vi
�����

�����
2
. (18)

�e constructed unconstrained Lagrangian function is as
follows:

F �∑
c

i�1
∑
n

j�1
umij xj − vi
�����

�����
2
+ α ∑

c

i�1
uij − 1 . (19)

Its partial derivative is as follows:

zF

zuij
� m uij( )

m− 1
xj − vi
�����

�����
2
+ α. (20)

zF

zvi
� −2∑

n

j�1
umij xj − vi( ). (21)

Make it equal to 0 to get the following:

uij �
1

∑ck�1 xj − vi
�����

�����/ xj − vk
�����

�����( )
2/m− 1. (22)

vi �
∑nj�1 u

m
ijxj

∑nj�1 u
m
ij

. (23)

In the process of using clustering to analyze, the selection
of appropriate metrics determines the performance of
clustering. �e formula for calculating the Euclidean dis-
tance is as follows:

d xi, xj( ) � xi − xj
�����

�����2

�

�����������

∑
q

k�1
xik, xjk( )

2

√√

.
(24)

Calculate its Manhattan distance as follows:

d xi, xj( ) � ∑
q

k�1
xik − xjk
∣∣∣∣∣

∣∣∣∣∣. (25)

Calculate the Chebyshev distance as follows:

d xi, xj( ) � max
k

xik − xjk
∣∣∣∣∣

∣∣∣∣∣( ). (26)

Calculate its Minkovs distance as follows:

d xi, xj( ) � ∑
q

k�1
xik − xjk
∣∣∣∣∣

∣∣∣∣∣
r 

1
r
. (27)

4.3. Implementation of Enterprise Cost Accounting Manage-
ment Guarantee Strategy under the Background of Big Data.
According to the experimental results of 3.4.4, enterprises
should build their own business and �nancial integration
platforms, and in the process of cost management, they

Mining customer feedback

Producrt
satisfaction Logistics speed Customer

Service quality
Product

appearance
Product
pricing

Product
performance

Identify problems and strengths

Optimize products and services

Figure 4: �e application of big data in optimizing products and services.
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should strengthen informatization construction and talent
team construction to ensure the e�cient and stable oper-
ation of enterprise cost data.

4.3.1. Build an Integrated Platform for Business and Finance.
In the information age, companies will face a variety of data.
How to deal with data is an important issue that companies
need to solve. Companies should establish a platform for
business and �nancial integration and use information
technology to build their own management system. Enter-
prises should actively adopt some business intelligence
technologies to handle the data monitoring that occurs,
improve the relationship between the data in each process,
promote the integration of the process, and use science and
technology to optimize the processing of each process, re-
alize the sharing of data resources, and truly play the role of
�nancial management. Figure 5 shows the design process of
a business integration platform.

4.3.2. Strengthen the Construction of Financial Management
Informatization. In the process of enterprise production
management, �nancial management is very necessary. Most
of the current �nancial management work is based on big
data, and the traditional �nancial management model has
not matched the development of modern enterprises. �e
traditional �nancial management model cannot provide
e�ective information for corporate management and will
increase corporate risks. �e �nancial management system
designed in the era of big data can not only standardize the
�nancial management process but also provide reliable

�nancial management. Basis to further promote the de-
velopment of �nance: Informatization construction of an
enterprise can promote the integration of enterprise re-
sources, and it can also bring closer links between various
departments. Financial management informatization can
liberate �nancial personnel and promote the reform of �-
nancial management. �e �nancial sta� can better control
the �nancial information, and the information processing
ability can be further improved. It can be seen from this that
it is very necessary to carry out informatization construction
on the �nancial management of enterprises, which can
promote the development of enterprises. When building a
�nancial management information system, we need certain
technical support. Integrating big data technology into the
construction of the �nancial management information
system can not only make the information management
process more standardized but also promote the construc-
tion of the information management system. In order to
ensure the e�ective operation of the informatization process,
enterprises must control internal resources, understand
their own needs, and constantly adjust their structure to
adapt to the development of the times. Enterprises must also
plan for the information work process and rationally divide
labor so that everyone can stay in their own positions and
develop and lay the foundation for subsequent �nancial
work.

4.3.3. Strengthen the Construction of Big Data Talent Team.
With the advent of the era of big data, Internet technology
has been further developed, technology is being updated
faster and faster, and the competitiveness of enterprises is
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Figure 5: Industry and �nance integration platform.
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also increasing. If an enterprise wants to occupy a favorable
position in the competition, it must have strong R&D ca-
pabilities, as well as core technical support and innovation
capabilities. In the process of product development and
operation, companies must continuously invest in new
knowledge and technology. In addition to enhancing their
own R&D capabilities, companies should also attach im-
portance to the training of high-quality talents to enhance
their R&D capabilities and innovation capabilities. Enter-
prises should reduce production costs as much as possible
and increase profits. In order to ensure the success of an
enterprise, it is very important to cultivate talents. If an
enterprise wants to establish a big data analysis platform and
use big data technology for analysis, it needs to bring in
corresponding talents. In the process of enterprise man-
agement, data analysis experts are needed to analyze the
enterprise data. In the process of handling the company’s
business, if the company’s financial management is lagging
behind and is not familiar with the company’s production
model, some relevant talents can be introduced to make up
for these problems. Enterprises should actively accelerate the
construction of talents, establish high-quality teams and
organize specialized talent teams so that talents can become
familiar with the company’s management mode and tech-
nology as soon as possible, and they must also understand
advanced scientific knowledge to meet the needs of out-
standing talents. In the process of managing the enterprise,
massive amounts of data are generated every day. Financial
personnel must ensure the accuracy of the data when per-
forming analysis and at the same time, predict daily financial
data. Using big data technology and data mining technology
can find some potential problems in the process of financial
management. At the same time, companies need to train
some information technology talents to solve these problems
and promote the development of technology.

5. Conclusion

In the process of enterprise management, if there is no
systematic management in the process of cost management,
it is impossible to process a large amount of data at one time.
Some enterprises have not done an in-depth cost analysis,
and some cost data cannot be solved. Combined with big
data technology and cost management technology, this
paper puts forward the optimal strategy of cost management
in the era of big data. At the same time, the strategy is applied
to the actual company. Big data technology and data sharing
technology have solved the practical problems of enterprise
management and production. Enterprises using big data
technology can not only optimizemanagement costs but also
optimize their management functions, which can better
solve the problems that many data will be repeatedly pro-
cessed, data types are complex, and it is difficult to find
useful information from massive data. At this stage, the
amount of data in the enterprise is huge, the production cost
is also very high, and the production process is very complex.
Using big data technology for enterprise cost management
can not only control the cost of enterprises but also stan-
dardize enterprise processes and promote enterprise

optimization. At the same time, we combine big data
technology with cost management technology to provide the
basis for the follow-up intelligent management of
enterprises.
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In order to explore the pollution of heavymetals in the soils around themined rare-earthmines, this paper used the geoaccumulation index
method, the Nemerow pollution index method, and the potential ecological risk index method during the high water period and the
witheredwater period, respectively, to analyze and assess the pollution characteristics and ecological risks ofMn,Cu, Cr, As, Cd,Ni, Pb, and
Zn in the soils of the study area.�e results showed that all the eight heavymetals in the soil of the study area have accumulated to varying
degrees, and the accumulation indices were Pb>Mn>Zn>Cd>Cu>Ni>Cr>As in descending order, with Pb and Mn accumulating
most seriously. According to the results of the Nemerow pollution index, more than 25% of the sampling points in the soil were lightly
contaminated, the Nemerow index of heavy metal Pb was greater than 2, which was moderately contaminated, and Cd was lightly
contaminated in thewitheredwater period.�e potential ecological risk index showed that the heavymetal Cdwasmoderately ecologically
hazardous, while the other seven heavymetals were all mildly ecologically hazardous.�e heavymetals Pb andMn in the soils of the study
areaweremore seriously polluted, and therewas also a certain degree of heavymetal Cdpollution during thewitheredwater period, and the
more seriously polluted areas weremainly located around the open pit of the rare-earth mines. Based on Java, the software platform of soil
heavy metal pollution characteristics and ecological risk assessment around rare-earth mines is realized. �e overall structure of the
platform is designed, the background development framework is planned based on SSM, and the database is designed with SQL Server.

1. Introduction

As one of the technical problems in ecological restoration
and environmental management of mines, the excessive
heavy metal contamination of soil in mining areas has been a
widespread concern of experts and scholars at home and
abroad [1]. How to solve the problem of heavy metal
contamination in soil left behind by mining has become an
important part of the development of ecological protection
in China, so the identi�cation of its pollution characteristics
and ecological risk assessment has become the �rst priority
to solve the pollution problem. Heavy metal contamination
of soils can cause health hazards through the food chain [2].
�e occurrence of food safety problems such as “cadmium

rice,” “blood lead,” and “cadmiumwheat” in recent years has
also sounded the alarm for the assessment and prevention of
heavy metal pollution in soil [3]. When farmland is con-
taminated with heavy metals, these contaminants will enter
the human body through the crops and thus cause harm to
the human body. Some scholars have divided heavy metals
into two parts according to the extent to which they are
needed for crop growth: those that are extremely harmful to
humans but less so for plant growth, such as Cd, Hg, and Pb,
and those that are needed for both human and plant growth
but are harmful to humans if they exceed certain standards,
such as Zn and Cu [4].

Rare-earth mines, due to their special mining process,
are extremely harmful to the ecological environment around
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the mines, especially in terms of heavy metal contamination
of the soil. On the one hand, the heavy metals present in the
massive piles of tailings may migrate to the soil, causing
heavy metal contamination of the soil [5]. On the other
hand, the residual leaching agent in the ore will displace
heavy metal ions such as Fe2+, Cd2+, Pb2+, Zn2+, Mn2+, and
Cu2+, which will migrate to the soil in and around the mine
area under the natural action of rainwater washing, resulting
in heavy metal pollution of the soil [6–8].

At present, the assessment methods of heavy metal
pollution in soils at home and abroad are mainly summa-
rized as index method, model method, GIS-based analysis
method, and other mathematical methods [9–12]. -e index
method can reflect the relationship between the actual
measured value and the background value of heavy metal
concentration in the soil of the region more intuitively and is
more widely used in the assessment of heavy metal pollution
in soils [13]. Some scholars have suggested that heavy metal
pollution in soils is a complex process and different as-
sessment methods need to be selected according to different
pollution situations. However, there are limitations in a
single assessment method, so a combination of multiple
assessment methods is adopted to make the assessment
results more relevant to the actual situation [14]. In this
study, a total of 146 soil samples were collected during the
high and withered water periods. -e geoaccumulation
index method, the Nemerow comprehensive pollution index
method, and the potential ecological risk index method were
used to analyze and assess the pollution characteristics and
potential ecological risks of heavy metals Mn, Cu, Cr, Cd, Ni,
Pb, Zn, and As in the soil, so as to provide a reference for the
formulation of heavy metal pollution control and prevention
measures for soils in the study area. At the same time, the
software platform is preliminarily planned and developed,
which provides practical support for the application of the
theoretical method of this study.

2. Materials and Methods

2.1. Overview of the Study Area. Gannan, the geographical
abbreviation for the southern region of Jiangxi Province
(the abbreviation of Jiangxi Province is “Gan.”), is mainly
composed of 18 counties (3 districts, 13 counties, and 2
county-level cities) under the jurisdiction of the prefecture-
level Ganzhou City, with an area of 39,379.64 km2, ac-
counting for about 25% of the total area of Jiangxi Province
[15]. -e region is rich in mineral resources, and Ganzhou is
known as the “Kingdom of Rare Earth,” with the reserves of
ionic heavy rare earths being the highest in China [16]. -e
study area is located in the East Asian monsoon region,
with a mild climate, abundant light, heat and rainfall, be-
longing to the humid climate of the central subtropical
monsoon. -e average annual precipitation in the region is
1500–1600mm, but the spatial and temporal distribution is
uneven, with large interannual variations and uneven
rainfall distribution, with the most rainfall in June and the
least in November to December throughout the year. -e
soil types are paddy soil, tidal soil, purplish soil, red soil, and
hilly yellow soil, with soil pH mostly between 5 and 6.

2.2. Sample Collection and Experimental Analysis. In this
study, the sampling points were mainly arranged along the
area of farmland affected by the rare-earth mine and the area
of the open pit, and a total of 146 soil samples were collected
for testing and analysis during the high and withered water
periods in 2020, respectively. -e sampling points were
mainly selected in places with obvious characteristics of the
soil type being mined, and the terrain was relatively flat,
stable, and well vegetated; the distribution of the sample
collection points is shown in Figure 1. When the authors
collected soil samples, the depth and sampling points of each
sampling site were basically uniform, with the sampler
entering the soil perpendicular to the ground, the collection
depth was 0–20 cm, and the spacing between collection
points was 500–2500m.

-e collected soil samples were air-dried, ground, and
sieved in the laboratory, and the content of Mn, Cr, Cu, Zn,
Pb, Ni, Cd, and As in the soil was measured according to the
regional geochemical sample analysis method (DZ/T0279-
2016) using an ICAP6300MFC two-way observation plasma
emission spectrometer (D466), an Agilent 7700x inductively
coupled plasma mass spectrometer (D483), and an AFS-
8800 dual-channel Atomic Fluorescence Photometer (D460)
to measure the content of Mn, Cr, Cu, Zn, Pb, Ni, Cd, and As
elements in the soil, as well as an FE28 PH meter (acidity
meter) (D554) to measure the pH of the soil samples
according to the agricultural soil testing standard (NY/
T1121.2–2006).

2.3. Assessment Methodology

2.3.1. Geoaccumulation Index Method. -e geo-
accumulation index (Igeo) method, which determines the
contamination of heavy metals by the relationship between
the total concentration of heavy metals in the soil and the
background value, is an effective way to determine the level
of heavy metal contamination in the soil and to classify the
level of contamination according to the value of the geo-
accumulation index (Igeo). [17, 18] -e geoaccumulation
index equation is

Igeo � log2
wi

kBi

, (1)

where Igeo is the geoaccumulation index, dimensionless. wi

is the measured value of heavy metal i in the soil sample, mg-
kg −1; Bi is the background value of heavy metal i in the
surface soil of Ganzhou City, mg-kg−1; k is a coefficient
characterizing the difference in soil background values due
to differences in rock backgrounds in different places, and
the value of k in this study is 1.5 [19, 20].

-e assessment criteria are shown in Table 1.

2.3.2. Nemerow Comprehensive Pollution Index. -e
Nemerow pollution index is the most common method for
comprehensive soil pollution assessment at home and
abroad. -e assessment method highlights the maximum
pollution effect and is in line with the criteria of the max-
imum pollution level as the soil pollution level for soil
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assessment in China. -e Nemerow index is calculated by
the following formula:

P �
Ci

Si

,

PZ �

���������

P
2
J + P

2
imax

2



,

(2)

where P is the one-factor index for that sampling point,
dimensionless. Ci is the measured value of heavy metal i at
that point, mg-kg−1. Si is the standard value of heavy metal i.
In this study, Si is the risk screening value of heavy metal i in
the Soil Environmental Quality Standard (GB 15618-2018)
(the background value of heavymetal Mn in the surface layer
of Ganzhou soil is used), mg-kg; and PZ is the Nemerow
index for the point, dimensionless. PJ is the mean value of
the single factor index at the point, dimensionless. Pimax is
themaximum value of the single factor index for heavymetal
i at the site [21–24], dimensionless; the assessment criteria
for the Nemerow index are shown in Table 2.

2.3.3. Potential Ecological Risk Index. -e potential eco-
logical risk index is a method proposed by the Swedish

scientist Hakanson, which takes into account not only the
content of heavy metals in the soil but also the toxicity level,
the concentration of contamination, and the sensitivity of
the environment to heavy metal contamination [25–30].-e
expression is as follows:

RI � 
n

i�1
Ei,

Ei � Ti × Cf,i,

(3)

where RI is the composite potential ecological risk hazard
index, dimensionless. Ei is the potential ecological hazard
index of heavy metal i in the soil at the sampling site, di-
mensionless. Cf,i is the ratio of the measured value of heavy
metal i in the soil at the sampling site to the background
value of heavy metal i in the surface soil of Ganzhou City,
dimensionless. Ti is the toxicity response coefficient of heavy
metal i, dimensionless, where the toxicity coefficients of Mn,
Cu, Cr, As, Cd, Ni, Pb, and Zn are 1, 5, 2, 10, 30, 5, 5, and 1,
respectively. [29] -e assessment criteria for the compre-
hensive potential ecological risk index RI and the potential
ecological risk index Ei [31–39] are shown in Table 3.

3. Results and Discussion

3.1. Characteristics of Heavy Metal Content in Soils

3.1.1. Characteristics of Heavy Metal Content in Soils during
the High Water Period. -e average contents of heavy
metals Mn, Cu, Cr, As, Cd, Ni, Pb, and Zn in the soils of the
study area during the high water period were 448.97, 18.92,
30.33, 3.00, 0.14, 13.13, 92.99, and 64.18mg−kg−1, which
were 1.85, 1.25, 0.88, 0.34, 1.56, 1.06, 2.72, and 1.11 times
higher than the background values of heavy metal contents
in the surface layer of soils in Ganzhou City, respectively,
which can be seen in Table 4 [33]. Among them, the contents
of heavy metals Cd, Cr, Cu, Ni, Zn, and As were all lower
than the screening values for soil pollution risk on agri-
cultural land (GB15618-2018), while 37 sampling points of
heavy metal Pb exceeded the screening values for soil pol-
lution risk on agricultural land, with an exceedance rate of
50.68%, and the maximum content value of Mn was 5.57
times higher than the soil background value. -e above data
indicate that there is a certain degree of contamination of
heavy metals Pb and Mn in the soil during the high water
period. -e heavy metals in descending order of coefficient
of variation are Cd, Cr, As, Mn, Pb, Cu, Ni, and Zn, with Cd
having a coefficient of variation of 446%, which is a very

0 0.35 0.7 1.4 km

N

Study area
Open pit area
Farmland in
affected area

House
Sampling point

Figure 1: Distribution of soil sampling sites in the study area.

Table 1: Criteria for assessment of soil pollution with geo-
accumulation index.

-e values of Igeo Class -e cumulative degree

Igeo < 0 I Clean
0≤ Igeo < 1 II Mild accumulation
1≤ Igeo < 2 III Mild-to-moderate accumulation
2≤ Igeo < 3 IV Moderate accumulation
3≤ Igeo < 4 V Mild-to-heavy accumulation
4≤ Igeo < 5 VI Heavy accumulation
Igeo ≥ 5 VII Severe accumulation

Table 2: Criteria for assessment of soil pollution with Nemerow
pollution index.

-e values of Nemerow
pollution index

Pollution
class Pollution levels

PZ≤ 0.7 I Clean
0.7<PZ≤ 1 II Moderately clean
1<PZ≤ 2 III Slightly polluted

2<PZ≤ 3 IV Moderately
polluted

PZ> 3 V Heavily polluted
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strong variation. -e larger the coefficient of variation value
is, the more unevenly distributed the heavy metal is in the
region and the greater the anthropogenic influence is
[34, 35].

3.1.2. Characteristics of Heavy Metal Content in Soils during
the Withered Water Period. -e average contents of heavy
metals Mn, Cu, Cr, As, Cd, Ni, Pb, and Zn in the soils of the
study area during the withered water period were 456.24,
16.48, 27.28, 3.12, 0.26, 11.97, 94.01, and 61.07mg−kg−1,
respectively, which were 1.94, 1.09, 0.79, 0.35, 2.89, 0.97,
2.75, and 1.05 times higher than the background values of
heavy metals in the surface soils of Ganzhou City, as shown
in Table 4 [35, 36]. Among them, the content values of the
heavy metals Cr, Cu, Ni, Zn, and As were all lower than the
screening value of soil pollution risk on agricultural land
(GB15618-2018). 37 sampling points of Pb exceeded the
screening value of soil pollution risk on agricultural land,
with an exceedance rate of 50.68%, 15 sampling points of
heavy metal Cd exceeded the risk screening values for soil
contamination on agricultural land, with an exceedance rate
of 20.55%, and the maximum value of heavy metal Mn
content was 4.57 times higher than the background value of
the soil. -e above data indicate that there is a certain degree
of pollution of heavy metals Pb, Cd, and Mn during the
withered water period.-e heavymetals in descending order
of coefficient of variation are Mn, Cu, Cr, As, Ni, Pb, Cd and
Zn, with Mn having the largest coefficient of variation of
61%. Some studies have shown that a coefficient of variation

of over 50% indicates that the spatial distribution of this
heavy metal content is very heterogeneous and the possi-
bility of point source pollution exists [36].

3.1.3. Differential Characteristics of Heavy Metal Content in
Soil during the High andWitheredWater Periods. -emean
values of Cu, Cr, Ni, and Zn in the soils of the study area
were lower in the withered water period than in the high
water period, while the contents of the heavy metals Mn,
As, Cd, and Pb were higher than in the rich period. -e
above data show that the content of heavy metals in the
soils of the study area fluctuates to a certain extent between
the high and withered water periods, with the average
content of Cd in the withered water period being 1.86 times
higher than that in the highwater period, while the content of
the other seven heavy metals fluctuates less. -e heavy metal
pollution in the soil during the high water period is mainly Pb
andMn, while the heavy metal pollution in the soil during the
withered water period is mainly Pb, Mn, and Cd. Cd pollution
occurs in the withered water period compared to the high
water period, and the Cd pollution in the soil during the
withered water period is mainly distributed in the open pit
mining area of the mine.

3.2. Assessment of Heavy Metal Contamination of Soils

3.2.1. Geoaccumulation Index Assessment. -e geo-
accumulation index values for the heavy metals Mn, Cu, Cr,
As, Cd, Ni, Pb, and Zn in the soil during the high water

Table 4: Characteristics of heavy metals in the soil surface layer of the study area.

Sampling time Projects Content (mg−kg−1) content (mg−kg−1)
Projects Mn Cu Cr As Cd Ni Pb Zn

High water period

Minimum value 164 3.54 3.6 0.96 0.025 2.23 45.1 42
Maximum value 1354 44.7 135.8 13.4 0.27 27.9 377.6 95
Average value 448.97 18.92 30.33 3.00 0.14 13.13 92.99 64.18

Standard deviation 239.75 9.33 22.44 1.80 0.58 6.40 47.36 11.00
Coefficient of
variation 53% 49% 74% 60% 414% 49% 51% 17%

Withered water period

Minimum value 126 1.16 5.09 1.02 0.113 <2 35.7 32.4
Maximum value 1111.3 41.7 71 12.2 0.541 24.2 214 96
Average value 471.12 16.48 27.28 3.12 0.26 11.97 94.01 61.07

Standard deviation 289.18 9.31 15.36 1.61 0.09 5.63 35.90 12.52
Coefficient of
variation 61% 56% 56% 52% 35% 47% 38% 21%

Background values for topsoil in Ganzhou 243 15.17 34.56 8.85 0.09 12.35 34.19 58.05
Background values for topsoil in Jiangxi 259 20.8 48.0 10.4 0.10 19.0 32.1 69.0
Background values for topsoil in China 540 20.0 53.9 9.2 0.07 24.9 23.6 67.7

Table 3: Criteria for assessment of soil pollution with the potential ecological risk index.

-e values of RI -e values of Ei Pollution levels

RI < 150 Ei <40 Light pollution
150≤RI< 300 40≤Ei < 80 Moderate pollution
300≤RI< 600 80≤Ei < 160 Moderate-to-heavy pollution
600≤RI< 1200 160≤Ei < 320 Heavy pollution
RI ≥ 1200 Ei ≥320 Extreme-intensity pollution
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period were 0.15, −0.51, −1.15, −2.32, −0.15, −0.74, 0.74, and
−0.46, respectively, while the geoaccumulation indix values
for Mn, Cu, Cr, As, Cd, Ni, Pb, and Zn in the soil during the
withered water period were 0.10, −0.89, −1.21, −2.23, −0.86,
−0.88, 0.78, and −0.54, respectively, as shown in Table 5.
Except for the heavy metal As in the withered water period,
the accumulation of heavy metals Mn, Cu, Cr, Cd, Ni, Pb,
and Zn occurred to varying degrees in the high and withered
water periods; see Figures 2 and 3. Among them, the
accumulation of heavy metals Pb and Mn was the highest
and that of As was the lowest. 95.89% and 97.26% of the
sampling sites showed varying degrees of accumulation
of heavy metal Pb and 53.43% and 45.21% of the sam-
pling sites showed varying degrees of accumulation of
heavy metal Mn during the high water and withered
water periods, respectively.

3.2.2. Comprehensive Assessment of the Nemerow Pollution
Index. -e results of the Nemerow pollution index show
that 39.72% of the sampling points were under alert and
26.03% were lightly polluted during the high water period;
39.72% of the sampling points were under alert and 30.14%
were polluted to varying degrees during the dry water pe-
riod, of which 28.77% were lightly polluted and 1.37% were
moderately polluted; see Figure 4. -e Nemerow pollution
index values for Cu, Pb, Zn, Cr, Ni, Cd, and As were 0.68,
2.03, 0.39, 0.66, 0.36, 0.71, and 0.24, respectively, during the
high water period and 0.63, 2.19, 0.40, 0.36, 0.32, 1.22, and
0.22, respectively, during the withered water period, as
shown in Table 6. -e heavy metal Pb was moderately
polluted, and Cd was under alert during the high water
period and lightly polluted during the withered water period.
-e Nemerow pollution index of Mn was evaluated
according to the Ganzhou soil surface background value as
the standard value, and its Nemerow pollution index values
were 4.16 and 3.51 during the high water period and
withered water period, respectively, indicating that there is
also a certain degree of Mn pollution in the soil.

3.2.3. Potential Ecological Risk Index Method. -e com-
prehensive potential ecological risk index RI and potential
ecological hazard index Ei were calculated based on the
potential ecological risk hazard index formula; see Table 7.
According to the comprehensive potential ecological risk
index RI, all the sampling sites in the study area were mildly
ecologically hazardous during the high water period, 82.19%
of the sampling sites were mildly ecologically hazardous
during the withered water period, and 17.81% of the sam-
pling sites were moderately ecologically hazardous.
According to the potential ecological hazard index Ei, the
heavy metals Mn, Cu, Cr, As, Ni, and Zn were all mildly
ecologically hazardous; Pb was mildly ecologically hazard-
ous in 98.63% of the sampling sites during the high water
period, moderately hazardous in 1.37% of the sampling sites,
and mildly hazardous in all sampling sites during the
withered water period. Cd was mildly ecologically hazardous
in 36.99% of the sampling sites during the high water period,

moderately ecologically hazardous in 58.90% of the sam-
pling sites, and moderately to heavily ecologically hazardous
in 4.11% of the sampling sites, while it was lightly ecolog-
ically hazardous in 1.37% of the sampling sites during the
withered water period, moderately ecologically hazardous in
53.42% of the sampling sites, moderately to heavily eco-
logically hazardous in 43.84% of the sampling sites, and
heavily ecologically hazardous in 1.37% of the sampling sites.
Although the content of the heavy metals Pb and Mn in the
soil was high, their toxicity coefficient values were small and
therefore the ecological hazard risk was low. -e potential
ecological hazard index for the heavymetal Cd was evaluated
to be high due to the large toxicity coefficient values of Cd.

4. Software Platform

4.1. Overall Structure. -e user requirements of heavy metal
pollution characteristics and ecological risk assessment
platform contain functional and nonfunctional require-
ments [40–43]. Functional requirements analysis is based on
the most basic in-depth study of the functions required by
the system, that is, the requirements with specific contents
and functions that the system must contain. From the
perspective of system nonfunctionality, nonfunctional re-
quirements analysis mainly covers the development and use
principles of the system and the characteristics of the system.

As shown in Figure 5, the platform is divided into four
functional modules: system login module, heavy metal
pollution characteristics and ecological risk monitoring
module, heavy metal pollution characteristics and ecological
risk standard evaluation module, and heavy metal pollution
characteristics and ecological risk early warning module.

Nonfunctional analysis mainly restricts the platform
from the perspectives of performance, availability, and
maintainability [44–47].

(1) Security. User authentication and data required by
the system need to be encrypted in the transmission
process, and the security of users and data needs to
be effectively guaranteed.

(2) Compatibility and flexibility. -e system can operate
on different types of terminal equipment, support
multiple hardware platforms, and support infor-
mation sharing with data of other systems.

(3) Real time and effectiveness. -e data transmission
and display shall be effective in real time. When the
data is obtained, the background will automatically
start the online assessment and evaluation
calculation.

(4) Maintainability. -e system shall adopt the principle
of high coupling and low cohesion, with high in-
dependence between modules for later modification
and maintenance.

-e overall structure of the platform is shown in Fig-
ure 6. -e structures of heavy metal pollution characteristics
and ecological risk standard evaluation and ecological risk
standard evaluation modules are divided into three parts:
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monitoring layer, transmission layer, and user layer. Each
monitoring section of the monitoring layer can monitor the
type and concentration of heavy metal pollution targets.

Different sensors transmit the monitoring data to the data
center through the environmental monitoring collector. In
the development and design of the platform, the required
monitoring data are obtained from the database interface,
and the monitoring information and calculation results are
displayed on the front-end display screen of the mobile
application through model calculation on the back of the
platform.

4.2. SSM Background Development Framework. SSM
framework includes two open-source frameworks, Spring
and MyBatis [45–47]. Spring architecture is based on a
container that uses JavaBean attribute and can develop any
Java application.-e core idea of Spring is IOC (inversion of
control), which gives Spring the right to create objects
without having to “new” an object by themselves. Spring
provides unique data access abstraction and transaction
management abstraction and can provide a consistent model
in various underlying transactions such as JDBC. Spring

Table 5: -e geoaccumulation index of the heavy metals in soils.

Sampling time
-e average values of geoaccumulation index

Mn Cu Cr As Cd Ni Pb Zn
High water period 0.15 −0.51 −1.15 −2.32 −0.15 −0.74 0.74 −0.46
Withered water period 0.10 −0.89 −1.21 −2.23 −0.86 −0.88 0.78 −0.54
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Figure 2: Frequency distribution of geoaccumulation index of
heavy metals in the high water period.
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Figure 3: Frequency distribution of geoaccumulation index of
heavy metals in the withered water period.
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Figure 4: Frequency distribution of Nemerow pollution index of
heavy metals in the study area.

Table 6: Nemerow pollution index of the heavy metals in soils.

Sampling time
Pi

Cu Pb Zn Cr Ni Cd As

High water period 0.68 2.03 0.39 0.66 0.36 0.71 0.24
Dry period 0.63 2.19 0.40 0.36 0.32 1.22 0.22
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framework solves the complexity of enterprise development
and makes J2EE development easier to use.

MyBatis is an encapsulation of JDBC, which makes the
underlying operation of the database transparent. It only
needs to provide SQL statements, avoiding manually setting
parameters and obtaining result sets. MyBatis supports cus-
tomized SQL, stored procedures, and advanced mapping.
MyBatis uses XML to configure and map files, builds
SqlSessionFactory instances, obtains SqlSessions, and executes
mapped SQL statements. Its functions are divided into API
interface layer, data responsibility layer, and basic support
layer.

MVC, namely, model view controller, is a framework
that integrates model, view, and controller into independent

programs. It provides loose coupling between these three
elements, reduces code repeatability, simplifies grouping
development, and provides a clear logical framework for
software design and development.

(1) M refers to themodel side, including DAO classes and
databases. DAO accesses the database to manipulate
data and abstract business logic into a model.

(2) V refers to the visual layer, which visualizes the data
model and renders it in the user interface.

(3) C is the controller, which can update themodel to the
view layer. It is not only the link between the model
layer and the view layer but also the bridge between
the user and the system. It receives and processes the

Table 7: Potential ecological risk index of the heavy metals in soils.

Sampling time Projects Comprehensive potential ecological risk
index RI

Potential ecological hazard index Ei

Mn Cu Cr As Cd Ni Pb Zn

High water period

Minimum
value 31.00 0.67 1.17 0.21 1.08 8.33 0.90 6.60 0.72

Maximum
value 129.83 5.57 14.73 7.86 15.14 90.00 11.30 55.22 1.64

Average 77.94 1.88 6.24 1.76 3.39 45.28 5.31 13.60 1.11

Withered water
period

Minimum
value 62.97 0.52 0.38 0.29 1.15 37.67 0.83 5.22 0.56

Maximum
value 203.60 4.57 13.74 4.11 13.79 180.33 9.80 31.30 1.65

Average 118.15 1.94 5.43 1.58 3.52 86.23 4.85 13.75 1.05

Heavy metal pollution 
characteristics and 

ecological risk 
assessment platform

system login module

heavy metal pollution 
characteristics and ecological risk 

monitoring module

heavy metal pollution 
characteristics and ecological risk 

standard evaluation module

heavy metal pollution 
characteristics and ecological risk 

early warning module

login input

login jump

user password management

user password management

General situation of soil around rare earth
mine 

heavy metal pollution characteristics
monitoring information 

ecological risk monitoring information 

geo-accumulation index method

Nemerow pollution index method

potential ecological risk index method 

standard limit model warning

statistical limit model warning

Figure 5: Functional modules of the platform.
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response to the user’s request, calls the DAOmethod
to obtain the required data from the database,
processes the library, and then returns to JSP for
display in the view layer.

As shown in Figure 7, the basic idea is that the controller
receives the user’s request, decides how to process it, calls the
data interface in the model layer through the DAO, pro-
cesses and modifies the data, and sends it to the view layer
for presentation. When the data of the model layer changes,
it will be transmitted to the view layer in the form of time
notification, and the view layer will modify the user interface
accordingly.

4.3. Database Design. -e database can be regarded as an
electronic warehouse, which stores an organized and
shareable data set for a long time in a certain way. Users can
add, delete, modify, and query the data in the file. -is study
uses relational database and SQL Server for database op-
eration. By combining the required data, it is determined
that the monitoring data information table, heavy metal
pollution characteristics and ecological risk assessment ta-
ble, and heavy metal pollution characteristics and ecological
risk early warning table need to be established, and the field
name, identifier, type and length, null value, and primary key
of each table are designed and compiled as shown in
Tables 8–10.

Define the program behavior, map the 
request to model update, and select 

the response view

Interpret the model, request model 
updates, send user input, and allow 

the controller to select views

Controller View

View selection

User request

Encapsulate the application, respond 
to the status query, and notify the 

view change

Model

State change Status query

Notify of changes

database

Figure 7: MVC component relationship.
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�eoretical basis of characteristics 
and ecological risk assessment of 

heavy metal pollution in soil around 
rare earth mines

Platform implementation for 
characteristics and ecological risk 

assessment of heavy metal pollution in 
soil around rare earth mines

heavy metal pollution 
assessment method

ecological risk assessment
method 

Wireless 
data 

transmission

Remote data
server 

database
Data

preprocessing 

Design and implementation of 
functional modules of 

so�ware platform

heavy metal pollution characteristics
and ecological risk standard

evaluation module

heavy metal pollution characteristics
and ecological risk early warning

module

Figure 6: -e overall structure of the platform.
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5. Conclusion

-e main findings of this study include the following:

(1) -e contents of heavy metals Cr, Cu, Ni, Zn, and As
in the soils of the study area were all lower than the
risk control screening values for agricultural land,
50.68% of the sampling sites exceeded the risk
control screening values for agricultural land soils for
the heavy metal Pb, and 20.55% of the sampling sites
exceeded the risk control screening values for agri-
cultural land soils for Cd during the withered period.
-e maximum value of Mn content was 5.57 times
higher than the soil background value, and its con-
taminated sites were mainly located in the sampling
area of the mine open pit, indicating that the mining
of rare-earth mines has caused a certain degree of
enrichment of heavy metals in the soil.

(2) -e results of the geoaccumulation index assessment
showed that the accumulation of heavy metals Mn, Cu,
Cr, As, Cd, Ni, Pb, and Zn in the soils of the study area
occurred to varying degrees, and the geoaccumulation
indices of these eight heavymetals were, from largest to
smallest, Pb>Mn>Zn>Cd>Cu>Ni>Cr>As, with
the accumulation of Pb andMn being themost serious.

(3) -e assessment results of the Nemerow pollution
index showed that 26.03% and 28.77% of the sam-
pling points in the study area were lightly polluted
during the high water period and the withered water
period, respectively, with one sampling point being
moderately polluted during the withered water pe-
riod. -e Nemerow pollution index values for Pb,
Cd, Cu, Cr, Zn, Ni, and As were 2.11, 0.97, 0.66, 0.51,
0.40, 0.34, and 0.23 respectively, with Pb being
moderately polluted, Cd and Cu being in the alert

Table 9: Heavy metal pollution characteristics and ecological risk assessment table structure.

Serial number Field name Identifier Type and length Primary key
1 Soil area number JC_CD Varchar (40) Y
2 Soil area name JC_NM Varchar (40)
3 Soil target JC_MB Int
4 Time JC_TM Date time
5 First monitoring value JCZ_1 Decimal
6 Second monitoring value JCZ_2 Decimal
7 Assessment level KH_DJ Int
8 Assessment index KH_ZB Char
9 Assessment method KH_FF Char
10 Geoaccumulation index method KH_GIM Char
11 Nemerow pollution index method KH_NPIM Char
12 Potential ecological risk index method KH_PERIM Char
13 Compliance rate KH_DBL Decimal

Table 10: Heavy metal pollution characteristics and ecological risk early warning table structure.

Serial number Field name Identifier Type and length Primary key
1 Soil area number JC_CD Varchar (40) Y
2 Soil area name JC_NM Varchar (40)
3 Over standard warning index YJ_CB Char
4 Excess multiple YJ_BS Varchar (40)
5 Time JC_TM Date time

Table 8: Monitoring data information table structure.

Serial number Field name Identifier Type and length Primary key
1 Soil area number JC_CD Varchar (40) Y
2 Soil area name JC_NM Varchar (40)
3 Initial section JC_QS Varchar (40)
4 Termination section JC_ZZ Varchar (40)
5 Soil target JC_MB Int
6 Time JC_TM Date time
7 First monitoring value JCZ_1 Decimal
8 Second monitoring value JCZ_2 Decimal
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state, and the other four heavy metals being in the
clean state.

(4) -e results of the assessment of the potential eco-
logical risk index showed that only the heavy metal
Cd was moderately contaminated in the soil of the
study area, while the other seven heavy metals such
as Cu, Cr, and As were all lightly contaminated.

(5) -e accumulation of heavy metals Pb and Mn in the
soils of the study area was relatively serious, and
there was also heavy metal Cd pollution during the
withered water period, but the toxicity coefficients of
Pb and Mn were small, and their potential ecological
risks were small, while the potential ecological risks
of Cd were large. -e authors suggest that land use
planning in the study area should take full account of
the contamination of heavy metals in the soil and
take a certain degree of antipollution measures,
vigorously advocate clean mining, gradually reduce
the damage to the ecological environment caused by
traditional mining techniques, and emphasize the
development of the concept of “treatment and re-
covery while mining.” At the same time, the local
climate conditions are combined with the selection
of suitable plant or microbial species to explore the
promotion of bioremediation of the soil, advocating
the concept of mine ecological restoration of green
mines and green restoration.

-e software platform planned and developed by this
research institute can provide practical support for the
application of the theoretical methods of this research.

Data Availability

-e data set can be accessed upon request.
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At present, with the popularity of multimedia, people’s appreciation and interest in ink painting art have been deepened. In the
research of art works, this paper proposes a rendering method of three-dimensional ink painting effect based on deep learning
model, which can simulate the painting skills of ink painting in terms of intensity and distance. Specifically, first construct a two-
dimensional ink texture, then map the horizontal component of the texture using the contour information of the model, and
finally adjust the ink tone by controlling the coordinates of the vertical component of the texture through the attribute function.
Linear attribute function, quadratic attribute function, and attribute function with light source factor are used for simulation.*e
results show that this method can be used for ink and wash simulation of three-dimensional scene, making the image more layered
and more in line with the artist’s actual technology.

1. Introduction

*e use of computer programs to simulate hand-made
artworks is one of the key goals of nonrealistic drawing
techniques. To date, researchers in the field of computer
graphics have developed many nonrealistic algorithms to
simulate Western artworks, such as oil paintings, water-
colours, drawings, and prints.

In the last decade, many scholars in China have also started
to work on nonrealistic algorithms for traditional Chinese ink
painting styles. One approach is to extract the contour lines of
the model [1, 2], then stylize the contour lines [3], and then
control the stylized parameters to simulate the drawing of the
brush. *is approach is more complex to implement, and the
extraction of contour lines in the graphics space and the visible
judgement of stylisation can affect the real-time rendering
speed. *e second method is based on the traditional cartoon
rendering algorithm [4, 5], which controls the ink texture
mapping by designing a specific lighting function to achieve the
ink style rendering effect, which is simple, realistic, and has
good real-time performance.

In 1997, Curtis pioneered the use of Kubelka-Munk
(KM) theory in the simulation of watercolours [6]. In that

paper, the user selects the reflection values of the pigments
against a black and white background so that the K and S
values can be calculated, and the final colour output is then
calculate using the superimposition and mixing formulae of
the KM colour model. In 2003, Rudolf used the same theory
for the simulation of crayon paintings based on Curtis, who
used KM theory to solve the problems that arose when
composing two layers of images. 2004 saw Yamamoto use
the KM theory for the simulation of watercolours. In 2004,
Yamamoto also used KM colour theory in his study of the
conversion of digital images into pencil drawings, but it
allowed for user-defined colour transparency, i.e., assuming
that the value of the colour parameter would not change on a
white background, but setting a parameter to a certain scale
on a black background, thus controlling the transparency of
the colour.*e above are all simulation of Western painting,
in the case of ink painting [7], Suarez [8] tried to introduce
the KM colour model during the final colouring.

*e study of diffusion of different pigments was pre-
sented by [9], but did not really address the diffusion and
superimposition effects of different pigments. Only a single
KM colour model was used to simulate the colour of dif-
ferent pigments. Since there is no substantial improvement
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of the diffusion model, the simulation of the final effect
cannot be satisfactorily obtained.

*e literature [10] gives an interactive 3D virtual brush
model that uses subdivision surfaces around a skeleton based
on a spring system to represent the geometry of the brush;
this method is not suitable for generating the bifurcation
effect of the brush. [11] proposed calculating the defor-
mation of the brush hair based on the physical properties of
the springs based on the theory of elasticity, which is difficult
to achieve in real time when the number of hair is large. [12]
proposed a model based on the bristle entity, which sim-
ulates the bifurcation using replication parameters to gen-
erate bristles with the same structure resulting in a lack of
close correlation between the bristles and an unrealistic
shape of the bifurcated bristles. *e quill model constructed
by [13] constrains the spring deformation by means of
energy minimisation. *is method is only applicable to
small-scale deformations and works better for simulating
wet brushes without bifurcation.

*e first paper model of 2D fibre structure was proposed
by [14] that plane was proposed to be divided into small
regions, and a large number of curves with random ori-
entations were distributed within each region to simulate
fibre bundles. *en [15–17] and others proposed their own
paper models. *is type of paper model achieves better
results to some extent, but there are still several fundamental
problems: first, it does not consider the effect of different
types of rice paper on the diffusion effect and is an un-
controllable paper model that lacks scalability; second, it also
does not take into account how to represent the paper
texture.

In Pingping [18], based on a summary of previous work,
the smallest unit of the paper plane is partitioned into paper
cells (one pixel corresponds to multiple paper cells), while
multiple adjacent paper cells containing paper fibres form
fibre clusters, which are connected by fibre bundles, and the
transport of ink and water takes place between the fibre
clusters through the fibre bundles.

*e first one-dimensional brush depiction models were
proposed by [19], where a brush is defined as a one-di-
mensional array of brush hairs; in a method based on the
contour of a brush path [20], the path is described as a
number of continuous Bezier or B-spline curves. [21]
modeled the brush as consisting of a number of bristles
randomly distributed over a circular area, with each bristles
drawing a separate curve as the brush moves, and all the
curves together forming a single stroke. [22] illustrates the
principle of the generation of the black edge phenomenon in
ink painting. [23] proposed an automatic cell-based com-
putational model to simulate the movement of water and ink
particles. [24] used a fluctuation rule to represent the flow of
ink particles. [25] proposed a water absorption force balance
algorithm to calculate the diffusion amount of adjacent
paper cells. [5] proposed a pseudo-Brownian motion
method based on a particle system to simulate the diffusion
process, taking into account the effects of water absorption,
humidity, evaporation rate, and background texture. [26]
complemented the algorithm by proposing an exchange
threshold value as an exchange condition and an exchange

rate to control the amount of exchange. However both values
are static in the diffusion process. [27] used a local equi-
libriummodel and a three-layer paper model to simulate the
effect of ink diffusion. *is method can simulate simple
stacking effects, and Young gave a graph of the stacking
effect. [28] proposed a diffusion model with concentration
difference as the driving force for diffusion, but did not
present a theoretical basis, [29] proposed to simulate the
diffusion of ink particles with Fick’s first law of steady-state
diffusion [30], but in reality the diffusion process is a
nonsteady-state process, [31, 32] proposed to use a fluid
based on LBE (Lattice Boltzmann Equation) to simulate ink
diffusion.*e diffusion model is easy to parallelize, has good
real-time performance, and can produce very realistic ink
and wash wet brush painting effects. However, by treating
both water and ink particles as equally sized particles, the
particle diffusion model is not a true particularised model,
but simply a diffusion model under the rule of concentration
correspondence. *is method does not allow for differences
in the diffusion of multiple pigments.

As can be seen, KM colour models have been chosen to
solve the problem of colour setting, both in colour simu-
lation for Western painting and in colour setting for ink
painting. *e problem of colour calculation is complicated
by the diffusion of pigments in ink painting, especially when
multiple pigments are diffused together. How to apply the
KM colour model’s superimposition and mixing formulae
through layering based on the characteristics of diffusion is
one of the main focuses of this paper. Based on the second
type of method, this paper proposes an ink rendering al-
gorithm based on two-dimensional texture mapping, which
can simulate the traditional ink painting technique of in-
tensity and distance. *is paper uses attribute functions to
control the huge changes in the vertical component of ink
textures to simulate the shadow and distance techniques of
ink painting. Compared with the existing algorithms, the 2D
texture mapping of the attribute function provides richer
rendering effects. In the ink rendering of the 3D scene, the
effects of light and shade and distance are added, which
makes the image more layered and closer to the painter’s
painting skills.

2. Principle of the Algorithm

*e main objective of the algorithm in this paper is to
achieve a simulation of the intensity and distance technique
while obtaining a traditional ink and wash rendering. *e
difference from traditional 3D ink rendering is the inclusion
of the processing and use of 3D depth information. By
constructing an attribute function with the 3D depth in-
formation as the independent variable for texture mapping,
and then controlling the colour tones of the textures to
express the changes in the 3D depth information, the effect
can be obtained in terms of the intensity of the ink strokes in
the near distance and the lightness of the strokes in the far
distance. *is idea is based on traditional cartoon rendering
techniques [6] and the X-TOON system [7].

Bella developed the X-TOON system based on the
traditional cartoon rendering algorithm, which extends the
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1D cartoon texture to a 2D texture, using the vertical
component of the texture to express the colour tone changes
and then controlling the texture mapping to obtain a richer
cartoon effect.

*is paper uses the X-TOON systematic approach to
produce two-dimensional ink textures. *e hue of the
horizontal component of the texture (first dimension) is
associated with the model contour edge information, and the
texture coordinates are controlled by calculating N-V, where
N is the unit normal vector of the spatial surface and V is the
unit vector of view. *e vertical component of the texture
(second dimension) is associated with the colour hue
(represented in the article by the attribute function D), and
the texture coordinates are controlled by the attribute
function D. Each value in the vertical component is asso-
ciated with its own 1D ink texture, so the whole 2D texture
can be seen as a superposition of 1D ink textures of pro-
gressively increasing hue. *e ink texture generate is shown
in Figure 1.

2.1. ChafingRenderer. *ere is a wide variety of shops in ink
and wash work, and the differences in expression between
the various crops are large, while the painter is more
spontaneous in using this technique it is not possible to
propose an algorithm for each of these techniques. It is
therefore not possible to propose an algorithm for each chap.
*e texture map is then drawn based on a two-step texture
mapping method.

*e regularised chunking set has been obtained after
chunking feature analysis Stexturek � si | i � 1, 2, 3, . . . 

1itexturek first determines the number of interpolated
textures. Multiple textures are now connected by line
blending [11] to form a large mapped texture map. Item N,
let chapped textures μA and μB, is |N � |μA − μB|/k averaged
over the H information. *e smaller the coefficient, the
greater the degree of variation between individual chops.
*en k is used to control the degree of jump in the transition
between the chapped textures; the larger k is. *e smaller N
is, and the greater the degree of variation between the in-
dividual chappings. *e text uses k� 5. *e interpolated
image between A and B is then Ibetween.

Ibetween � α · A +(1 − α). B, α � 1,
N − 1

N
,
N − 2

N
, . . . , 0. (1)

Figure 2 shows the final composite mapping texture after
the difference.

2.2. S-O Two-Step Texture Mapping. To optimise the ren-
dering results, the S-O two-step texture mapping method is
used to chisel the model. *is method was proposed by [13].
*e basic idea is that instead of directly texturing the 3D
model surface, an intermediate transition surface is intro-
duced and the mapping process is decomposed into a two-
step operation: the first step is the mapping from the tex-
tured plane to the transition surface, i.e.,
T(u, v)⟶ S(x′, y′, z′), which becomes the Smapping; the
first step is the mapping from the transition surface to the 3D
model surface, i.e., S(x′, y′, z′)⟶ O(x, y, z), which

becomes the O mapping. *e transition surfaces in S
mapping are usually simple 3D surfaces such as spheres,
cylinders, and cubes, as shown in Figure 3.

*ere are 12 combinations of S-mapping and O-map-
ping. In this paper, we take a spherical surface as the
transition surface for S-mapping and modify the third O-
mapping method for chaffing.

*e sphere of the transition surface is divided into two
parts symmetrical along the x-plane, and the texture is
mapped to the two parts symmetrical to the sphere using a
mapping algorithmwith an area-equivalence constraint [14].
As in Figure 4, gave a 2D texture coordinate system ], the
centre of the texture plane coincides with the origin of the
coordinate system at any point p(u, v) , which can be
expressed in polar coordinates (p, α). Given a three-di-
mensional coordinate system x, y, z, the centre of a spherical
planet of radius R coincides with the origin, and any point Q
(x, y, x) on the spherical plane is expressed in spherical
coordinates as (R, y). Due to the symmetry, the sphere can be
divided into two hemispheres by the xy plane, and the
mapping method is the same in both hemispheres.

Let a point P on the texture plane be mapped to a point on
the hemisphere. In order to effectively reduce texture distortion,
an area-equivalence constraint Q [4] is used here to construct
the mapping relationship between the two points. *e area
equiproportionality constraint, i.e., the ratio of the area of the
texture plane to the area of the corresponding mapped area on
the sphere is transversely equal to the constant K:

K �
π · ρ2

2πR
2
(1 − cos ϕ)

. (2)

*is gives ρ � 2πR2(1 − cos ϕ) another α � θ. *e tex-
ture coordinates can be calculated as

u � ρ · cos α �

��������������

2KR
2
(1 − cos ϕ)



. cos θ,

v � ρ · sin α �

��������������

2KR
2
(1 − cos ϕ)



. sin θ.

⎧⎪⎪⎨

⎪⎪⎩
(3)

When 10≤ ϕ≤ π/2, the mapping results in the upper
hemisphere; when π/2≤ϕ≤ π, the mapping results in the
lower hemisphere.

Since the origin of the texture coordinates is generally
located in the lower left corner. *e above equation is
modified:

u � ρ · cos α � 0.5 +

��������������

2KR
2
(1 − cos ϕ)



. cos θ,

v � ρ · sin α � 0.5 +

��������������

2KR
2
(1 − cos ϕ)



. sin θ.

⎧⎪⎪⎨

⎪⎪⎩
(4)

Experimentally, when using a mapped texture map of
512× 512 size, take R� 1.0, K� 0.12.

*e third mapping method is used for the O mapping,
i.e., the texture at the vertex V (x, y, z) on the surface of the
model, taking the ray formed by the line from the centre of
the object to this vertex, and the texture at the intersection
with the transition surface V′(x′, y′, z′).

*e centre point of a model is usually complex, the
algorithm for finding the centre point is as follows: let the
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coordinates of a vertex in the xyz three-dimensional coor-
dinate space be P(vx, vy, vz), calculate the sum of all the
vertex coordinate vector values, and then find the average of
all the coordinate vectors, then get the location of the object’s
centre point coordinates P′(cx, cy, cz). By the centre point
and a vertex direction vector is PP′

���→
� (vx − cx, vy−

cy, vz − cz), and then determine it is in the sphere and thus
the coordinates of uv are calculated from the above equation.

3. Ink and Watercolor Rendering

*e horizontal component of the texture is first mapped
using the contour area information to sketch the shape of the
model, and then the vertical component of the texture is
mapped using the attribute functions to control the colour
tone information to achieve the ink and wash rendering
effect.

(a) (b)

Figure 2: Synthetic results after image interpolation. (a) Lotus leaf chap and (b) phi chap.

(a) (b)

Figure 1: Ink painting with two texture.
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3.1. Drawing Model Shapes. In ink painting, when the artist
uses ink to paint a scene, it often spreads and soaks through
the rice paper, giving the brushstrokes that depict the outline
of the object in a certain area. For this reason, instead of
extracting single-pixel contour lines from the model, the
shape of the model is outlined by mapping the texture
around the contour lines to a certain area.

*e simulation process is implemented in the OpenGL
shading language. In the vertex shading, the absolute value a
of the dot product of the unit normal vector and the unit
apparently vector is calculated separately for each vertex,
and a is passed to the pixel shading as a mutable variable. In
the pixel shading, an is used to control the texture coor-
dinates of the horizontal component of the texture. In order
to achieve the effect of white space in an ink painting, a
threshold λ can be set so that when a>λ, the pixels of the slice
are set to the colour of the white space in the ink texture.*e
larger value of the threshold λ, the smaller the white area.
Figure 5 shows the rendering effect on a fixed vertical

component texture coordinates. With λ values of 0.5 in
Figure 5(a) and 0.7 in Figure 5(b).

3.2. Control of Colour Tone Information. *is step performs
the texture mapping of the vertical component and is the
heart of the algorithm. In order to simulate the fade tech-
nique, elements closer to the point of view are assigned
textures with stronger tone. In contrast, elements that are
further away from the viewpoint are assigned lighter
textures.

To do this, an attribute function is designed for the
vertical component texture mapping, starting with the depth
information in 3D space as the independent variable. For the
selection of depth information, two methods can be used: (i)
the Euclidean distance from the 3D point to the viewpoint is
used as the depth information (e.g., Figure 6(a)); (ii) the
distance from the 3D point to the viewpoint along the focus
axis is used as the depth information (e.g., Figure 6(b). *e

V

p

p′

(a)

p

p′

(b)

p

p′

(c)

p

p′

(d)

Figure 3: Four ways of O mapping.
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second calculation method was found to be better for
simulating the effect of ink and wash painting in terms of
intensity and distance.

For the attribute function D, the following constraints
are imposed: ① the range of D is between 0 and 1, thus
corresponding to the range of texture coordinates;② set the
threshold dmin, when the distance from the point on the
model to the viewpoint is less than or equal to dmin, the value
of D is 1, and when the distance is greater than dmin, the
value of D gradually decreases; ③ set the threshold dmax
� r× dmin, when the distance from the model point to the
viewpoint is equal to when the distance from the model
point to the viewpoint is equal to dmax, the value of D is 0,
where the value of r is greater than 1.

Different types of functions can be constructed to meet
the above requirements. Line attribute functions, quadratic
attribute functions, and attribute functions that take into

account the effects of illumination are designed to simulate
the ink effect in 3D models. *e simplest method is to use
linear property functions:

D � 1, d≤ dmin,

D �
1

(1 − r) × dmin × d + r/(1 − r)( 
, d≥ dmin,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(5)

where d is the current depth property value of the 3D point
and r and dmin are adjustable parameters. In the slice shader,
the result is calculated as the coordinate value of the vertical
component of the ink texture, and the function value de-
creases linearly when the current depth value of the model
exceeds the threshold dmin. Using the point of view as a
reference, the larger vertical component texture coordinates
are taken in the near area, corresponding to the darker tones

v

u

o

p (p,α)

(a)

z

x

y

o

Q (R,θ,ϕ)

ϕ

θ

(b)

Figure 4: Schematic diagram of the spherical S mapping.

(a) (b)

Figure 5: Ink rendering with fixed vertical component texture coordinates.
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in the ink texture, and the smaller vertical component
texture coordinates are taken in the far area, corresponding
to the lighter tones in the ink texture, thus obtaining the
effect of intensity and distance.

If you want a more intense contrast, you can use the
secondary attribute function:

D � 1, d≤dmin,

D �
d − r × dmin( 

2

(1 − r)
2

× dmin
2

 
, d≥dmin.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(6)

*e light source direction is introduced as a weighting
factor to influence the attribute function, which can obtain
the effect of the intensity and distance of the white left in the
highlights of the illuminated surface and the thick ink of the
shadows on the backlit surface. *e direction factor con-
structed in the experiment is (N− L)c, where N is the unit
normal vector of 3D points, L is the normalised light source
direction vector, and c is the light factor. *e attribute
functions are

D � 1 − log 0d/dmin ,

D � α ×
d − r × dmin( 

2

(1 − r)
2

× dmin
2

 

+(1 − α) ×(N.L)
c
, (N.L)

c ≤ β,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(7)

where α is a weighting factor that controls the weight of light
and depth information on the hue and β is an adjustable
parameter that controls the area of shadows.

4. Simulation of Ink and Wash Painting
Materials and Their Physical Processes

Ink painting is a complex process due to the special nature of
the painting material and the use of various painting and
calligraphy techniques. *e study is based on a simulation of
the natural medium and its physical processes. *e

simulation method of simulating the natural medium and its
physical process is based on the mechanism of ink painting,
and the main drawing tools and materials such as brushes,
rice paper, ink, and pigments are studied. *e method is
based on the mechanism of ink painting, modelling the main
drawing tools and materials such as brushes, rice paper, ink
and pigments, and simulating their inherent physical
properties and dynamic interaction behaviour. *e aim is to
simulate realistic ink and wash effects. *e research results
can be broadly divided into three parts: Xuan paper. *e
simulation of Xuan paper, the simulation of brushes, the
simulation of ink diffusion, and the simulation of colour
modelling.

4.1. Xuan Paper. Xuan paper is in contact with the brush on
the one hand, accepting the ink from the bristles, and on the
other hand acting as a carrier for the ink and wash that
eventually becomes the painting. *e modelling of the paper
is therefore important, as it is directly related to the quality of
the ink and wash effect simulation. *e most important
aspect of modelling rice paper is its fibre structure and its
role in guiding and blocking the diffusion of ink and water.
*e advantage of this method is that the resolution is im-
proved, and the irregular shape of the fibre masses will
achieve better results on the boundary, as shown in Figure 7,
but at the same time, the randomness of the fibre mass
composition and the irregularity of the shape make it more
difficult to describe and process the ink in it, making it
difficult to use graphics hardware resources.

4.2.Hairbrush. With the development of NPR, virtual brush
research has attracted more and more researchers. *e 2D
brushstroke model approach [13, 30], although able to
simulate many of the effects of ink painting, reduces the
freedom of the artist to create because of the overemphasis
on the final simulation effect, reducing the unique writing
effect of ink painting, as in Figure 8.*e authors of [10] use a
parametric gradient “ raindrops” to simulate the contact area

p

Depth
value Focus axis

(a)

p

Depth
value 

Focus axis

(b)

Figure 6: Calculation of depth attributes.
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between the paper surface and the brush, simplifying the
parameter settings and operations, but with a single brush
stroke, many artistic effects cannot be realized.

*e use of alphamapmapping on the hair bundle surface
after bifurcation limits the richness of the variation, as
shown in Figure 9.

*e focus of the brush simulation is to simulate the
interaction behaviour between the brush, the rice paper, and
the ink. Most of the above studies have ignored the effect of
the structure of the rice paper on the ink and water transfer
process. *ere is a need to reduce the computational
complexity to ensure real time. *ere is also much room for
improvement in describing the behaviour of the brush ac-
curately and efficiently. [3] proposed a practical A practical
3D brush modelling system is proposed in [3] to accurately
simulate the geometry of the brush and its dynamic inter-
action behaviour such as movement and bending. *e
method improves computational efficiency while effectively
simulating the dynamic changes of the brush during the
artistic creation process, as shown in Figure 10.

4.3.DiffusionProcesses. *e special feature of ink painting is
that the brush bristles contain a large amount of water, and
the pigment diffuses within the rice paper by the action of
the water. *e study of diffusion is indispensable in order to
fundamentally simulate the effect of drawing ink paintings.
[15] proposes to analyse ink and wash from the viewpoint of

Figure 8: Schematic diagram of the two-dimensional brush stroke model.

Figure 9: Brush surface mapping.

Figure 10: Potential energy-threshold controlled pen movement.

Figure 7: Model of the remaining paper fibre mass.
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particle systems, they are all composed of tiny particles that
satisfy the condition of doing Brownian motion, and they
undergo a complex movement in the fibre structure of the
paper until the ink dries, finally forming an ink painting
work. *roughout the process, this includes the diffusion of
ink particles, the collision of particles with each other, the
deposition of ink particles, and the evaporation of water
particles, among other forms. *e task of ink diffusion

modelling is to study the mechanism of movement and
simulates these movement patterns to obtain the final ink
distribution information and finally display the output.

*e diffusion of ink and pigments is the most complex
part of the ink painting simulation. As can be seen from
the above analysis, existing algorithms are not yet able
to reproduce this process comprehensively, accurately and
in real time, and previous simulations of diffusion

(a) (b)

(c)

Figure 11: Linearly varying ink and wash effects of shade and distance (a-c).

(a) (b)

(c)

Figure 12: Comparison of three ink rendering effects. (a) Ink rendering without the depth attribute function (b) Ink rendering with linear
attribute functions. (c) Ink rendering with quadratic attribute function.
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superimpositions are limited to two aspects: first, particle-
based diffusion has been proposed, but none of them are
particle-based diffusion in the true sense. Second, they are
limited to the diffusion of a single ink particle and do not
include the diffusion of all the essential properties of the
various pigments. *ird, there is no in-depth study of the
reality of the superposition of different pigments.

5. Results and Discussion

5.1. Algorithm Effect. *e algorithm presented above has
been implemented in VC+ + 6.0 and the OpenGL graphics
engine programming environment and has been tested on a
PC with a 1.8GHz CPU, DDR 1G RAM, and an ATIRHD
2400 graphics card.

Figure 13: Effect of pencil drawing with abstract detail.

(a) (b) (c)

(d)

Figure 14: Qi Baishi’s Mouse Grapes (a) and the results of this rendering (b)–(d). (a) *eMouse Grapes. (b) Rendering results of this paper
1. (c) Rendering result of this paper 2. (d) Rendering result of this paper 3.
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In the experiments, the equations were verified sepa-
rately as property functions, and the same parameters and
sampling points were set for both experiments in order to
compare the two. Figure 11 shows the effect of linking with
increasing values of depth d. Figure 11(a) shows the effect
when d < dmin, which is closer to the point of view and the
ink is thicker; 11(b) and 11(c) show the effect when d > dmin
and d is gradually increased, which shows that the ink is
getting lighter. Figure 12 shows a comparison between the
traditional ink simulation without the depth attribute
function, the ink simulation with the linear attribute
function and the ink simulation with the quadratic attribute
function when drawing the mountain model, with the pa-
rameter dmin at 100 and r at 10. *e traditional 3D ink
rendering algorithm does not consider the effect of the depth
attribute on the rendering effect, so no matter how the depth
value of the model vertices is changed, it is difficult to
produce a strong or light. *e results obtained by the al-
gorithm in this paper vary with the depth value, as shown in
Figures 12(b) and 12(c), with a stronger sense of hierarchy
using the secondary attribute function. *e reason for the
different degrees of intensity is the variation in the value of
the attribute function.

From the experimental results, it can be seen that the
algorithm of this paper can be used to simulate the technique
of intensity and distance better, and by changing the at-
tribute function model and the relevant parameters of the
function, the rendering effect with different contrast of
intensity and distance can be obtained, which is a simple and
practical method and provides an effective way for the 3D
ink rendering of large-scale scenes.

Other attempts have been made to apply the attribute
function. In artwork, there is often a technique of detail
abstraction, where the details of something are detailed in
the near distance, and only the general outline is drawn in
the far distance, while the internal details are sketchy or not
even portrayed. It is worth noting that the detail abstraction
simulation here is different from the LOD technique, which
only uses property functions and texture mapping tech-
niques to obtain a sensory abstraction effect, without any
processing of the 3D model mesh.

*e traditional pencil drawing simulation requires a set of
pencil drawing textures, and then uses the lighting function to
control the weight of the different textures, and finally mixes
the textures.*e depth value is also taken into account, and the
depth value is calculated by adding a white texture to the
original pencil texture, and then using a linear property
function to control the weighting factor of the texture, the final
result is shown in Figure 13. It can be seen that the method can
be used to simulate a detailed abstraction technique.

5.2.DrawingEffect. Figure 14 shows work by Qi Baishi when
he was 80 years old, which mainly uses the technique of
writing, using the intensity of ink colour to represent the
object. From the experimental results, it can be seen that for
different styles of input work, the algorithm is able to pass
the basic stylistic features to the 3Dmodel and render the ink
accordingly, resulting in output images of similar styles.

6. Conclusions

*e paper uses attribute functions to control the huge
changes of the vertical components of the ink textures to
simulate the ink painting technique of shade and distance.
Compared with the existing algorithms, the 2D texture
mapping by the attribute function provides a richer ren-
dering effect, and in the ink rendering of 3D scenes, the
addition of the effect of shade and distance makes the image
more layered and closer to the painter’s painting technique.

In order to provide a richer surface detail of the 3D
model, the radial curvature of the model surface can be
calculated, which is one of the directions for the future work.
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With the wide application of the Internet and the rapid development of network technology, microblogs and online shopping
platforms are playing an increasingly important role in people’s daily life, learning, and communication. �e length of these
information texts is usually relatively short, and the grammatical structure is not standardized, but it contains rich emotional
tendencies of users.�e features used by custumal machinery schoolingmethods are too sparse on the vector spacemodel and lack
the semantic information of short texts, which cannot well identify the semantic features and potential emotional features of short
texts. In response to the above problems, this paper proposes a bidirectional long-term and short-term memory network model
based on emotional multichannel, combining the attention mechanism and convolutional neural network features in deep
learning and learning the short text by combining shallow learning and deep learning. �e semantic information and potential
emotional information of the short text can be improved to promote the e�ective expression of short-text emotional features and
improve the short-text emotional classi�cation e�ect. Finally, this paper compares the abovemodels onmultidomain classi�cation
data sets such as NLPIR and NLPCC2014. �e accuracy and F1 value of the model proposed in this paper have achieved good
improvement in the �eld of short-text sentiment analysis.

1. Introduction

�ese days, people want to check the latest current a�airs,
online shopping, news gossip, and �nancial stocks; people
are no longer limited to reading newspapers or sitting in
front of the TV to watch hot topics but have more ways to
participate in the discussion of hot topics such as Weibo,
Taobao, Douyin, Zhihu, and WeChat public platforms and
other media. As an Internet platform, Weibo, Taobao, and
Douyin, in another aspect, realize information sharing and
dissemination by virtue of user relationships, attracting a
large amount of individuals to participate, and are favored
by people; on the other hand, a large amount of posts
published by users are text mining and provide a huge
amount of data. Sun et al. found that Weibo information can
re�ect changes in people’s attention to hot spots [1] and can
even infer the current emotional condition of users based on
Weibo user information. In addition, Weibo sentiment
analysis also provides reference opinions for some indus-
tries, such as stock trading decisions [2], movie box o�ce

predictions, and election predictions [3, 4]. Literature
provides reference opinions for consumers to purchase
products by mining online shopping platform product re-
view information and establishing a review sentiment
analysis model [5–7] and guidance for merchants to adjust
production plans and product improvement and also pro-
motes online shopping platforms. Users are provided with a
more e�cient quality of service. With the vigorous devel-
opment of online social media and the rise of arti�cial in-
telligence, more and more experts, scholars, and scienti�c
research institutions are now turning their attention to the
analysis.

1.1. Research Status of Text Sentiment Analysis. Text senti-
ment analysis is an indispensable link in natural language
handling. In the past, relatively large part experts and
scholars have carried out research in the light of sentiment
dictionary. Li and Hong reviewed sentiment analysis
methods, respectively [8, 9].
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(1) (e medium in the light of the vocabulary for
expressing emotions and emotional tendencies
mainly judges the sentiment climate. It needs to
manually construct the vocabulary for expressing
emotions and emotional tendencies mainly or use
the internal statistics Mutual Information (MI),
Symmetric Conditional Probability (Symmetric
Conditional Probability), external statistics (Branch
Entropy and Access or Variety), and other methods
to expand the sentiment dictionary. In text orien-
tation analysis, well-known sentiment dictionaries
are HowNet2, WordNet [10], and ConceptNet [11].

(2) (e feature-based method is to use statistical
knowledge to screen features from a large quantity of
corpora, use features to represent the entire text, and
then use relatively unnovel algorithms in machine
schooling to classify the text. (is method requires
high feature engineering and feature selection. (e
results directly affect the classification effect. For a
long time, features have occupied an important
position in text classification, the classification ma-
trix has not been greatly improved, and it has in-
directly led to the problem of overfitting, which is
called the Hughes effect [12–14]. In reality, training a
large number of features requires enough samples,
where obtaining enough samples requires time and
labor.

(3) Based on deep learning methods, features such as
words, sentences, and chapters can be mapped to
high-dimensional spaces to learn deeper feature
representations in text data. Wang added a self-at-
tention mechanism (Attention Mechanism) after the
output storey of the LSTM network [15] and ob-
tained the context information of the LSTM output
unit attention means for relevant automatic acqui-
sition. (e experimental results show that the at-
tention mechanism can recognize the emotional
information in the text [16, 17]. (e model first
inputs the word vector into the Bidirectional LSTM
net to learn the textual content and emotional in-
formation, and then uses the self-look mechanism to
extract emotional representations of monolingual
and bilingual texts, respectively. Based on the above
work, in the work of sentiment analysis, each word in
the text has a multitudinous collision on the overall
emotional climate of the text, especially some
emotional words, which can often directly reflect the
emotional climate of the text, and through the look
mechanism, the importance of words can be ob-
tained, and the potential representation information
in the text can be learned.

1.2. Research Status of Short-Text Sentiment Analysis. (1)
In the method based on the sentiment dictionary, Xiao
constructed a sentiment dictionary by analyzing the
emotional part of speech and the domain words in the
topic domain (World Cup, iPhone, and NBA games) in
the context of microblogs [18] and proposed a sentiment

lexicon-based sentiment analysis strategy. Chen im-
proved the mutual information algorithm [19] and
obtained emotional words in microblogs on the Chinese
microblog sentiment dictionary constructed in the light
of mutual information.
(2) In the modus in the light of machine learning, Xie

et al. combined sentiment dictionary, context fea-
tures. and topic features [20] and proposed an SVM-
based sentiment classification method. Li and Ji
extracted features such as words, negative words, and
special symbols to construct an SVM model and a
CRF model to perform sentiment analysis on
microblog data [21] and concluded that the appro-
priate choice should be made under different cir-
cumstances. Conclusions of the model.

(3) In the method based on deep learning, Zhou inte-
grated part-of-speech features and word embedding
features in the research on sentiment classification of
product reviews [7].(e experiments are higher than
the traditional text convolutional neural network.
Chen proposed a microblog using part-of-speech
features of emotional words and learning more
hidden information [22]. (e experiments verified
the proposed model is robust to different data.

Because the short text is relatively short, it will bring
about the problem of lack of text semantics, which brings
challenges to the short-text sentiment analysis. Although the
existing short-text sentiment analysis methods have done
some feature extraction, feature selection, and model se-
lection, many works still do not fully consider the context of
short texts and deeply dissect semantic features. Some new
words may not be recognized in the word segmentation
stage. In order to improve the shortcomings of existing
methods in feature selection, this paper extracts shallow
learning features such as emotional part of speech, location
information and dependencies of words from short texts, as
well as deep learning features such as word vector features,
convolutional neural network features, and emotional at-
tention features. Learning features enrich the textual feature
representation of short texts.

In the near future, deep learning has also been widely
used in sentiment analysis of short texts. Its concept comes
from the research of artificial neural network. Its purpose is
to explain the feature information existing in the data by
imitating the thinking structure and learning mechanism of
the human brain and build a neural network for machine
analysis and learning. Compared with the use of nonlinear
network structure to make up for the shortcomings of the
algorithm, it also has the following two shortcomings:

(1) In deep learning, the amount of training data is
required by the model. When the scale of the model
is large enough, the connection between short-text
data can be fully captured. However, in most cases,
facing the problem of short-text sentiment orien-
tation classification and other classification prob-
lems, sufficient training data cannot be found, and a
lot of data are manually annotated, and the model is
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difficult to achieve optimal, which is common in the
industry.

(2) Due to the “black box” nature of the features learned
by the deep schooling network model, it is difficult to
fundamentally find out where the learned features
come from, and it is also difficult to explain the
specific meaning of the learned features.

2. Relevant Theoretical Basis and
Technical Introduction

In recent years, the analysis and mining of time series data
have been gradually applied to many fields. Natural language
processing is a typical application [23–26]. In the research of
many scholars in the scope of natural language processing, the
text sentiment analysis task has two important steps. (e first
is to convert the text information into coded information that
can be recognized by the computer, and the second is to
analyze the sentiment tendency of the text. Since the words in
the text cannot be directly fed into the networkmodel, the first
task is to convert the text into a digital representation. (e
word vector is to map the words in the text into a digital
vector representation. According to the different encoding
methods, word vectors are mainly divided into discrete word
vectors and distributed word vectors.

2.1. Text Representation. Natural language is a complex sys-
tem that expresses a given intention and thought. It is generally
composed of words and punctuation marks. One, two or more
words are spliced into a word, and several words are connected
to form a sentence. After continuous combination, it forms
paragraphs and chapters. Unlike humans, machines cannot
directly understand the emotional information in language but
need to obtain the corresponding information in language by
establishing certain rules or models [27], in which only one bit
is 1 and the rest are 0. Under the one-hot rule, the words after
word segmentation are discretized and mapped to the Eu-
clidean space by the implementation of row vectors, but in
large-scale data sets, the vocabulary size of a data set may reach
tens of thousands of dimensions or even ten of thousands of
dimensions, and vectors at this time will undoubtedly bring
huge memory consumption. At the same time, the large-scale
vocabulary makes the constructed word vector matrix too
sparse, which brings great inconvenience to the feature
schooling. In view of the fact that one-hot encoding will have
problems such as dimensional disaster, word similarity, and
poor model generalization ability in natural language mod-
eling, Google proposed the word2vec model in 2013, also
known as the word embedding model. Each position in the
model-trained and the general value range is between −10 and
10. Taking “I appreciate one country, two systems” as an
example, the 200-dimensional word vector representation is set
as shown in Table 1.

2.2. Related Methods of Sentiment Analysis. Sentiment
analysis is essentially a text classification problem. Deep
learning can learn deep features in data and bring about

brilliant bonanza in odd spheres. (erefore, profound
learning has also been diffusely used in sentiment decom-
position tasks in recent years. Neural networks commonly
used in text sentiment decomposition include CNN, re-
current neural networks, and LSTM networks. (ese net-
works can better mine the latent information hidden in the
text and outperform most custumal machinery schooling
methods.

Since RNN adds a loop structure to the traditional neural
network, the content of the loop body will be executed at
each step, but when the number of historical nodes input to
the RNN decreases, the RNN cannot memorize information
far from the current node. LSTM is an improved model of
RNN. (e main improvement is the introduction of three
phylums when memorizing information: input gate, forget
gate, and output gate. (rough these three gates, LSTM can
bridle the information passing through the cell and can
selectively add information or delete existing information
according to the needs of the result, and specific LSTM
network structure and internal structure are shown in
Figure 1.

At the outset, LSTM used the forget gate to fix the
message that the cell demands to discard. Forget phylum
calculates a value among zero and one based on the historical
message of the former condition and the current input
communication as the condition of the cell information at
the previous moment to determine what information to keep
and discard. Among them, 0 means to discard all the
communication of the historical condition, and 1 means to
keep all the communication of the historical condition,
where f(t) delegates the input value at time t, h(t− 1) del-
egates the worth of the concealed stratum at time t− 1, and
U(f ), W(f ), and b(f) are the degree of seriousness of the
worth of LSTM of the concealed stratum in the forget
phylum, the degree of seriousness of the current input, and
the bias in the forget phylum, respectively, σ is the activation
function of sigmod, and f(t) is the information discarded by
cells. (e specific calculation is shown in the following
equation:

f(t)
� σ  h

(t− 1)
· U

(f)
+ x

(t)
· W

(f)
+ b

(f)
 . (1)

LSTM determines the information stored in the cell
through the input phylum. (e input phylum calculates a
value from 0 to 1 by sigmod, the key in news to modernize
the condition of the current node, that is, what information
needs to be updated or stored. Among them, 0 means not
accepting new information and 1 means accepting all the
input information. LSTM generates a new memory C(t),
which is the input memory, not the final memory. (e
condition is determined by the previous output and the
current input, which are the worth of the concealed stratum
of LSTM in the newmemory, the degree of seriousness of the
current input, and the degree of seriousness of the current
input. (e specific calculation of the bias in the newmemory
is shown in the following equation :

C
(t)

� tanh  h
(t− 1)

· U
(c)

+ x
(t)

· W
(c)

+ b
(c)

 . (2)
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(e final desired memory is generated by the part to be
remembered and the part to be forgotten. (rough the
calculation of the previous two phylums, we already know
the proportion i(t) of new information retained, the
proportion of old information that needs to be forgotten,
and the new memory and old memory f(t). In the final
step, the output phylum is used to determine the upshot of
the final cell output. (e output phylum calculates a value
between 0 and 1 by sigmod—the input information to
calculate the proportion of information that the cell finally
outputs. Among them, 0 indicates that no information is
output and 1 indicates that all the final memory results are
output. (e specific calculation is shown in the following
equation:

C
(t)

� i
(t) ⊙ C

(t)
+ f

(t) ⊙C
(t− 1)

. (3)

In a classical recurrent network, the condition and
output are always transmitted from front to back. However,
in some problems, the transmission and output of the
condition are not only related to the previous condition but
also related to the subsequent condition such as prediction.
A missing word is not only related to the preceding text but
also to the following text. Among them, BiLSTM is a
common neural network model that considers the contex-
tual relationship. It is based on Bi-RNN. One LSTMmodule
propaphylums from front to back, and another LSTM
module propaphylums from back to front. BiLSTM builds a
double-storey network model. (e input is forwarded to the

LSTM and the reverse LSTM, respectively, and the final
output result is the vector superposition of the LSTM output
results in two different directions. Finally, the entire output
result is fully connected, and then, the sigmod output is the
final output result, where BiLSTM is trained in the same way
as LSTM [28–30].

3. Sentiment Classification Model Based on
Deep Learning

Considering that the custumal machinery schooling
methods and profound learning methods are insufficient in
feature representation, this paper makes two improvements
to the custumal machinery schooling methods and profound
learning methods: one is to use shallow learning features as
one of the input features of profound learning. Add a look
mechanism to the network layer to allow the model to better
learn the underlying semantic features in the text.

3.1. A Bidirectional Long- and Short-Term Memory Network
Model Based on Emotional Multichannel. So as to make full
use of the unique emotional resource information in the text
sentiment decomposition task, this paper proposes BiLSTM
Based on Sentimental Multichannel, referred to as BM-ATT-
BiLSTM based on multichannel sentiment. (e learning
storey builds multiple channels to improve sentiment clas-
sification performance. BM-ATT-BiLSTM is a left-to-right
multistorey neural network structure mainly composed of 5
parts: input layer, semantic learning layer, emotional atten-
tion layer, merging storey, and sentiment classification output
storey. (e input storey inputs are composed of features and
shallow features (emotional part-of-speech features of words,
location information features, and dependency features). (e
traditional LSTM model can obtain the forward semantic
information in the text but ignore the reverse semantic in-
formation of the text. In response to this paper, let LSTM
learn backward directions of the sequence. Feed the data in
both directions into the BiLSTM model, and the calculation
method is relatively simple, by calculating the emotional
weight of each word. If the previous storey of the BiLSTM
network is multiplied, it will be normalized and fused batch.
Use the fully connected layer of the model to output the
feature matrix, use softmax to normalize the feature matrix,
and finally get the classification result.

3.2. Experimental Parameter Setting. Different hyper-
parameters may have different effects on the experimental
results. Although parameter tuning itself is not the main
research content of this paper, for the sake of fairness, this
paper considers the overall effect of the experiment and
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Figure 1: LSTM text classifier model.

Table 1: Word2vec training word vector table.

Words and phrases Word embedding
Myself [−3.2554681, 3.0520194, −1.3131773, . . ., 0.22637065]
Grateful [1.2681537, −0.09857514, 1.5265175, . . ., 0.07370517]
One country, two systems [−0.6349963, 1.6289423, −0.4314866, . . ., −0.4279167]
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finally determines the hyperparameters of BM-ATT-
BiLSTM. Some hyperparameters of the BM-ATT-BiLSTM
model are shown in Table 2.

3.3. Experimental Environment and Comparative
Experiments. (e computer hardware configuration used in
the experiment in this paper is as follows: the CPU is Intel
Core processor i5-9400f, and the GPU series is NVIDIA
GTX; the operating system is configured as Windows 10; the
programming software used is PyCharm, the programming
language used is Python, and the support library used in
profound learning is pytorch10, keras11, and gensim12.

3.4. Experimental Results andAnalysis. Since the NLPIR and
NLPCC2014 data sets do not contain many training samples,
too many iterations may lead to overfitting problems, and if
the number of iterations is insufficient, it is troublesome for
the matrix to be taught effective features. (erefore, 20% of
the data set is divided into the validation set, 16% is divided
into the test set, and 64% is divided into the drilling battery.
Precision, Recall, and F1-measure are selected as evaluation
indicators. So as to make the experiment more fair, the
evaluation index results in this paper take the average of 50
experimental results. (e detailed experimental results are
shown in Table 3.

(1) Compared with LSTM, the overall effect of CNN is
weaker than that of LSTM. In the process of
extracting features, CNN mainly captures multiple
different N-grams of text, and there are many dif-
ferent convolution kernels for one N-gram. Useful
information is extracted from different angles, but
the experimental data sets are all short texts, and the
amount of data is not large, so the use of CNN to
extract features may lead to insufficient features and
adds emotional attention to CNN, and the effect is
obviously promoted.

(2) (e results of CNN and CNN+ SVM show that using
SVM instead of softmax can improve the classifi-
cation effect. (e reason is that the loss function of
SVM can get faster convergence on the three data
sets of text, and the output of softmax is only a
probability of compressed data, and the probability
distribution of softmax is deviated from the actual
result.

(3) Among all the LSTM memory networks involved in
the comparative experiments, BM-ATT-BiLSTM has
the best effect. An important reason is that the
emotional attention mechanism is added, and more
potential emotions can indeed be learned from the
text through attention. According to Table 3, the
BM-ATT-BiLSTM method outperforms other
models in terms of precision and recall. (is effect is
essentially due to the time series characteristics of
natural language. Cells in the LSTM model can ef-
fectively record the time series information in the
text.(e BiLSTMmodel structure is used to learn the
semantic information in the text, in order to enhance

the capability of the mold to learn the reverse text,
and strengthen the capability to seize the news of the
text context. Combining the emotional parts of
speech, location information of words, as well as
word embedding features, emotional attention fea-
tures, and features extracted by convolutional neural
networks, this paper proposes three neural network
models, which are the foundations of emotional
multichannel features—BiLSTM classification
model, convolutional neural network in the model
mechanism increases the attention, and multikernel
convolutional neural network in the model mech-
anism increases the attention. Tentatives show that
the BM-ATT-BiLSTM recommended in this paper
has the best performance; therefore, it can be con-
cluded that adding the above shallow learning fea-
tures and profound schooling features to the short-
version sentiment decomposition can improve the
classification manifestation of the mold.

4. Conclusion and Outlook

Combining the emotional part of speech features, location
information features, and dependency features of words, as
well as word embedding features, emotional attention fea-
tures, and features extracted by convolutional neural net-
works, this paper proposes three neural network models,
which are emotional multichannel features—BiLSTM clas-
sification model, convolutional neural network in the model
mechanism increases the attention, and multikernel con-
volutional neural network in the model mechanism in-
creases the attention. Tentatives show that the BM-ATT-
BiLSTM recommended in this paper has the best perfor-
mance, so it can be concluded that adding the above shallow

Table 2: BM-ATT-BiLSTM model hyperparameter settings.

Hyperparameters Characterization NLPIR NLPCC2014
η Learning rate 0.01 0.01
Epoch Number of iterations 10 10

Hidden Number of hidden
units 128 200

P dropout Dropout 0.5 0.5
λ L2 coefficient le-3 le-3
Batch Batch size 64 64
D Word vector size 200 200

Dimension Word vector
dimension 200 200

Table 3: Comparison of experimental results.

Model
NLPIR NLPCC2014

Pre Rec F1 Pre Rec F1
CNN 78.66 96.44 86.65 70.40 66.31 68.29
CNN+SVM 86.32 88.11 87.21 73.13 71.30 72.20
LSTM 81.94 92.92 87.09 72.23 72.56 72.39
BiLSTM 87.60 89.31 88.45 73.92 71.17 72.52
BM-ATT-BiLSTM 87.02 90.57 88.76 75.57 70.69 73.05
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learning features and profound learning features to the short
text sentiment analysis.

4.1. Summary. In a bidirectional LSTM based on emotional
multichannel, shallow learning features and word embed-
dings and profound learning features of emotional attention
are fused. Experiments show that themodel integrates shallow
learning features such as emotional part of speech, location
information, and word dependence, and the classification
effect is better than CNN and other models. In the profound
learning model based on convolutional neural network, word
embedding, emotional attention feature, and convolutional
neural network feature are fused. Experiments show that
feeding profound learning features into SVM can improve the
performance of classification, and the model works best
compared to other convolutional neural networks.

(ere are two main contributions of this paper.

(1) (is paper puts forward a bidirectional LSTM
memory network model based on emotional mul-
tichannel, which integrates shallow learning features
and profound learning features at the feature level, so
the mold can heighten the expression ability of text
semantic information and learn the potential emo-
tion of the text. (e test outcome is also multifeature
prefusion, which is very helpful for sentiment cli-
mate analysis.

(2) (is paper adopts CS-ATT-CNN and CS-ATT-
TCNN to solve the problem of sentiment climate
analysis of short texts. (e model effectively com-
bines machine learning and profound learning, the
training time is short, and the model is better than
the traditional convolution—Neural network clas-
sification model and TCNN model.

(eoretically, the semantic information of the LSTM
model text is good, but from the practical point of view, the
LSTM model still has deficiencies, and the BM-ATT-
BiLSTMmethod in this paper combines the emotional part-
of-speech features, location information features, and de-
pendency features of words. As well as from the emotional
attention feature, we can learn the underlying emotional
regularity in the text so as to capture the important infor-
mation that affects the emotional climate of the text. (e
BM-ATT-BiLSTM proposed in this paper is good, but there
is one more factor that should be considered in the forget
phylum, and it takes a lot of time to detect these meaningless
communications can achieve better experimental results in a
short time.

4.2. Prospect. Judging from the current situation and the
experiments of this paper, there is still a long way to go in the
analysis of sentiment climate of short texts. (ere are many
challenges and opportunities, and there are many problems
that deserve further study and improvement. (e following
two points can be used as the next step for research.

(1) (is paper only mines text data and does not con-
sider the author’s user attributes. If user attributes,

user’s Weibo or online shopping comments, and
posting time and other information are fully con-
sidered, the accuracy of text orientation analysis may
be greatly improved. In the experiment, this paper
only uses the data of Wikipedia as the corpus of the
training word vector, and the data of Weibo and
product reviews can be added as the expanded
corpus of the training word vector in the future. Due
to the complexity and diversity of the network en-
vironment and Chinese, some new words may not be
recognized in the word segmentation stage, and
there is a polysemy problem in Chinese. In the fu-
ture, a new word dictionary can be constructed in
combination with the context.

(2) (ere are some sarcastic sentences in Weibo and
product reviews. (is paper cannot identify the
emotional polarity of such sentences well. (erefore,
we can add sarcastic sentences to transform the
model of this paper. If you combine the knowledge
graph to do sentiment decomposition, consider each
word as an entity in the knowledge graph, and form a
many-to-many relationship between entities and
entities, and it is very possible to dig out the emo-
tional connection between words and words. In the
next step, we will combine some actual Internet
projects to verify more combined models to reflect
their socio-economic value.
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With the current exchange and communication between di�erent countries becoming more and more frequent, the language
conversion of di�erent countries has become a di�cult problem. �e analysis of a series of problems in cross-language discourse
conversion, the study of the discourse conversion path, and innovation motivation based on the deep learning theory of cross-
language transfer, it has theoretical and practical signi�cance. �is paper aims at the technical di�culties in speech conversion
methods to e�ectively utilize the local mode information of signal time spectrum and the long-term correlation of speech signal. A
discourse conversion method based on convolutional recurrent neural network model is proposed. In the model, the extended
convolutional neural network is used to model the long-term correlation of speech signals. In the part of speech fundamental
frequency estimation, the prosodic information generated by the decomposition of the fundamental frequency by continuous
wavelet transform is used as the training target of the fundamental frequency estimation model. �e experimental results show
that the speech transformation method based on the convolutional cyclic network model proposed in this paper has better quality
and intelligibility than the speech transformed by the contrast method.

1. Introduction

In the face of the diversity of social values and cultural
diversity, coupled with the development of new media
technology, traditional ideological and political education
discourse is facing inevitable challenges. In the process of
dealing with challenges, its disadvantages and problems are
constantly exposed. For example, most of the discourse
content is still con�ned to the propaganda of documentary
language and policy discourse, which lacks e�ective con-
nection with the daily life of the audience [1]. In the form of
discourse, one-way indoctrination is more than two-way
interaction; there are more grand narratives and less elab-
orate descriptions; more empirical life language, less rig-
orous academic discourse; and there are more referential
words but less original ones extracted from practice. �ere
are more empty and stale words than up-to-date ones; there
are many words of conformity, but few words of inde-
pendent thinking [2]; and the lack of ideological discourse
power in the �eld of network. In this discourse �eld,

therefore, how to use by educators to understand, trust, and
open discourse established the ideological and political
education position, the spread of the ideological and political
education content, �rmly grasp the ideological and political
education, in turn, say, raise new era the pertinence, ef-
fectiveness and validity of ideological and political educa-
tion, and ideological and political education has become the
key problem facing. [3–6].

With the rise of deep learning and arti�cial intelligence,
traditional speech conversion methods based on statistical
models can no longermeet the requirements of large amounts
of corpus data involved in training, and the performance of
traditional language conversionmodelsdeteriorates rapidly in
the case of large amounts of corpus data involved in training.
DNN [7] has strong data �tting ability and can better explain
various complex data features, which is very suitable for the
scenario where a large amount of corpus data participates in
training. Deep belief network (DBM) maps speakers’ spec-
trum features to higher order eigenspace, thus realizing the
transformation between speakers’ spectrum features.
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Based on dnnvc (deep bidirectional long-term and short-
term memory recursive neural network), it has recursive
neural network, Dblstm RNN) to construct the discourse
transformation model. Because dblstm-rnn can capture the
forward and backward time relationship of the speaker’s
speech spectrum characteristics, the performance of the
conversionmodel is significantly improved [8].'e proposal
of convolutional neural network (CNN) [9] is a milestone in
the field of deep neural network, which greatly promotes the
development of deep learning and artificial intelligence. 'e
depth generation network model based on convolutional
neural network has been proposed and applied to the field of
discourse conversion. Conditional variational automatic
encoder network (CVAE) is used to unlock the content and
timbre characteristics of the input speech spectrum [10].
Completely nonparallel many-to-many discourse transfor-
mation [11]. Star creative adversity network VC (stargan
VC) method makes use of the advantages of the cvae-vc
method and the cyclegan VC method, respectively. Multi-
speaker multi to multidiscourse conversion is realized by
using speaker identity tag thermal vector, which is the best in
the current nonparallel multi to multi discourse conversion
methods. 'e improved methods of VAE series and Gan
Series in deep generation neural network model have been
recognized and affirmed by many scholars, and a series of
novel methods have been proposed, such as vawgan VC [12],
vqvae-vc [13], cdvae VC [14], acvae-vc [15], adagan VC [15],
cyclegan-vc2 [16], and stargan-vc2 [17].

Based on the above research, this paper innovatively uses
the deep neural network model of cross-language transfer to
solve the discourse conversion problem. In order to solve the
problem that existing speech conversion methods cannot
effectively utilize the acoustic mode information in the
speech time spectrum, and it is difficult to effectively model
the long-term correlation of speech signals, a novel con-
volutional recurrent neural networks based on convolu-
tional recurrent neural networks is proposed. CRNN, which
uses extended convolutional network to describe the pattern
information of the discourse spectrum and model the long-
term correlation of signals, and BiLSTM conduct the time
sequence modeling. 'e performance of this method is
better than that of BiLSTM.

2. Model Theory

In order to effectively describe the acoustic pattern infor-
mation of speech in the time-frequency domain, model the
long-term correlation of signals, and improve the natural-
ness of translated speech, a convolutional recurrent neural
network with continuous wavelet transform is proposed in
this paper.'is CRNNmodel combined with the advantages
of neural network, signal processing theory, and depth can
use signal processing methods to obtain more suitable for
the acoustic characteristics of the task and to make full use of
the depth of the neural network nonlinear description ability
to the words the local characteristics of spectrum and long
correlation model, so as to achieve better performance of
discourse transformation [18].

2.1. Discourse Conversion Model of Convolution Recurrent
Neural Network with Continuous Wavelet Transform.
Continuous wavelet transform (CWT) is a commonly used
time-frequency analysis tool [19]. 'e traditional fixed-
window transform algorithm (such as Fourier transform)
determines the size and shape of the time-frequency window
after selecting the window function and has the same ability
to analyze both high and low frequencies. However, in
practical signal analysis, we usually expect the algorithm to
have different time-frequency resolution in different fre-
quency bands. Continuous wavelet transform is an algo-
rithm to solve this kind of problem, and its calculation
process is shown in formula (1):

WTf(a, τ) � ≺f(t),

ψa,τ(t)≻ � a
−1/2


R
f(t)ψ

(t − τ)

a
 dt.

(1)

In the formula, F(t) represents the original signal, A
represents the scale factor in the wavelet transform, τ
represents the translation factor, and the wavelet basis
function ψ increases with the increase of the scale factor, the
time window function also increases, and the frequency
resolution of the unit increases correspondingly, otherwise,
the time resolution increases. When the wavelet basis
function meets the admissible condition, the algorithm has
contravariant transformation, and the Morlet wavelet basis
satisfying the condition is adopted in this paper. 'e fun-
damental frequency component predicted by the model can
be reconstructed into the fundamental frequency feature by
inverse wavelet transform. 'e inverse wavelet transform
formula is as follows:

x(t) �
1

Cψ


+∞

0

da
a
2 

+∞

−∞
WTx(a, τ)ψa,τ(t)dτ,

�
1

Cψ


+∞

0

da
a
2 

+∞

−∞
WTx(a, τ)a

− 1/2ψ
t − τ

a
 dτ.

(2)

X(t) represents the reconstructed signal, where the
calculation method of admissible conditions is given by
formula (3):

Cψ � 
∞

0

|ψ(aω)|

a
da≺∞. (3)

2.2. CNNModel. CNN is a commonly used neural network
structure. Different from fully connected networks, the
neurons of CNN are usually arranged in three dimensions.
In the field of audio processing, 2d convolutional neural
networks are usually used. In 2d convolutional kernels, the
height and width correspond to the size of the time-fre-
quency window of the convolution kernels, that is, the time-
frequency range of each convolution of the convolution
kernels. 'e depth of the convolution kernel corresponds to
the number of channels of features after convolution.
Usually, the depth of the convolution kernel used is grad-
ually increased at the beginning of the model to improve the
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fitting ability of the model, while the depth of the convo-
lution kernel is gradually reduced at the output end of the
model to map features to the target dimension. Figure 1
shows a schematic diagram of a two-dimensional convo-
lution kernel.

Assuming that the input feature of this example is Cl, the
eigenvalue of the output of the convolutional network is
Cl+ t, and the target feature is Cture, the convolution oper-
ation can be expressed by formula (4):

C
l+1

(i, j) � C
l ⊗w

l+1
 (i, j) + b

l+1
� 

Kl

k+1


f

x�1


f

y�1

C
l
k(s∗ i + x, s∗ j + y)∗w

l+1
(x, y)  + b

l+1
,

i, j ∈ 0, 1, . . . , Ll+1 , Ll+1 �
Ll + 2∗ z − f

s
+ 1 .

(4)

In the formula, w and B, respectively, represent the
weight matrix and bias of the convolution kernel; I and j
represent the number of pixels of the feature graph; f, z and s
correspond to the size, filling number, and step size of the
convolution kernel. 'e training of convolutional network
requires the setting of loss function, and the commonly used
MSE loss function can be expressed by formula (5):

MSE �
1
D



D

i�1

1
2

C
ture

− C
l+1

 
2

 ⎡⎣ ⎤⎦, (5)

where D represents the corresponding feature dimension.
'e extended convolutional neural network is a special

convolutional network whose filter is discontinuous. Studies
have found that such network structure with spacing be-
tween filters can make the convolution kernel have a large
receptive field with minimal precision loss. 'e following
figure shows the schematic diagram of the receptive field
range of an ordinary 3∗ 3 convolution kernel and an ex-
tended 3∗ 3 convolution kernel.

'e rectangular block in Figure 2 represents the feature
graph, and the deepened part represents the convolution
region of the convolution kernel filter. As can be seen from
the figure, in the case of the same convolution kernel size, the
receptive field of the extended convolutional network is
larger than that of the ordinary convolutional network. 'is
feature enables the model to have a larger receptive field
under the same conditions and enables the networkmodel to
be capable of modeling longer context information.

2.3. CRNN Model. CRNN is mainly used to recognize text
sequences of indeterminate length end-to-end, without
cutting a single text first, but transforming text recognition
into a sequence-dependent sequence learning problem,
which is image-based sequence recognition. Figure 3 shows
the structure diagram of the CRNNmodel used in this paper.
After the acoustic features of ear discourse are input into the
model, the feature extraction module is used to obtain the
local features of the discourse spectrum.

Feature extraction module is composed of two sets of
two-dimensional dilated convolution. One set of convolu-
tion layer uses a convolution kernel with a size of 3× 3. 'e
first dimension of the convolution kernel corresponds to the
time direction of the discourse feature sequence and makes
the convolution layer perform dilation in the time domain
direction, which is called the time domain dilated convo-
lution layer. Another set of convolution layers performs
frequency domain expansion using convolution kernels of
the same size.

'e characteristic graph output by the time-frequency
expansion module is connected and reconstructed into one-
dimensional features and then input into the time-domain
modeling module. 'e time-domain modeling module
consists of a group of time-domain expansion blocks, whose
structure is shown in Figure 3. Tomodel discourse long-term
correlation, one-dimensional dilated convolution was used
in each dilated block and Gated Linear Units (GLUs) were
used to improve the stability of the model during training.
'e calculation process of GLUs is shown in formula (6):

y � σ x∗W1 + b1( ⊗ x∗W2 + b2( , (6)

where W1 and W2 represent the weight of the convolution
layer, b1 and b2 represent the corresponding bias term, σ
represents the sigmoID activation function, and ⊗ repre-
sents the element-by-element multiplication symbol. 'e
calculation process of the MISH activation function used in
the expansion block can be expressed by formula (7):

MISH � x∗ (tanh(softplus(x))). (7)

In the formula, TANH and Softplus represent corre-
sponding activation functions, respectively, and the cal-
culation process of softPLu function is described in
formula (8).

input
features

convolution
kernel

output
characteristics

Figure 1: Schematic diagram of two-dimensional convolution
kernel.

Ordinary convolution Expansion of the convolution

Figure 2: Comparison of receptive fields of different convolution
structures. (a) Ordinary convolution, (b) Expansion of the
convolution.
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softplus � log 1 + e
x

( . (8)

It can be seen from formula (8) that the function has a
small number of negative intervals, which provides an ad-
ditional flow interval for the gradient flow, thus alleviating
the gradient problem of the network. 'e input of adjacent
time domain expansion block is the output A of the previous
expansion block, and the input of feature mapping module is
obtained by adding the output B of each expansion block
element by element.

'e output of the feature mapping module is calculated
by the two groups of memory cells with opposite directions,
and the calculation process can be expressed by the following
formula:

h
→

t � lstm xt( ,

h
←

t � lstm xt( ,

yt � W
h

→
y

h
→

t + W
h
←

y
h
←

t + by.

(9)

'e calculation process of LSTM in the above formula
can be expressed by the following formula:

it � σ Wxixt + Whiht−1 + Wcict−1 + biit( ,

ft � σ Wxfxt + Whfht−1 + Wcict−1 + bf ,

ct � ftct−1 + ittanh Wxcxt + Whcht−1bc( ,

ot � σ Wxoxt + Whoht−1 + Wcoc + bo( ,

ht � ottanh ct( .

(10)

In the above formula, I, F, O, and C correspond to the
input gate, forgetting gate, output gate, and cell state in the
cell structure, respectively. O represents the commonly used
SigmoID activation function, and W and B represent the
weights and bias items to be learned during network
training. Because the time-domain modeling module uses a

large number of extended convolutional neural networks,
the feature graph input by each neuron in the circular layer
of the feature mapping module contains the whole discourse
context information of the input model, which is beneficial
to the model to describe the long-term correlation of signals.

2.4. Proposed Ear Discourse Conversion. 'e proposed ear
discourse conversion method based on the CRNN model is
shown in Figure 4. During the model training, the
STRAIGHT model was used to extract the characteristic
parameters of the two kinds of discourse, respectively. As
mentioned above, the STRAIGHT model is a classical
parametric vocoder, which has been widely used in speech
analysis and synthesis tasks. After extracting relevant pa-
rameters, DTW algorithm is used to align feature sequences.
'en, the spectral envelope features are converted to MCC
features, and the normal speech fundamental frequency is
decomposed by continuous wavelet transform. Finally, the
MCC feature estimation model (CRNN_mcc) was trained
using MCC features of ear speech and normal speech.

In the transformation stage, the extracted ear speech
spectrum envelope is converted into MCC features, then the
MCC features are input to the two transformation models
after training to obtain the MCC features and nonperiodic
components estimated by the model, and then the MCC
features estimated by the model are input to the CRNN_f0
model to obtain the estimated fundamental frequency com-
ponents. 'en, the inverse of the estimated MCC feature is
transformed into a spectral envelope, and the obtained fun-
damental frequency component is reconstructed into the
speech fundamental frequency by inverse wavelet transform.
Finally, the spectral envelope, aperiodic component, and
fundamental frequency predicted by the model are recon-
structed into transformeddiscourseby theSTRAIGHTmodel.

Table 1 shows that the input and output parameters of
two-dimensional convolution are frame number, frequency
channel, and characteristic image channel in turn. 'e

Two
dimensional
convolution

layer

initial
features
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LSTM LSTM

LSTMLSTM

LSTM LSTM

LSTM LSTM

Target
characteristic

Forw
ard

Backw
ard

Time domain modeling module

RE
SH

A
PE

Time
domain

expansion
block

Time
domain

expansion
block

N

. . .

. . .

. . .

. . .

. . .+

O
ne

-d
im

en
sio

na
l

co
nv

ol
ut

io
n 

la
ye

r
Two

dimensional
convolution

layer

Figure 3: Structure of utterance conversion model based on CRNN.
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parameters of convolution layer represent the size, expansion
rate, and number of convolution kernels, respectively. 'e
input and output parameters of one-dimensional convolution
are tonnage and frequency channel in turn. 'e convolution
layer parameters have the same meaning as two-dimensional
convolution. In order to keep the temporal characteristics of
discourse unchanged, zeroing is applied to all convolution
layers to maintain the consistency of input and output di-
mensions. Only one set of time domain block parameters is

shown in the table, and three sets of time domain expansion
blocks with the same parameters are stacked in themodel.'e
TD block represents the time domain extension block. 'e
output of recurrent neural network is the symbiosis of the
output of two groups of neurons. 'erefore, this paper splices
the output of two groups of LSTM and uses the full con-
nection layer to map the feature map to the target dimension.

'is method uses the function shown in formula (11) as
the training error function in the training process:

ph
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e o
f t
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in
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Normal
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Figure 4: Flow chart of CRNN-based utterance conversion method.

Table 1: Parameter configuration of the CRNN utterance conversion model.

Network layer Input size Super parameter Output size
Expand (150× 30) — (150× 30×1)
Conv2d_1.1 (150× 30×1) (3× 3, (1, 1), 16) (150× 30×1)
Conv2da_1.2 (3× 3, (1, 1), 16) (150× 30×16)
Conv2d_2.1 (150× 30×16) (3× 3, (1, 1), 16) (150× 30×16)Conv2d_2.2 (3× 3, (1, 1), 16)
Conv2d_31 (150× 30×16) (3× 3, (2, 1), 32) (150× 30× 32)Conv2d_3.2 (3× 3, (1, 2), 32)
Conv2d_4.1 (150× 30× 32) (3× 3, (4, 1), 32) (150× 30× 32)Conv2d_4.2 (3× 3, (1, 4), 32)

Concatenate (150× 30× 32) — (150× 30× 64)(150× 30× 32)
Reshape (150× 30× 64) (150×1920)
Conv1d_1 (150×1920) (1, (1), 512) (150× 512)

TD block
(1, (1), 256)
(3, (1), 128)
(1, (1), 512)

TD block
(1, (1), 256)
(3, (2), 128)
(1, (1), 512)

TD block (150× 512)
(1, (1), 256)

(150× 512)(3, (4), 128)
(1, (1), 512)

TD block
(1, (1), 256)
(3, (8), 128)
(1, (1), 512)

TD block
(1, (1), 256)
(3, (16), 128)
(1, (1), 512)

BiLSTM (150× 512) (150×1024)
Dense (150×1024) (30/30/513) (150× 30/30/513)
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In the above formula, yi and yi represent target feature
and prediction feature, respectively.

3. Experimental Simulation and Result Analysis

3.1. ExperimentalData andEvaluation Indicators. To further
evaluate the performance of the proposed method in the
auditory speech conversion task, 348 auditory utterance and
corresponding target sounds from the wTIMIT discourse
database were selected as experimental data. 'e selected
corpus has a sampling rate of 8000Hz and is stored in 16 bit
PCM format. When extracting speech features, the frame
length is 40ms, the frame offset is 5ms, and 1024 point fast
Fourier transform is used for each frame of speech. In total,
313 auditory utterances and their corresponding normal
utterances were randomly selected as the training set, and
the other 35 corpora were used as the test set. 'e relevant
test set has strong adaptability.

All the above methods use the straight algorithm to
analyze the reconstructed discourse. 'e GMMmethod and
the DNN method in the comparison method are limited by
the model structure and cannot be modeled by using the
dynamic correlation between frames of discourse. In order
to improve the algorithm performance of the comparison
method and make the effectiveness of the proposed method
more convincing, the dynamic characteristics of speech
frames are taken as the training parameters of the two
methods.'e calculation formula of dynamic characteristics
is given by formula (12).

sp dyk �
−2∗ spk−2 − spk−1 + spk+1 + 2∗ spk+2( 

3
, (12)

sp dyk represents the corresponding dynamic feature.
'e specific parameter configuration of the comparison

method is described as follows: in the gMM-based ear speech
conversion method, three models, GMM_mcc, GMM_ap,
and GMM_f0, are, respectively, trained to estimate the MCC,
aperiodicity and fundamental frequency of normal sounds.
'e Gaussian component number of GMM MCC and
GMM_f0 is set to 32, and the Gaussian component number of
GMM_ap is set to 16. In the DNN ear speech conversion

method, three DNN models are trained to estimate the MCC
feature, nonperiodic component and fundamental frequency
of target speech.'e structure of THEDNNmodel is 30× 30-
900-1024-2048-1024-1024-900/7710/30. 'e Dropout tech-
nology is used for the hidden layers of the model to improve
the model and reduce overfitting. 'e Dropout parameter
value is set to 0.9, and the three dimensions of the output layer
correspond to the three different characteristics of the pre-
diction. For BiLSTM, three BiLSTM models are also trained,
respectively, to estimate the acoustic characteristics of
transformed discourse. 'e BiLSTM used contains two
hidden layers with 512 units. All comparison methods
adopted MSE objective function, and Adam algorithm was
used to optimize model parameters, with a learning rate of
0.0001.

3.2. Model Parameter Selection. In order to evaluate the
influence of extended convolution in the time-frequency
domain of the feature extraction module on the translated
speech quality, the traditional 3× 3 single-size convolution
kernel and the extended convolution in the time-frequency
domain used in this paper were used to conduct the speech
conversion experiment. It is obvious from Table 2 that the
time-frequency expansion convolution adopted in this paper
is conducive to improving the discourse conversion per-
formance of the model.'e specific comparison of discourse
quality after transformation is shown in Table 2.

In order to explore whether the time domain expansion
block in the time domain modeling module can effectively
improve the performance of the discourse conversion
method, the transformed discourse of CRNN discourse
conversionmethod in three cases is compared. Table 3 shows
the comparison of discourse quality after transformation
under the three conditions, where CRNN_nt represents the
CRNN model without time domain dilators and CRNN_ot
represents only one group of time domain dilators. As can be
seen from Table 3, the CRNN model without the time-
domain expansion block has the worst performance of
discourse conversion. 'e prediction accuracy of the CRNN
model that only uses a group of time-domain dilators is
lower than that of the method in this paper, because the
CRNN model that only contains a group of time-domain
dilators is difficult to use the context information of the

Table 2: Impact of time-frequency dilated convolution on model
performance.

Convolution kernels CD PESQ STOI
3× 3 4.5826 1.2679 0.6003
Time-frequency dilated convolution 4.5163 1.3201 0.6104

Table 3: Impact of time domain dilated block on model
performance.

Model CD PESQ STOI
CRNN_nt 4.6532 1.2895 0.5765
CRNN_ot 4.5885 1.3111 0.6004
'e model in this paper 4.5163 1.3201 0.6104

Table 4: Quality evaluation of converted speech by different
methods.

Transfer approach CD PESQ STOI
GMM 5.4415 1.0121 0.4603
DNN 5.1732 1.0901 0.5062
BiLSTM 4.8611 1.2523 0.5559
'e model in this paper 4.5163 1.3201 0.6104

Table 5: RMSEs of fundamental frequency of different methods.

Model GMM DNN BiLSTM CRNN 'e model in
this paper

RMSE（HZ） 121.09 88.76 81.14 69.27 66.93
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whole input discourse, and the model has a small receptive
field, which makes it impossible to effectively model the
long-term correlation of discourse. 'erefore, this paper
finally sets up three groups of time domain expansion blocks
in the CRNN network.

3.3. Comparative Analysis of Experimental Results. To
demonstrate the effect of CRNN discourse conversion
model, GMM, DNN, and BiLSTM are used as comparison
models. Table 4 shows the evaluation results of transformed
discourse. 'e performance of the GMM model is poor
because the modeling ability of GMM is weaker than that of
the neural network model. Although the DNN method can
well represent the nonlinear mapping relationship, it cannot
model the long-term correlation of discourse, and the effect
of discourse conversion is not ideal. Compared with the
DNN method, the BiLSTM method can make better use of
the interspeech correlation. When the time step is large, the
BiLSTMmethod can also model the long-term correlation of
discourse, so the conversion effect is better than the GMM
method and the DNNmethod. However, BiLSTM is difficult

to effectively utilize the local features in the time-frequency
domain of discourse, resulting in some spectral errors in the
transformed discourse. As can be seen from Table 4,
compared with the comparison method, the effect of the
CRNN speech conversion model under the quality assess-
ment of different conversion speech methods is 4.5163 s in
the disc time; 1.3201 s in the ticker; and 1.3201 s in the station
time 0.6104 s, the utterances transformed by this method in
this paper have the best inhomogeneous quality and
intelligibility.

Table 5 shows RMSE values of fundamental and target
tones predicted by four conversion methods, where, CRNN
indicates that CWT is not used to convert the discourse
fundamental frequency in the training process. As can be
seen from Table 5, GMM is difficult to accurately estimate
the fundamental frequency characteristics of utterances, and
BiLSTM has better fundamental frequency estimation
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Figure 5: Fundamental frequency curves obtained by different conversion methods. (a) Enter the words, (b) GMM, (c) DNN, (d) BiLSTM,
(e) CRNN.

Table 6: MOS of converted speech by different methods.

Model GMM DNN BiLSTM 'e model in this paper
MOS 2.35 2.51 2.82 2.90
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performance than DNN. In the process of model training,
CWTdecomposition of fundamental frequency can improve
the prediction accuracy of the model to a certain extent. A
horizontal comparison of the five methods shows that the
difference between the fundamental frequency predicted by
the proposed method and the target fundamental frequency
is the smallest, which proves that the proposed method has
higher fundamental frequency prediction accuracy com-
pared with the comparison method.

It can be seen from Figure 5 that the GMM speech
conversion method is difficult to fit the fundamental fre-
quency curve of target speech effectively, and the funda-
mental frequency of transformed speech is greatly different
from that of the target speech. 'e DNN method can only
estimate unvoiced speech conversion, but cannot accurately
predict the fundamental frequency curve. 'e fundamental
frequency curve estimated by the BiLSTM method has a
certain similarity with the target curve, but there is still a
great difference with the expected target in details such as
170–190 frames and 230–270 tons. However, the overall
trend of the speech fundamental frequency curve estimated
by the proposed method is close to that of the target fun-
damental frequency, which indicates that the proposed
method has better fundamental frequency estimation
performance.

Table 6 shows MOS scores of discourse obtained after
four methods of transformation. As can be seen from Ta-
ble 6, the comfort level of discourse listening sensation after
GMM conversion is poor, which is not suitable for discourse
conversion task. Because BiLSTM can effectively make use of
the dynamic interframe correlation of utterances, the
transformed utterances have stronger continuity and better
comprehensibility, thus achieving a better subjective score.
'e method in this paper can effectively use the acoustic
model information to establish a long-term correlation
model of utterances and use the prosodic features of ut-
terances as the learning objective of the model. 'erefore,
the naturalness of statements transformed by the method in
this paper is high, and the opinions are emotional, thus
achieving the highest subjective score.

In this paper, ABX test is used to further evaluate and
compare BiLSTM discourse conversion method with this
method, which has better subjective score. Figure 6 shows

the results of the ABX test method. After several rounds of
listening tests, the auditioners generally believe that the
transformed utterances in this paper are closer to the target
utterances.

4. Conclusion

'is paper mainly introduces the discourse conversion
method based on convolution recurrent neural network with
continuous wavelet transform. Compared with the existing
statistical model-based discourse conversion methods, the
following conclusions can be drawn:

(1) 'e existing discourse transformation methods
usually only consider the differences between dis-
course spectra and rarely consider the characteristics
of discourse itself from the perspective of the internal
characteristics of discourse. 'is paper uses the local
connection feature of CNN network to effectively
extract the local features of discourse.

(2) Discourse signals have long-term correlation, and
existing discourse conversion methods are limited by
model structure, so it is difficult to model the long-
term correlation of discourse. Inspired by the ex-
tended convolutional neural network in the task of
discourse synthesis, the method in this paper stacks
multiple one-dimensional extended convolutional
network layers in the model, so that the feature
mapping module of the model can use the whole
discourse context information for modeling, so as to
describe the long-term relevance of discourse more
effectively.

(3) Due to its special motivation source and vocal form,
the overall listening sensation of the utterance lacks of
tonal change and the naturalness of the listening
sensation of the utterance is poor. 'e converted
utterances have better listening comfort, and con-
tinuous wavelet transforms are used to decompose the
fundamental frequency features instead of the original
declarations when training the model. 'e decom-
posed fundamental frequency can represent the
prosodic characteristics of utterances. Taking the
decomposed essential frequency component as the
training target can give the transformed speech a
better subjective hearing evaluation. At the end of this
paper, a number of experimental results show that the
discourse conversion method proposed in this paper
has better discourse conversion performance com-
pared with the contrast method, and the transformed
discourse has better performance in both subjective
and objective evaluation.

Data Availability

'e data set can be accessed upon request.
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With the continuous development of the economy and the continuous improvement of information network technology, the
information age brings not only the innovation of social lifestyle but also the innovation of enterprise development management
mode and management concept. It is more likely to cause �nancial information leakage and human risk out of control in the big
data environment. Faced with these risks, it is necessary to actively explore ways of risk control and create a good early warning
and monitoring mechanism. It aims to study the principle and data processing mechanism of the company’s �nancial early
warning monitoring, and the establishment and analysis of the early-warning monitoring model in the big data environment.
Help managers �nd and put forward early warning signals when the company has just had a �nancial crisis, and remind the
company to take countermeasures.

1. Introduction

With the rapid development of the economy and technol-
ogy, we are now in an era of big data composed of computers
and the internet. Big data brings countless convenience and
opportunities to the development of enterprises [1, 2]. At the
same time, it also brings many risks and challenges to en-
terprises. Making the competition between enterprises more
intense, investors and enterprises pay more attention to the
important role of �nancial crisis early warning in enterprise
management. However, enterprise �nancial crisis early
warning has always been a di�cult problem in enterprise
management. �erefore, when enterprises are preventing
and responding to �nancial risks, in order to better adapt to
the current environment, it has become an important task
for enterprises to establish and improve the early-warning
and monitoring system of �nancial accounting indicators
adapted to the era of big data [3].

Scholars at home and abroad have conducted relevant
research on �nancial early-warning indicators, the con-
struction of early-warning model, big data information
acquisition, and processing technology [4]. Aziz et al. found
that the �nancial early-warning model using cash �ow

indicators has the best early-warning e�ect, which can better
re�ect the actual situation of listed companies [5]. Su and
Wang proposed a �nancial early-warning computer big data
model for listed real estate companies based on extension
theory, and by combining them with each company, the
speci�c actual data are veri�ed to quickly and dynamically
provide suggestions for the development of listed real estate
companies [6]. Liang et al. used big data analysis to explore
new economic risk early-warning methods, built a risk
monitoring and early-warning platform, and realized rapid
and scienti�c economic decision-making [7].

�e application of big data in the �nancial �eld has long
taken shape. At present, it is mainly active in the analysis of
the stock market. Antweiler and Frank’s research pointed
out that the information between the volatility of the target
company’s market and the volume of stock transactions can
be predicted [8]. Shin et al. found that the prediction e�ect
of the BP neural network model is not as good as that of the
support-vector machine (SVM) model in the aspect of
enterprise �nancial early warning [9]. Min and Lee found
that the SVM model had the best e�ect by comparing the
multiple discriminant analysis (MDA), logit, and BP
models [10].
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Big data and financial early-warning monitoring are the
common focus of researchers, but there is relatively little
research on the application of big data to early-warning
monitoring and analysis of corporate financial accounting
indicators. )is study mainly discusses the company’s fi-
nancial early-warning and monitoring principle and data
processing mechanism, and the establishment and analysis
of the early-warning and monitoring model under the
background of big data. It aims to help managers take ef-
fective measures to avoid the recurrence of financial crisis
when receiving the company’s financial early warning.

2. Related Theoretical Analysis

2.1. Company Financial Crisis and Early Warning.
According to the definition of financial crisis given by do-
mestic and foreign research institutes, it mainly covers the
following situations: first, enterprises that are insolvent;
second, enterprises that cannot repay the principal and
interest of the loan; third, enterprises in legal bankruptcy
proceedings; and fourth, enterprises that have gone bank-
rupt. Judging from past foreign research studies, “bank-
ruptcy” in the legal sense is basically the criterion for a
company’s financial crisis, but this criterion has much in-
appropriateness [3, 11, 12]. )is study holds that financial
crisis should be a broad concept, that is, the so-called fi-
nancial crisis includes not only economic failure, technical
insolvency, insolvency, and bankruptcy but also various
situations between these states. )e financial crisis is not
only a state result but also a process. Economic failure is the
beginning of the financial crisis. Insolvency and insolvency
indicate that the company has been in a serious state of crisis.
Bankruptcy is an extreme form of the financial crisis and the
result of the financial crisis.

Financial early warning is the prevention of a financial
crisis. )e financial warning of an enterprise refers to an-
alyzing the financial data generated by the enterprise in the
past and predicting whether there will be a financial crisis in
the future. Financial early-warning research can use relevant
theories such as finance, statistics, and enterprise manage-
ment [13]. According to the financial statements or other
financial data provided by the enterprise, the financial sit-
uation of the enterprise is analyzed and predicted by using
the analysis methods such as ratio analysis andmathematical
modeling [14]. )e financial crisis early-warning model can
distinguish between financial crisis companies and normal
companies, and judge the possibility of the financial crisis
through the statistical analysis of early-warning indicators.
Financial early warning can remind the enterprise of fi-
nancial abnormalities that will occur and assist the enter-
prise management personnel to find the existing problems of
the enterprise as soon as possible.

2.2. Big Data. Enterprise big data covers a very wide range,
including the entire dataset in the field related to the fi-
nancial status of the enterprise, and also includes the dataset
that can be captured, stored, processed, and analyzed by
software that takes longer than tolerable time. Corporate

financial big data not only has the characteristics of big data
5V (scale, diversity, high speed, growth, and value) but also
has the relevance and real time in the financial field [15, 16].
(1) According to the main body of the data, it is the data
generated by the emotional expression of the stakeholders of
the enterprise, such as investors, consumers, related gov-
ernment agencies, enterprises, and institutions involved. (2)
According to the data source, the financial big data of the
enterprise comes from the network platform that can obtain
the emotional expression of the abovementioned stake-
holders or organizations. (3) According to the origin of data,
corporate financial big data originates from corporate net-
work public opinion.

)e big data indicator is a new concept proposed by
combining big data and the concept of network public
opinion. )e current research’s commonly used method is to
quantify sentiment classification and combine various types of
information and data to study together. Most of the big data
indicators are researched by using the network public opinion
data obtained from the internet, mainly through the big data
indicators quantified by sentiment analysis of the network
public opinion. Big data indicators have strong data acqui-
sition feasibility and strong data quantification feasibility.

)e theory of signal transmission is actually caused by
information asymmetry. )e transmission of information in
the crowd can be natural without human intervention. It
plays a very important role in regulating the phenomenon of
information asymmetry in the economic market. Based on
the information purification function of the network
comment platform, it can provide effective big data infor-
mation for the financial early-warning research of enter-
prises. )e prediction deviation caused by using only
financial indicators is corrected, and the research of financial
early warning is assisted to break through the bottleneck
period limited to financial indicators.

In general, enterprise big data can be more specifically
understood as the existence of multiple data sources,
structures, and forms of enterprise-related datasets, which
will eventually form an available dataset after certain sorting.
)e dataset includes structured data, unstructured data, and
semistructured data, including basic data, historical data,
and real-time data.

3. Early-Warning Monitoring Principle and
Data Processing Mechanism

3.1. Principles of Company Financial Early-Warning
Monitoring. Big data embodies the characteristics of group
wisdom, and the density of valuable information is very low,
which makes some artificial modification intentions. Under
the balance of group behavior, the value of information is
often not greatly affected, which can avoid being blinded by
relying only on information providers [17]. With the de-
velopment of big data technology, the acquisition of this
information is more objective and comprehensive than the
information obtained through company announcements,
surveys, conversations, and other means in the past, and this
information can include the embedded influence of the
company in the social network.
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In the social environment, the existence of the company is
based on the recognition of stakeholders, including customers,
investors, supply chain partners, governments, and so on.
Taking into account the company’s business behavior, it will
affect the relevant information on the Internet [18]. )erefore,
this study regards all netizens as “sensors” of the company
distributed on the network. According to the stakeholder
theory, some of these “sensors” reflect the internal operation
state of the company, some reflect the overall market envi-
ronment of the company, and some reflect the operation state
of the relevant parties of the company. )us, a model of
corporate financial early warning based on big data is con-
structed, as shown in Figure 1.

3.2. Data Processing Mechanism. )e financial early-warn-
ing system of big data companies does not exclude the
traditional indicators available in financial reports. On the
contrary, the traditional financial indicators should be part
of the content of big data. Various behaviors are related to
the company of internet users, such as the number of times
the internet users clicked on news, comments, news mes-
sages published by reporters, etc. )ese contents include the
reactions of offline people to the company due to their
contact with the company. )ese reactions cover various
possible situations such as customer satisfaction with
products, investor attitude, policy orientation, and so on due
to people’s different roles in the social network. All this
information is mapped to the internet through offline.
)rough interaction on the internet, the emotions of neti-
zens are collected and integrated into the signal flow to form
the online real-time signal of sensors of relevant companies
[11].)e general intuitive external manifestation of this real-
time signal is the company’s online public opinion.

In the specific processing process, the company’s sensor
signals can be semantically analyzed, and these signal flows
can be quantified through emotional indicators to form a
comprehensive indicator of various behaviors. )e specific
data processing process is shown in Figure 2.

Netizens who play the role of “sensor” of the company
have various role relationships with the company offline.
According to the stakeholder theory, the interaction between
these roles and the company will produce different responses,
which will stimulate these roles to have different emotions
toward the company [19]. Only by mapping the emotions of
the group to the internet can this information be preserved
and acquired by us. )ese different emotions are gathered,
excluded, and integrated into the interaction process on the
internet, and finally collective wisdom will be generated. A
certain angle reflects a certain state of the company.

4. Establishment of Early-Warning Monitoring
Model and Data Analysis

4.1. Sample Company Selection. When selecting the sample
listed companies, in order to avoid the error caused by the
enterprise scale, the sample enterprise scale is basically the
same, and it is obtained by random sampling under the
condition of meeting various requirements. )e standard of

crisis enterprises is that they have been listed for more than 5
years. )is special treatment is the first time since listing
[20].)emain reasons for the special treatment are losses for
two consecutive years and negative net profit. )e sample
selection standard of normal enterprises is the enterprises
that have been listed in Shenzhen and Shanghai for more
than 5 years or have not been specially treated since listing.

When considering the extraction ratio of normal
companies and crisis companies, in order to objectively
study the availability of the early-warning model, we should
not too subjectively assume the research conclusion. After
combining the actual market situation, it is found that the
proportion of ST enterprises in listed enterprises is very
small, so the selection of research samples should also be in
line with the market proportion as much as possible, but if
the number of crisis enterprises is too small, it will affect the
learning ability of the model. )erefore, 40 listed companies
with the same scale of enterprises will be collected, including
27 normal enterprises and 13 crisis enterprises. )e sample
of crisis enterprises comes from the enterprises specially
handled by Shanghai and Shenzhen stock exchanges in 2016
and 2017, including 5 crisis enterprises in 2016 and 8 crisis
enterprises in 2017.

)is study will collect online public opinion data related
to 40 listed companies. )e source of information is mainly
through the collection of company-related public opinion
information from the Oriental Fortune Forum [20]. )e
collected data are filtered for spam and obvious false infor-
mation, and duplicate content is deleted. It is estimated that
more than 60,000 pieces of effective online public opinion
information will be obtained in the end. )e details of ST
sample companies and normal sample companies are shown
in Tables 1 and 2.

4.2. Indicator Screening

4.2.1. Screening of Financial Indicators. )e theoretical
study of financial early warning is a complex process.
Since the research needs huge theoretical support, there is
no clear standard for which indicators should be selected
as variables in the financial early-warning model, and
researchers need to make specific investigations according
to the research situation. In the face of this situation,
many researchers at this stage build a financial index
system based on the ability of enterprise development and
improve the indicators in combination with the indicators
concerned by enterprise managers in their actual work.
After strict and careful screening, the financial indicators
involved in the final study will involve six aspects of ability
[12, 21].

(1) Solvency. Whether an enterprise has the ability to pay
cash and repay debts is the key to its healthy survival
and development. )e solvency of an enterprise is an
important symbol reflecting the financial situation
and operating ability of an enterprise. )e solvency
of an enterprise is an important aspect of its cred-
ibility. If the solvency is good, it can not only reduce
the difficulty and cost of raising funds in the future
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but also prevent the enterprise from falling into a
business crisis.

(2) Profitability. Profitability refers to the ability of en-
terprises to obtain profits, also known as the capital
or capital appreciation ability of enterprises. It is
usually expressed as the amount and level of en-
terprise income in a certain period of time. Profit-
ability indicators mainly include operating profit

margin, cost profit margin, surplus cash guarantee
multiple, return on total assets, return on net assets,
and return on capital. For operators, the higher the
profit rate, the stronger the profitability.)rough the
analysis of the profitability, problems in the opera-
tion and management can be found. )e analysis of
the company’s profitability is the in-depth analysis of
the company’s profit margin.
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(3) Growth Ability. Enterprise growth capability refers to
the growth and development of an enterprise in a
specific period of time. Some scholars have found
that compared with mature and stable enterprises,
enterprises in the growth and the rising period grow
faster and have stronger development capabilities.
While the development capability is strong, the
possibility of the financial crisis will be greater
compared to those large enterprises with relatively
mature and stable development. Financial early
warning for these small and medium-sized enter-
prises can often get more information from online
forums, because the more the uncertain factors of
enterprises in vigorous development, the higher the
public attention.

(4) Operating Capacity. Operational capacity is an in-
dicator that reflects the efficiency of enterprise asset
turnover. If a listed company wants to have a good
operating ability, it needs to have a high-efficiency
operation. If the asset turnover speed is fast, it means
that the speed of various business links of the en-
terprise is fast, and the cycle of revenue and profit
generated is shorter. )erefore, the asset turnover
rate of listed companies will also affect the financial
situation of listed companies.

(5) Cash Flow. Cash flow is an important indicator to
measure the liquidity of assets. If the listed company
has a good cash flow situation, it can indicate that the
company is operating well at the current stage and
has the ability to repay the corporate debt. )erefore,
cash flow-related indicators are also important in-
dicators to measure whether an enterprise will have a
financial crisis. )e higher the cash flow indicators,
the lower the possibility of the financial crisis.

(6) Capital Structure. Enterprise capital structure can
reflect the ability of enterprises to deal with various
crises. Enterprises with a relatively high ratio of fixed
assets to intangible assets have a higher ability to deal
with risks [22]. In the preliminary selection of

variables for financial indicators, this study selects 32
financial indicators from the six abilities concerned
by enterprise managers and financial researchers as
variables to be tested. )e specific financial indica-
tors are shown in Table 3.

)e solvency of the enterprise is reflected by the indi-
cators X1–X5, the profitability of the enterprise is reflected
by the indicators X6–X12, the cash flow of the enterprise is
reflected by the indicators X13-X14, the capital structure of
the enterprise is reflected by the indicators X15-X16, the
growth ability of the enterprise is reflected by the indicators
X17-X28, and the operating capacity of the enterprise is
reflected by the indicators X29–X32.

4.2.2. Big Data Indicators. )e big data indicators used in
this study are multiangle and multidimensional information
related to enterprise development obtained through online
public evaluation. )is information is obtained by obtaining
the evaluation of enterprises from many netizens. )e
evaluation information of many netizens is characterized by
real time, many information sources, and complex structure.
)ey can find out the situation of enterprise business ac-
tivities from the network evaluation of people who pay
attention to enterprise development. Such data are difficult
to be manipulated by individuals, with relative objectivity

Table 2: Normal sample company list.

Serial
number

Listed company
code

Stock
code Stock name

1 C300092 300092 Kexin
Electromechanical

2 C300100 300100 Shuanglin Co., Ltd.
3 C300112 300112 Wanxun Control
4 C300177 300177 Hi-Target
5 C002452 2452 Changgao Group
6 C300192 300192 Kingswood
7 C300351 300351 Yonggui
8 C002036 002036 Lianchuang Electronic
9 C002094 002094 Kingking
10 C002151 002151 BDStar Navigation
11 C002347 002347 Taier
12 C300274 300274 Sungrow
13 C300093 300093 Gorilla Glass
14 C300116 300116 Blivex

15 C300072 300072 SJ Environmental
Protection

16 C300145 300145 Zhongjin Environment
17 C300153 300153 Cooltech Power

18 C300097 300097 Zhiyun Automation
Co., Ltd.

19 C000612 000612 Jiaozuo Wanfang
20 C002031 002031 Greatoo Intelligent
21 C002046 002046 Sinomach Precision
22 C002084 002084 Seagull
23 C002111 002111 Weihai Guangtai
24 C002118 002118 Zixin Pharmaceutical
25 C002130 002130 Woer
26 C002182 002182 RSM
27 C002291 002291 ST&SAT

Table 1: ST sample company list.

Serial
number

Listed company
code

Stock
code Stock name

1 C600074 600074 ST Bao Qianli
2 C600289 600289 ST Xintong
3 C600680 600680 ST Shangpu
4 C002427 002427 ST Yuff
5 C002102 002102 ST Guanfu
6 C002147 002147 ST Xinguang
7 C002259 002259 ST Shengda
8 C002445 002445 ST Zhongnan

9 C002496 002496 Huifeng Co.,
Ltd.

10 C002680 002680 ∗ST
Changsheng

11 C600421 600421 ST Yangfan
12 C603188 603188 Yabang Co., Ltd.
13 C002188 002188 ∗ST Bus
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and group intelligence, and the fragmentation of big data
information, so many characteristics meet the relevant
definitions of big data [20]. In order to further ensure the
effectiveness and authenticity of online evaluation infor-
mation, information collection has been made on the
background information, enterprise scale, corporate gov-
ernance, share structure, and audit opinions of each en-
terprise. When manually marking the comment samples, if
you are not sure about the authenticity of individual
comments, you can check the data in time. A few comments
that cannot be confirmed will not be included in the data
statistics.

In order to improve the efficiency and accuracy of
emotion classification, this study adopts the method of
artificial emotion classification. )is method can also ac-
curately judge the emotional bias of text information. In
order to improve the efficiency of emotional assignment, the
number of comments extracted from the network is con-
trolled at about 60,000. )is study will classify all online
public opinion text data and mark the comments. )e
emotional bias of all effective comments shall be counted
according to the established way for further analysis.

4.3. Model Establishment. )e 40 samples selected in this
study have 12 early-warning indicators, and a 40 ∗15
matrix will be formed at the input end, which is equivalent
to inputting 15 feature vectors for the support-vector
machine (SVM) model [15]. )e indicator system includes
two parts: financial indicators and emotional indicators of
online comments, including 12 financial indicators and 3
emotional indicators of online comments. Among them,
the financial indicators are enterprise solvency indicators
X2, X3, X4, and X5, profitability indicators X7 and X10,
cash flow indicators X13 and X14, capital structure in-
dicators X15 and X16, and operating capacity through
indicators X31 and X32.)e emotional indicators of online
comments are the positive-emotion index, negative-
emotion index, and total comments. )ese vectors con-
stitute a 15-dimensional feature vector. )e judgment of
the support-vector machine model is one of two choices.
)at is, enterprises will fall into financial crisis and en-
terprises will not fall into financial crisis. )is means that
the output vector of the model is a two-dimensional
feature vector.

)e support-vector machine cannot directly make se-
lection judgment on existing samples. It needs to effectively
learn the known samples first. Only after the model learns
these features can it make an efficient judgment. )erefore,
this study divides the overall sample into two parts, one part
is used to train the model, and the other part is used to test
the accuracy of the model. )ere will be two types of en-
terprises with and without a financial crisis in the two parts
of the dataset. )e support-vector machine model abstracts
the problem of the enterprise financial early warning and
uses the model to learn the data features in the training set,
so as to determine the optimal classification hyperplane of
the two enterprise samples and the kernel function and find
the optimal related parameters. Finally, the decision func-
tion of enterprise financial early-warning model based on
big data can be obtained according to these. )e overall
construction process of the support-vector machinemodel is
shown in Figure 3.

4.4. Early-Warning Monitoring Analysis. )e results of
early-warning analysis based on traditional financial indi-
cators are shown in Figure 4. )e blue circle in the figure
indicates the prediction result of the model, and the red
triangle indicates the actual situation of the enterprise. If the
position of the blue circle coincides with the position of the
red triangle, it indicates that the prediction of the model is
correct. )e test focused on 12 normal enterprises, 0 were
wrongly judged, 5 were ST enterprises, and 4 were wrongly
judged. )erefore, it is found that the accuracy of the model
in judging ST enterprises is low. )e test results after in-
tegrating the early-warning indicators of comment big data
are shown in Figure 5. )e predictions of 12 normal
companies and 5 ST companies are all correct, that is, the
correct rate of this test set is 100%.

As can be seen from Figures 4 and 5, the use of financial
indicators and the addition of big data indicator models to
the judgment of normal enterprises have a very high

Table 3: Company financial indicators.

Financial
indicator Symbol Indicator name

Solvency

X1 Working capital
X2 Cash ratio
X3 Current ratio
X4 Quick ratio
X5 Asset-liability ratio

Profitability

X6 EBIT
X7 Operating net interest rate
X8 Net profit margin of total assets
X9 Return on net assets
X10 Operating profit margin
X11 Proportion of main business profit
X12 EBIT/total assets

Cash flow X13 Sales income cash flow
X14 Return on total assets

Capital
structure

X15 Intangible asset ratio
X16 Fixed asset ratio

Growth ability

X17 Net profit growth rate
X18 Operating income growth rate
X19 Operating profit growth rate
X20 Main business income growth rate
X21 Growth rate of total profit
X22 Total asset growth rate

X23 Growth rate of net flow generated by
operating activities per share

X24 Growth rate of net assets per share
X25 Growth rate of earnings per share
X26 Retained earnings/total assets
X27 Growth rate of net assets
X28 Rate of capital accumulation

Operating
capacity

X29 Accounts receivable turnover
X30 Current asset turnover
X31 Total asset turnover
X32 Inventory turnover rate
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accuracy rate, and the accuracy rate is as high as 100%.
However, in the correct rate of the judgment of ST com-
panies, only the model with financial indicators only
reached 20.00%, and the correct rate of the judgment of the
overall sample was only 76.47%. When the big data indi-
cators of network sentiment are integrated, the correct rate
of the judgment of normal enterprises is still 100%, and the
correct rate of the judgment of ST enterprises has also
reached 100%.

)erefore, it can be seen that the financial early-warning
model containing big data indicators has greatly improved
the prediction accuracy. It is also obvious in our test that the
accuracy rate is significantly better than that of the financial
indicator model. )is shows that the prediction model that
introduces big data indicators has a certain degree of im-
provement in the prediction of ST enterprises. At the same
time, the prediction ability of non-ST enterprises is not
inferior to the financial indicator model.

5. Conclusions

)e vigorous development of big data technology provides
new ideas and technologies for research in many fields.
)erefore, in terms of financial early warning, big data
technology can also be used as an auxiliary prediction tool to
improve prediction accuracy. )is will help the research on
financial early-warning indicators to overcome the bottle-
neck period andmake network sentiment indicators become
big data indicators to correct the deviation of financial in-
dicator early warning. It has important theoretical value for
breaking through the predicament of stagnant financial
crisis warning effect and provides support for enterprise
financial crisis management.

Data Availability

)e dataset can be accessed upon request.
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A forecast approach of water structure based on GM (1, 1) of the gray system is proposed. Based on economic and water
information of Hebei Province from 2000 to 2018, the water use structure of Hebei’s industrial sector form 2019 to 2030 is
forecasted according to the composition data and gray system GM (1, 1) model.  e forecasting results by the proposed approach
shows that the water structure of the tertiary industry has changed from 62.8 :10.3 : 26.9 in 2018 to 60.5 :10.2 : 29.3 in 2030.  e
proportion of water used in the primary and secondary industries has decreased slightly, the proportion of water used in the
tertiary industry has increased, and the proportion of water used in the tertiary industry has not changed signi�cantly.

1. Introduction

Regional water resources are both driving economic growth
and improving the living standards of the people.  e im-
provement of the quality of material life and the enhance-
ment of the ability to survive are also key conditions for
achieving sustainable human development. Faced with the
contradiction between the shortage of large-scale water
resources and the demand for water resources in economic
development, new industrial restructuring will be inevitable
to achieve greater economic e�ciency in the face of
shortages. Under the constraints of limited available water
resources, the current economic growth model and water
supply and consumption structure need to be optimized and
adjusted to ensure the sustainable utilization of regional
water resources and the healthy and sustainable develop-
ment of economy and society [1–7].

How to make rational development and utilization of
limited water resources and make it exert the maximum
utility under the premise of sustainable development has
become an important problem faced by human society.  is
is the motivation of this study.

Scholars have studied the relationship between industrial
structure and water use structure, and achieved a lot of
results. Jia et al. [1] proposed to �rst improve the e�ciency of

industrial water use, upgrade the secondary industry, and
optimize the industrial structure to reduce water con-
sumption. Few authors [2, 3] advocate the transfer of high-
water-consumption industries to small-water-consuming
industries to increase e�ciency in water resources utiliza-
tion. Su et al. [4] studied the impact of water resources on
industrial structure adjustment in Henan Province by means
of cointegration, vector error correction estimation, impulse
response, and variance decomposition. Jiao et al. [5] ana-
lyzed the temporal and spatial variation characteristics of the
coupling coordination degree of water resources and in-
dustrial structure in Henan Province by establishing a
coupling evaluation model. Fan and Wen [6] made quan-
titative analysis and comparison between industrial struc-
ture and water use system in Gansu Province based on the
correlation analysis method and gray system theory, and put
forward the direction of industrial structure adjustment. Jia
et al. [7] used the system dynamics method to construct the
collaborative evolutionmodel of regional water use structure
and national economy, and predicted and analyzed the
collaborative evolution path and evolution law of water use
structure and national economy industrial structure in
Shandong Province.

 e development of information technology and arti-
�cial intelligence has brought new opportunities to the
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prediction and research of water use structure [8–15]. West
and Dellana [16] carried out an empirical analysis of neural
network memory structures for basin water quality fore-
casting. Bai et al. [17] proposed a variable-structure support
vector regression model for the dynamic forecast of daily
urban water consumption. Wei et al. [18] forecasted the
structure of water consumption based on compositional data
to promote inclusive water governance and made a case
study of Beijing.

*e existing studies have more single variable analysis of
regional industrial structure and water use structure, but
there are the following deficiencies. *e method is relatively
simple and lacks the analysis of industrial structure devel-
opment under the constraints of water resources. *ere are
many studies on the relationship between water resources
and industrial structure, but there is a lack of in-depth
exploration on the coordinated development relationship
between water resources and industry.

*is paper mainly analyzes the evolution of industrial
structure and water structure through the collection and
collation of economic data and water information in Hebei
Province for 2000–2018 *e relationship between the two
countries is to reveal the coordination between them, and
to forecast the water structure in Hebei province in 2030,
and to propose the direction for research on industrial
restructuring.

2. Research Methodology

*ere are certain conditions between the three secondary
industries and water use, that is, the proportion of the output
value of the three secondary industries and the sum of the
proportion of water used in the three secondary industries
are equal to one. By analyzing the time trend of a single
indicator, the result will inevitably appear in each forecast
year. *e proportion of output value of the three industries
and the proportion of water used in the three industries will
no longer equal 1. *erefore, a single indicator prediction
method cannot be used for a set of constrained variable
indicators [19, 20].

Statistically, a combination of the individual share data
for a set of constrained variables is called the component
data (generally assuming that the sum of the shares of each
variable is equal to 1), in under this constraint, economic
models are established, and trends in variable composition
are analyzed and predicted in a comprehensive manner. *e
gray system theory considers the socioeconomic system to
be a native gray system [21]. It treats random processes of
varying amounts of gray over a range of time as gray
processes. *e metric amount corresponding to a time series
is the gray amount that is changing and the process of
change can be considered gray. For this reason, the method
of dedimensional [22] of component data was used. Com-
bined with the GM (1, 1) model of the gray system, the basic
steps for modeling the prediction of component data are
given, and the three industrial structures and water struc-
tures of Beijing, Tianjin, and Hebei have been analyzed in a
prediction and are of satisfactory results.

Definition 1. X � (x1, x2, · · · xm) ∈ Rm/
m
i�1 x1 � 1,0≤

xi ≤ 1}. X is called the component data series, and xi is the
component data for the component i.

Definition 2. Xt � (xt
1, xt

2, · · · , xt
m) ∈ Rm/

m
i�1 xt

i � 1,0

≤xt
i ≤ 1}t � 1, 2, . . . , T. t indicates the time.
*e basic question of modeling forecasts for time

component data: given the time component data sequence
xt, how to build a mathematical model, and predict T + l the
component data for the moment xT+l.

Using the component data dedimensional approach and
the gray GM (1, 1) prediction method, the basic ideas for
solving problems are presented, with the following steps:

(1) Make a nonlinear transformation of the original data
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i �
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x
t
i
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� 1, 2, . . . , m; t
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Remember Yt � (yt
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t
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2
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(2)

(2) For any, the t � 1, 2, . . . , T Yt � (yt
1, yt

2, . . . , yt
m)

∈ Rm is distributed over m a spherical face with a
radius of 1, as can be seen by the formula (2). Change
Yt � (yt

1, yt
2, . . . , yt

m), t � 1, 2, . . . , T from the right-
angle coordinate system to the spherical coordinate
system (rt, θt

2, . . . , θt
m) ∈ θm, because there is a

mapping relationship (where
(rt)2 � Yt2 � 1Rm⟶ θm− 1

0< θt
i ≤Π

2i � 2, 3, . . . , m),

y
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1 � sinθt

2sinθ
t
3 · · · sinθt

m,

y
t
2 � cosθt

2sinθ
t
3sinθ

t
4 · · · sinθt

m,

y
t
3 � cosθt

3sinθ
t
4 · · · sinθt

m,

⋮

y
t
m−1 � cosθt

m−1sinθ
t
m,

y
t
m � cosθt

m.

(3)

(3) *e component data are reduced from the original
dimension space to m(m − 1) the dimension space
m(m − 1) during the conversion from the right-
angle coordinate system to the spherical coordinate
system, so that the original linear-related variables
are converted into independent variables (corners),
and the angle variables are obtained by recursion
according to the formula (3).
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(4)

(4) Using the calculated angle data from the formula (4),
θt

i , t � 1, 2, 3, . . . , T , i � 2, 3, . . . , m, create a gray G
(m − 1) M (1, 1) forecast model, which predicts the
angle of the moment T + lθT+l

i , i � 2, 3, . . . , m.
(5) Use the formula (3) to calculate the forecast for the

time of day T + lYT+l � (yT+l
1 , · · · , yT+l

m ). Obviously,



m

i�1
y

T+l
i 

2
� 1. (5)

(6) Use formula (1) to get the forecast value of the
component data at the time of day: T + l

x
T+l
i � y

T+l
i 

2
, i

� 1, 2, . . . , m.
(6)

(7) Create a GM (1, 1) model to predict the value of the
angle in 2030.

GM (1, 1) Modeling process:

2.1. Additive Generation. Set original number column:
x(0) � x

(0)
1 , x

(0)
2 , x

(0)
3 , . . . , x

(0)
t  number of columns total. To

reduce uncertainty, add up to get a new set of numbers listed:
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(7)

In the formula,.x(0)
t is the data of the original number

column; x
(1)
t is the data of the cumulative number column.

2.2. Mean Calculations.

z
(1)
t �

1
2

x
(1)
t + x

(1)
t−1 . (8)

In the formula, the initial value: t � 2.

2.3. Curve Fit. To establish a differential equation,

dx
(1)

dt
+ ax

(1)
� u. (9)

In the formula, a is a factor and is taken in the range [2];

a, u is a gray contribution a �
a

u
 ; the matrix is formed,

using the smallest two-multiplication solution.
To create a matrix and constant item vector for a new
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,

Y �

x
(0)
2

x
(0)
3

⋮

x
(0)
t

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(10)

a is calculated, then,

a � B
T
B 

− 1
B

T
Y. (11)

It will be substituted and evaluated for solution
dx(1)/dt + ax(1) � u.

x
(1)
t � x

(0)
1 −

u

a
 e

− a(t− 1)
+

u

a
. (12)

Or

x
(1)
t+1 � x

(0)
1 −

u

a
 e

− at
+

u

a
. (13)

x(1)
t : the ratio of accumulated output value in the forecast

year (%), x(1)
1 : the specific weight of the new series (%) for the

forecast value of the starting year, and a, u: the parameter.

2.4. ResidualAnalysis. By predicting the forecast value of the
original series and doing a residual analysis with the original
value, the residual difference is smaller and can be predicted
directly with the model, which is much needed. Make
corrections to the residual series data by creating a gray
model.

*e difference between the new agricultural series and
the year of adjacent water consumption is the predicted
annual demand:

Vt � x
(1)
t − x

(1)
t−1. (14)

*e residual differential is calculated as

ε(0)
t � V

(0)
t − Vt. (15)

*e relative error is calculated as
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δ(0)
t �

ε(0)
t

x
(0)
t

× 100%. (16)

2.5. Postdifferential Inspection. *e accuracy level for the
postdifferential inspection is shown in Table 1 [23].

Residual mean value calculation formula is as follows:

ε �
1
n



n

t�1
εt. (17)

Residual differential calculation formula is as follows:

S
2
1 �

1
n



n

t�1
εt − ε 

2
. (18)

*eoriginal mean value calculation formula is as follows:

x �
1
n



n

t�1
xt. (19)

*e formula for calculating the original value variance is
as follows:

S
2
2 �

1
n



n

t�1
x

(0)
t − x 

2
. (20)

*e formula for calculating the postcheck ratio is as
follows:

C �
S1

S2
. (21)

Small probability of error calculation formula is as
follows:

P � P εt − ε


< 0.6745 × S2 . (22)

3. Water Structure Forecast

Using the composition data and the gray system GM (1, 1), it
is predicted that the water structure in Hebei Province will
be used in 2030 to calculate the water bias between Hebei
industry and industry. *e difference factor compared with
2018 will be used to analyze water structure in Hebei
Province for the next decade [24–27].

According to water data of the three secondary indus-
tries in Hebei Province 2000–2018, we establish a model of
the dynamic distribution of water usage patterns in Hebei’s
industrial water structure and forecast water structure for
Hebei industry in 2030 [28–31]. *e angle values for the
nonlinear mapping of the three-way industrial water
structure are shown in Table 2.

*e forecast for the angle of water structure of the three
industrial sectors in Hebei Province is performed, θt

2θ
t
3 are

calculated, and the average fit error is shown in Table 3.
*e accuracy of the prediction of the angle of water

structure is shown in Table 4.
According to Table 1, the angle forecast model for the

industrial water structure of Hebei Provincemeets the level 2

accuracy requirement (qualified), which is qualified.
t � 2019, 2020, 2021, . . ., 2030.*e angle forecast is shown in
Table 5.

*e forecast of water usage structure for the three
subindustries in Hebei Province is shown in Table 6.

Based on the actual value of the three-way industrial
water structure, 2000–2018, and the forecast value of the
three-way industrial water structure, 2019–2030, the evo-
lution of industrial water use structure in 2019–2030 is
shown in Figure 1.

Figure 1 shows the evolution of water structure in three
industrial sectors of Hebei Province from 2000 to 2030. *e
coarse point part is the data from 2000 to 2018 and the fine
point part is the prediction from 2019 to 2030. As can be seen
from the diagram, (1) Component data modeling combined
with the gray system GM(1.1) model predicts that Hebei
Province will have a good fit for its future industrial water
structure. (2) *e proportion of water used in the first in-
dustrial sector in Hebei Province has been slowly decreasing,
the proportion of water used in the second industry has been
gradually decreasing, the proportion of water used in the
third industry has been increasing slowly, and the gap be-
tween the proportion of water used in the first industry has
gradually narrowed. According to the results of the calcu-
lation of the model and according to the forecast

Table 1: Forecast model accuracy level judgment.

*e postcheck
differential value C

Probability of
error P

Class 1 (good) C ≤ 0.35 P ≥ 0.95
Level 2 (qualified) 0.35 < C ≤ 0.5 0.8≤P< 0.95
Level 3 (barely) 0.5<C≤ 0.65 0.7≤P< 0.8
Level 4
(nonconformance) C > 0.65 P < 0.7

Table 2: *e industrial water structure nonlinear mapping of the
angle value.

θt
2 θt

3

2000 1.1891 1.2507
2001 1.1807 1.2359
2002 1.1873 1.2609
2003 1.1791 1.2474
2004 1.1818 1.2558
2005 1.1834 1.2441
2006 1.1821 1.2457
2007 1.1896 1.2424
2008 1.1960 1.2295
2009 1.1904 1.2248
2010 1.1938 1.2140
2011 1.1708 1.1931
2012 1.1733 1.1887
2013 1.1662 1.1759
2014 1.1737 1.1717
2015 1.1839 1.1634
2016 1.1785 1.1340
2017 1.1891 1.1160
2018 1.1921 1.0682
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development trend, by 2030, the water structure of the three
subindustries in Hebei province will be adjusted to 60.4% of
the water use in the first industry, 10.2% of the water use in
the second industry, and 29.4% of the water use in the third
industry.

Based on the analysis of the forecasting results, the
growth of domestic water and industrial water may be due to
the improvement of economic level, the acceleration of
urbanization and the rapid development of industrial en-
terprises. *e increase in water use for ecological environ-
ment is mainly due to the improvement of awareness of
greening and environmental protection. On the one hand,
the slow growth of agricultural water consumption is due to
the vigorous development of tourism in many places and the

transformation of many farmlands into landscape land,
resulting in the reduction of the effective area of farmland
irrigation. On the other hand, the continuous upgrading and
transformation of agricultural water-saving measures and
the construction of high standards of farmland have in-
creased the coefficient of farmland irrigation water, thus
reducing the consumption of agricultural water.

*e industrial structure restricts the proportion of water
used by different users and affects the overall water use
efficiency. *e improvement of water use efficiency can
produce greater economic value and promote the optimi-
zation and adjustment of industrial structure. *rough the
correlation analysis between industrial structure and water
use, combined with the analysis of the coordinated

Table 3: *e average fit error table is projected at the corner of the water structure.

Forecast function Average fit error (%)
θt
2 x(1)

t � −25993.7859e− 0.00005(t− 1) + 25994.9750 0.0042
θt
3 x(1)

t � −146.7915e− 0.0088(t− 1) + 148.0422 0.0658

Table 4: *e results of the inspection of the accuracy of the projection of the industrial water structure.

Corner Residual spread
mean (ε)

Residual variance
(S21)

Original mean
(x)

Original value
variance (S22)

Postcheck ratio
(C)

Small probability of error (P
value)

θt
2 0 0.0018 1.1833 0.0078 0.4848 0.90
θt
3 0 0.0007 1944 0.0041 0.4213 0.90

Table 5: Industrial water structure angle forecast.

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030
θt
2 1.1826 1.1825 1.1825 1.1824 1.1823 1.1823 1.1822 1.1822 1.1821 1.1821 1.1820 1.1820
θt
3 1.0912 1.0897 1.0801 1.0706 1.0612 1.0519 1.0427 1.0335 1.0245 1.0155 1.0065 0.9977

Table 6: *e forecast of the water structure of the tertiary industry.

2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030
First industry 0.6855 0.6732 0.6664 0.6596 0.6527 0.6459 0.6390 0.6321 0.6252 0.6183 0.6114 0.6045
Secondary industry 0.1132 0.1126 0.1115 0.1104 0.1093 0.1082 0.1071 0.1060 0.1048 0.1037 0.1026 0.1015
Tertiary industry 0.2103 0.2142 0.2221 0.2300 0.2380 0.2459 0.2539 0.2619 0.2699 0.2780 0.2860 0.2940
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Figure 1: Trends in the evolution of the water structure of the three secondary industries, 2000–2030.
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relationship between water resources and industrial devel-
opment, the scale of economic and social development and
the range of water use efficiency under the constraint of
water resources can be obtained.

4. Conclusions

As we can see from the above results, with the development
of comprehensive water conservation activities in Hebei
Province and the readjustment of the industrial structure,
the water quality of the three industries has been continu-
ously improved and the water efficiency has been improved.
It is consistent with the law of economic and social devel-
opment. *e water structure of the tertiary industry has
changed from 62.8 :10.3 : 26.9 in 2018 to 60.5 :10.2 : 29.3 in
2030. *e proportion of water used in the primary and
secondary industries has decreased slightly, the proportion
of water used in the tertiary industry has increased, and the
proportion of water used in the tertiary industry has not
changed significantly. From this, it is evident that the water
use structure of Hebei’s industrial sector is in line with the
future industrial development plan.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.
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�ere are some problems in modern English education, such as di culties in classroom teaching quality evaluation, lack of
objective evaluation basis in teaching process management, and quality monitoring. �e development of arti�cial intelligence
technology provides a new idea for classroom teaching evaluation, but the existing classroom evaluation scheme based on arti�cial
intelligence technology has a series of problems such as high system cost, low evaluation accuracy, and incomplete evaluation. In
view of the above problems, this paper proposes a solution of English classroom concentration evaluation system based on deep
learning. �e program studies the evaluation methods of students’ class concentration, class activity, and enrichment degree of
teaching links, and constructs an information evaluation system of students’ learning process and class teaching quality. Based on
the edge computing system architecture, a hardware platform with cloud platform AI+ embedded visual edge computing devices
managed by an FPGA deep learning accelerated server was built. �e design, debugging, and testing of classroom evaluation and
student behavior statistics-related functions were completed.�is scheme uses edge computing hardware architecture to solve the
problem of high system cost. Deep learning technology is used to solve the problem of low accuracy of classroom evaluation. It
mainly evaluates the classroom objectively by extracting indicators such as the students' attention in the classroom, and solves the
problems of the students’ inattentiveness in the classroom. After the test, the classroom evaluation system designed by the paper
runs stably and all functions run normally. �e test results show that the system can basically meet the requirements of classroom
teaching evaluation application.

1. Introduction

In the early stage of college English course learning, the score
is often determined by the �nal exam results, which cannot
fully re�ect the students’ learning situation, is not conducive
to �nding problems in the teaching process, improving
teaching, and is not conducive to mobilizing students’
learning enthusiasm [1]. Students often play with mobile
phones or sleep in class. With the continuous development of
technology, it provides a new idea for intelligent teaching to
automatically obtain the attention state of students in English
class by using facial expression recognition method. Facial
expression recognition, as a noninvasive method, is more
suitable for application in actual classroom teaching, which
has a huge space to play both online and o�ine teaching [2].

In 2006, Geo�rey and Ruslan formally proposed the
concept of deep learning [3]. A solution to the problem of
“gradient disappearance” is proposed, which is to train the
algorithm layer by layer by unsupervised learning method
and then tune it by supervised back propagation algorithm.
In 2012, the deep neural network (DNN) jointly led by the
famous Professor Wu of Stanford University and the world’s
top computer expert Je� Ade is the amazing achievement in
the �eld of image recognition [4], successfully reducing the
error rate from 26% to 15% in ImageNet evaluation. In 2016,
Facebook’s DeepFace project based on deep learning tech-
nology achieved an accuracy rate of more than 97% in face
recognition, almost the same as that of human recognition
[5]. At present, for face recognition, the face pixel in the
image is required to be at least 64× 64, preferably 128×128.
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In general, face recognition needs to provide a positive face
image; for a certain angle of the face image, as long as the
demarcated face feature points can be recognized, the face
can also be recognized [6].

Based on the above background, by analyzing the main
problems existing in the classroom evaluation system at the
present stage, this paper puts forward the modern English
classroom concentration evaluation system based on deep
learning, analyzes the design requirements from the actual
needs, puts forward the system design scheme, and ex-
pounds the specific design and implementation process in
detail.

2. Related Work

2.1. Research Status of Facial Expression Recognition Based on
Deep Learning. Different from traditional methods, deep
neural networks can automatically obtain required features
from a large number of data samples according to specific
tasks. In addition, with the support of GPU computing
technology, the deep learning model can be designed to be
complex enough to contain hundreds of trillions of pa-
rameters, learn the semantic information of a different
granularity in the samples, successfully avoid the complex
operation of manual feature extraction, and achieve great
success in the expression recognition task.

Yang et al. proposed a residual expression recognition
algorithm that could filter emotion-irrelevant elements in
the paper: faces were divided into two categories—faces
with expression and neutral faces without expression, and
each expression generation model was trained through
cGAN network. 'e model can generate a neutral face for
any input face image, and the expression information is
stored in the middle level. 'en, for neutral faces, the
pixel-level or feature-level methods are no longer used to
identify expressions, but a new method is used to learn
and generate part of the facial expression information left
in the middle level of the model, so as to generate the final
classifier [7].

Yang designed an expression recognition structure de-
pendent on images and image sequences, and proposed an
illumination enhancement strategy, which can reduce the
over-fitting phenomenon in model training. Without sig-
nificantly reducing the recognition performance, the
structure has fewer convolution kernels than the general
model, which is convenient for deployment in mobile ter-
minals. Moreover, data sets in three different scenarios are
collected to verify the validity of the model [8].

Shi et al. believed that there are many mislabeled data in
large-scale facial expression data sets, which may make the
model overfit and merge and affect the effective features
learned by the model. Based on this, a self-cure network
(SCN) method is proposed to suppress the uncertainty in
facial expression data sets. By extracting image features
through CNN, we learned the weight of each image to obtain
the importance of samples, arranged the weights in
descending order, divided them into two parts of high at-
tention and low attention by calculating the average weight,

and re-marked those samples considered to be wrong by
estimating the probability. In this way, the sample label error
is effectively solved [9].

Yuan et al. studied the application of facial expression
recognition in the field environment. Since there are not too
many constraints in the field, problems such as unfixed head
posture, facial deformation, and motion blur often exist. In
this paper, a convolution vision converter method is pro-
posed: firstly, the attentional selection fusion module is used
to fuse the feature images generated by the two branches,
and the global attention fusion is used to fuse multiple
feature images to capture the distinguishing information.
'e fused features are tiled into the sequence of visual words,
and the relationship between the visual words with global
self-attention is modeled [10].

2.1.1. Research Status of Facial Expression Recognition in
Classroom Environment. In the current classroom teaching
scenario, teachers want to obtain students’ concentration in
class in real time mainly through on-site questioning and
visual observation, which requires extra energy and is highly
subjective. With the development of facial expression rec-
ognition technology, it has become a new trend to use
computers to automatically identify students’ emotional
states in class.

Cheng et al. designed an intelligent teaching model,
which consists of four parts: emotion, course, student, and
teacher. 'e system captures students’ emotions through
visual tracking technology and facial expression recognition
technology, and carries out certain emotional feedback
behavior [11].

Whitehill et al. studied the measurement of students’
participation in class listening in 2014. It is pointed out that
the popular methods of participation measurement include
self-report, observation list and rating scale, automatic
measurement, and automatic recognition based on com-
puter vision. Computer vision analyzes facial cues, body
postures, and gestures and provides an unobtrusive way to
estimate student engagement [12].

Sun et al. studied the application of emotion recognition
in intelligent teaching and proposed that the basic facial
expressions defined by Ekman are not suitable for direct
application in teaching scenarios, and multiple facial ex-
pressions are not highly correlated with students’ emotions
in class. 'e “cognitive skill training” experiment is suitable
for classroom use. 'e data sets obtained are analyzed by
using boost (BF) algorithm with box filter feature, support
vector machine with Gabor feature, and multinomial logistic
regression algorithm with expression output, and the model
that can automatically identify student participation is ob-
tained [13].

Cui et al. have implemented a student expression
analysis system in the classroom environment, which is used
to identify three expressions of students in class: ordinary,
happy, and confused [14].

Ahuja et al. constructed a three-dimensional learning
state space in his research, in which the horizontal coor-
dinate represents the pleasure dimension of learning
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emotional state and measures the recognition of learning.
'e longitudinal axis is the arousal dimension of learning
emotional state, which measures learning fatigue, while the
vertical axis is the interest dimension of students’ emotional
state, which measures learning avoidance. At the same time,
a total of 9 expressions, including basic expressions, con-
tempt, and confusion defined by Ekman, are introduced, and
different weights are set for these expressions according to
the measurement standard as the values on the horizontal
axis [15].

3. System-RelatedTechnologies andAlgorithms

'is paper uses Tengine deep learning framework and
OpenVINO development tool suite to implement the deep
learning algorithm at the edge end and server end, re-
spectively. In the deep learning algorithm, MTCNN is used
to achieve face detection and face image interception
function, MobileNet-V2 to achieve face recognition func-
tion, and VGG-16 to achieve head posture recognition, head
recognition, facial expression recognition, and human
posture recognition and other classroom behavior recog-
nition functions. 'is paper mainly introduces the structure
of three neural networks, namely, MTCNN, MobileNet-V2,
and VGG-16, as well as the deep learning framework
Tengine, which is used to run the deep learning algorithm on
the edge of the system, OpenVINO, which is used to run the
deep learning algorithm on the server.

3.1. Tengine. In order to realize the functions of face de-
tection, face image capture, and classroom behavior rec-
ognition at the edge end of the system, the paper adopts
EAIDK-610 development board jointly developed by ARM
and Open AI Lab as the core processing platform at the edge
end of the system [16]. 'e EAIDK-610 development board
is equipped with an embedded AI development platform,
including support for heterogeneous computing library
HCL, embedded deep learning framework Tengine, and
lightweight embedded computer vision acceleration library
BladeCV.

Tengine is a lightweight, high-performance, modular
embedded deep learning framework. 'e deep learning
framework is optimized for ARM embedded devices, does
not rely on third-party libraries, and can be used across
platforms. It supports Android and Linux, and supports
GPU and DLA as hardware-accelerated heterogeneous
computing resources.

Tengine deep learning framework has the following
features:

(1) Lightweight tailoring. Tengine relies only on C/C++
libraries; standard edition volume 3M, lite edition
volume 300K; original support for ARM CPU.

(2) Running memory optimization. Shared memory
technology dramatically reduces memory
requirements.

(3) Support model compression and encryption. Ten-
gine customizes model formats, supports model
compression to reduce size, supports model en-
cryption and packaging, and protects intellectual
property rights.

According to the neural network operators currently
supported by Tengine, the deep learning networks currently
supported by Tengine include the following:

(1) Squeeze net.mobile net.mobilenet-v2, ResNet50,
AlexNet, GoogleNet, ImageNet classification net-
works, such as Inception-V3, Inception-V4, and
VGG-16;

(2) MTCNN;
(3) SSD, YOLO-V2;
(4) MobileNet-SSD;
(5) Faster RCNN;
(6) Lighten CNN;
(7) Networkmodel can be converted into Tenginemodel

based on other deep learning frameworks.

In the deep learning network supported by Tengine,
MTCNN, SSD, YOLO-V2, and other networks can realize
face detection function. As the real-time requirement of face
detection is not very high, the paper adopts MTCNN al-
gorithm with slow execution speed but higher accuracy to
realize the face detection function at the edge. For the
classroom behavior recognition function of the system, it is
necessary to use the classification network to identify and
classify all kinds of classroom behaviors. Because it is
necessary to conduct real-time classroom behavior recog-
nition for students in the classroom, and there is not much
classification of head, facial expression, and human posture
in the recognition process, VGG-16 and ResNet50 networks
are selected for testing on the premise of ensuring accuracy.
After the test, it is found that ResNet50 has a better effect
when the number of classification is large. However, in the
class behavior recognition of this system, the number of
classification of the recognition results of the head, facial
expression, and human posture is small, and the recognition
results obtained by using VGG-16 network are better. VGG-
16 network is finally adopted to realize the algorithm of the
class behavior recognition at the edge.

3.2. OpenVINO. In order to realize the face recognition
function on the server side of the system, the paper adopts
the FPGA accelerated cloud platform launched by Intel as
the system server-side processing platform. 'e platform is
loaded with OpenVINO tool suite developed for
CPU+FPGA architecture.

OpenVINO (Open Visual Inference & Neural Network
Optimization) is a tool suite that can speed up the devel-
opment of high-performance computer vision and deep
learning visual applications, as described in literature [17]. It
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supports deep learning on various Intel platform hardware
accelerators and allows direct heterogeneous execution.

For AI workloads, OpenVINO provides the Deep
Learning Deployment Toolkit (DLDT), a suite of tools that
can deploy models trained by various open-source frame-
works online.

DLDT is divided into two parts:

(1) Model Optimizer. 'e model optimizer is a Python
scripting tool for converting a model trained using
an open-source framework into an intermediate
representation (IR, intermediate representation) that
the inference engine can recognize, that is, two files:
the XML file representing the network structure
description and the bin file storing the weights, re-
spectively. 'e model optimizer is used for offline
model transformations.

(2) 'e inference engine is from the inference engine.
Reasoning engine is a set of API interfaces supporting
C++ and Python, requiring developers to implement
their own reasoning process development.

'e inference engine is the AI payload deployed to run
on the device.

OpenVINO currently supports many network models
under mainstream deep learning frameworks. Considering
the balance between real-time performance and precision of
deep neural network running under embedded hardware,
the paper finally uses the improved MobileNet-V2 light-
weight network to realize face recognition function on the
server side.

3.3. MTCNN. Multi-task convolutional neural network
(MTCNN) is a multi-task neural network model pro-
posed by Shenzhen Research Institute of Chinese
Academy of Sciences in 2016 for face detection task, as
described in literature [18]. 'e proposed network and
refine network output network are used in this model for

fast and efficient face detection. 'e model also uses
image pyramid, border regression, and nonmaximum
suppression techniques.

P-Net (proposal network) firstly modified all training
samples into 12×12× 3 images, obtained 1× 1× 32 feature
map (feature map after convolution) through three con-
volution layers, and finally obtained three multidimensional
outputs through three different 1× 1 convolution kernels:
the 1× 1× 2 face probability, 1× 1× 4 face candidate box
coordinates, and 1× 1× 10 face 5 marker anchor point
coordinates. Its network structure is shown in Figure 1.

'e input and output images of P-Net are shown in
Figure 2.

Refine Network (R-Net) modifies all training samples to
24× 24× 3 images; after convolution and pooling, the cor-
responding coordinate positions are output, respectively. Its
network structure is shown in Figure 3.

'e input and output images of R-Net are shown in
Figure 4.

O-Net (output network) modified all training samples
into 48× 48× 3 images. Like R-Net, the output was face
probability, face candidate frame coordinate, and face 5
marker anchor point coordinate, respectively. Its network
structure is shown in Figure 5.

'e O-Net input and output images are shown in
Figure 6.

10

10

3
16

32

2

4

10 1

1
1

Figure 1: Structure diagram of P-Net.

Figure 2: Input and output images of P-Net.
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From P-Net to R-Net to O-Net, the larger the size of the
input image is, the deeper the network structure is, and the
more expressive the extracted features are.

Training MTCNN requires convergence of the following
three tasks: face probability, face candidate frame coordi-
nate, and face 5 marker anchor point coordinate.

'e following cross drop loss function is used for human
face, as shown in

L
det
i � − y

det
i log pi(  + 1 − y

det
i  1 − log pi( (  y

det
i ∈ 0, 1{ }.

(1)

For regression of each candidate box, the following sum
of squares loss function is adopted to calculate regression
loss through Euclidean distance, as shown in

L
box
i � y

box
i − y

box
i

�����

�����
2

2
y
box
i ∈ R

4
, (2)

where ybox
i is the coordinate obtained through network

prediction and ybox
i is the actual real background coordinate,

both of which are quaternions.
'e following sum of squares loss function is used to

calculate the Euclidian distance between the predicted
landmark position and the actual real landmark, and the
distance is minimized. 'e calculation formula is shown in

L
landmark
i � y

landmark
i − y

landmark
i

�����

�����
2

2
, y

landmark
i ∈ R

10
, (3)

where ylandmark
i is the marking coordinate obtained through

network prediction and ylandmark
i is the actual real marking

coordinate. Since there are 5 marker points for left eye, right
eye, nose, left corner of mouth, and right corner of mouth,
each point has 2 coordinate values, and ylandmark

i is a tuple of
ten.

Because each network performs different works, dif-
ferent types of training data are needed during training. 'e
training formula of multiple input sources is shown in

min N
i�1 

j∈ det,box,landmark{ }

αjβ
j
i L

j
i , β

j
i ∈ 0, 1{ }. (4)

'e learning process of the whole training is to minimize
the formula above, where N is the number of training
samples, αj is the importance of the task, βj

i is the sample
label, and L

j

i is the loss function mentioned above. When
training P-Net and R-Net in MTCNN, αdet � 1, αbox � 0.5,
and αlandmark � 0.5; when training O-Net, αdet � 1,
αbox � 0.5, and αlandmark � 1.

3.4. MobileNet-V2. 'e deep separable convolution is ap-
plied in MobileNet-V1, the previous generation of Mobi-
leNet-V2, which makes the neural network maintain the
accuracy and greatly improve the operation speed. A new
structure is proposed in MobileNet-V2 and may be referred
to as Inverted Residuals with Linear Bottlelock. 'is
structure first enlarged the dimensions of the input feature
map with 1× 1 convolution, then operated with 3× 3 con-
volution, and finally reduced the dimensions with 1× 1
convolution operation. After the completion of convolution,
ReLU activation function is no longer used, but linear ac-
tivation function is used to retain more feature information
and ensure the expressive ability of the model. Its structure is
shown in Figure 7.

To improve network performance, the linear convolu-
tion part of Inverted Residuals with Linear Bottlelock
structure in the network is modified into SE module. Fig-
ure 8 shows the structure of an SE block.

Given an input whose channel number is Channel1, a
feature whose channel number is Channel2 is obtained
through a series of transformations. 'e feature is input into
SE block, and the obtained feature is re-demarcated through
three operations:
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Figure 3: Structure diagram of R-Net.

Figure 4: Input and output images of R-Net.
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(1) Squeeze operation, use global average pooling to
compress features along spatial dimensions, convert
each two-dimensional feature channel into a real
number, and the output dimension matches the
input feature channel number [19]. Its formula is
shown in

zc � Fsq uc(  �
1

H × W


H

i�1


W

j�1
uc(i, j). (5)

(2) 'e weighting for each attribute channel is generated
by the parameter W, where the parameter w is
learned to explicitly model the correlation between
the attribute channels. Multiply W1 by the squeeze
operation to get z, which is a fully joint operation,
and then pass through a ReLU layer with the output
dimension unchanged; then, multiply by W2, which
is also a full connection; then finally, through the
sigmoid function, you get s. Its formula is shown in

s � Fex(z, W) � σ(g(z, W)) � σ W2δ W1z( ( . (6)

'e calculation formula of parameter W is shown in

W1 ∈
C

r
× C, W2 ∈

C

r
× C. (7)

r is a scaling parameter, whose purpose is to reduce
the number of channels and thus reduce the com-
putation. 'e dimension of the final output is
1× 1×C, where C represents the number of chan-
nels. s is used to represent the weights of C feature
maps.

(3) After obtaining s, use formula (8) for operation [20].

xc � Fscale uc, sc(  � sc · uc, (8)

where uc is a two-dimensional matrix and sc is the
weight, which is equivalent to multiplying every
value in the uc matrix by sc. 'e modified Inverted
Residuals with Linear Bottlelock structure is shown
in Figure 9.

'e network inputs a 128×128 image each time, extracts
face feature points and feature vectors, respectively, on the
image, and finally outputs a row vector containing 256
floating point values, and the row vector is the abscissa and
ordinate values of the face feature vector.'e cosine distance
between the output feature vector and the coordinate value
of the feature vector of the reference face image is calculated,
and the wide value of the cosine distance is set. If the cosine
distance is less than the wide value, the recognized face can
be judged as the student himself.
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Figure 5: Structure diagram of O-Net.

Figure 6: Input and output images of O-Net.
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3.5.VGG-16. VGG is a convolutional neural network model
proposed by Simonyan and Zisserman, whose name is de-
rived from the abbreviation of Visual Geometry Group of
Oxford University where the authors work [21].

VGG can be divided into six configurations, A, A-LRN,
B, C, D, and E, according to the different convolution kernel
size and number of convolution layers. Among them, D and
E are more commonly used, called VGG-16 and VGG-19,
respectively. 'erefore, the system uses VGG-16
architecture.

Figure 10 shows the network structure of VGG-16.
'e input data of VGG-16 are 224× 224× 3 pixel data.

After five-layer convolutional network and pooled network

processing, the output is a 4096-dimensional feature data
and then processed by three-layer fully connected network,
and the final classification result is obtained by Softmax
specification. 'e dimensions of the Softmax layer can be
adjusted according to the number of classifications for
different purposes.

4. TheRealization of theAnalysis System for the
Characteristics of English Class
Students’ Concentration

4.1. System Test Environment. In this paper, the classroom
evaluation system based on deep learning is completed on

input
Conv
1×1

ReLU6

Dwise
3×3

ReLU6

Conv
1×1

Linear
Add Output

Figure 7: Structure diagram of Inverted Residuals with Linear Bottlelock.

input Global
pooling FC PReLU FC Sigmoid Scale Mul Output

Figure 8: Structure of SE block.

input
Conv
1×1

PReLU
Dwise

3×3
SE

Block Add Output

Figure 9: Modified structure of Inverted Residuals with Linear Bottlelock.

FC1 FC2 FC3 SOFTMAX

Figure 10: Structure diagram of VGG-16 network.
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EAIDK-610 embedded artificial intelligence application
development platform jointly developed by ARM company
and Open AI Lab, and FPGA acceleration cloud platform of
Intel Company, combined with webcam and PC. 'e edge
end, the server end, and the client all realize the stable data
interaction through the network data transmission module.
'e hardware test environment parameters of the edge end
of the system are shown in Table 1.

Table 2 shows the server hardware test environment
parameters of the system.

'e software test environment parameters of the system
are shown in Table 3.

4.2. System Function Test. According to the analysis of
functional requirements, the classroom evaluation system
based on deep learning designed in this paper should have
the functions of classroom behavior identification, class-
room quality evaluation, and student classroom behavior
statistics. 'e following are the functional tests for the above
functions [22].'e test was carried out in the laboratory, and
the test was set to 10 people, but actually to 9 people. In
addition to the two attendance tests, a total of 80 classroom
behavior identification test time points were set.

'e EAIDK-610 development board is used to control
the head and focal length of the camera through the network,
so that the camera can aim at the whole student area in the
classroom, so that the camera can collect all the students on
the seat at the same time and then carry out head posture
recognition, head posture recognition, facial expression
recognition, and human body posture recognition.

'e camera recognizes the head posture of the student in
the seat.'e system sets a total of 80 test time points for head
posture recognition, so the result of head posture recogni-
tion after the course has a total of 80 time points of the
number of students looking at the platform.

During the same period, the camera looked up at the
students in their seats. 'e system sets a total of 80 test time
points for head recognition, so the result of head recognition
after the course has a total of 80 time points of head rate data.

During the same period, the cameras recognize the faces
of the students in the seats. 'e system sets a total of 80 test
time points for facial expression recognition, so the result of
facial expression recognition after the end of the course has a
total of 80 time points of the number of students listening
carefully.

During the same period, the camera recognizes the
posture of the student in the seat. When it is recognized that
all students are “sitting down,” the class state is defined as
“teacher lecturing,” and the result value of this state is
written as “1.”When a student is identified as “standing,” the
class state is defined as “teacher-student interaction.” If the
gesture of “raising hands” appears before the gesture of
“standing,” the result value of the state of “students an-
swering questions independently” is written as “1.” If there is
no “hand gesture” before the “standing” gesture, the result
value of the “teacher calls the roll to answer the question”
status is marked as “1.” When the student is identified as
“writing,” the class state is defined as “classroom homework”
and the result value of this state is marked as “1.”

At the same time of human posture recognition, the
system records students’ hands raising and sleeping, so there
will be data of the number of hands raising and sleeping at
the corresponding time point after the course.

Reading face recognition results, head posture recog-
nition results, head posture recognition results, facial ex-
pression recognition results, human posture recognition
results, and evaluation index calculation according to the
class of paper, respectively, calculate the attendance score of
the course, head posture correct rate of scoring, serious
expression rate hand score, score up rate, rate of score, score
not sleep rate, the link of the lecturer score, students’ an-
swering question score, teacher roll call to answer questions
such as the secondary indicator, class attendance score, class
concentration score, class activity score, class link richness
score, and other first-level indicators, as well as class eval-
uation score. Upload the score to the appropriate location on
the course evaluation sheet in the database. 'e database
classroom evaluation table is shown in Figure 11.

At the same time, the statistical results of students’
classroom behavior are also uploaded to the corresponding
position in the statistical table of students’ classroom be-
havior in the database. 'e statistical table of classroom
behavior of students in the database is shown in Figure 12.

After testing, the system designed by the paper has re-
alized the function of classroom evaluation.

4.3. System Performance Test. According to the system de-
sign requirements, the factors affecting the system

Table 1: Parameters of system edge computing-end hardware test
environment.

EAIDK-610 embedded artificial intelligence application
development platform
SoC master chip RK3399
CPU 2×Cortex A72 + 4×Cortex A53
GPU ARM Mali-T860
Internal storage 4GB dual-channel 64 bit LPDDR3
Memorizer 16 g eMMC at a high speed
Ethernet RJ45, 10/100/1000m adaptive

Table 2: Parameters of system server hardware test environment.

Intel FPGA acceleration cloud platform
CPU Intel Xeon E5
FPGA Intel Arria 10 GX
Internal storage 96G

Table 3: Parameters of system software test environment.

Testing environment Versions
'e edge of the end Linux operating system Fedora 28
Server side Linux operating system CentOS 7
Client side Max operating system Mac OS 10.15.4
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performance include face detection rate, face recognition
rate, head posture recognition rate, facial expression

recognition rate, human posture recognition rate, and
system stability.

1 90 84.44 63.34 89.96 29.67 89 100 100 0 0 90 80.22 77.71 90 87.79

courseID A F1 F2 H R J M1 M2 M3 M4 SA SF SV SM S

Figure 11: Classroom evaluation table in database.

courseID studentID headupRate focusRate raiseRate sleepRate

1
1
1
1
1
1
1
1
1

01
02
03
04
05
06
07
09
10

0.938
0.975
0.925
0.925
0.925
0.775
0.925
0.787
0.912

0.875
0.9

0.875
0.85

0.863
0.725

0.9
0.75
0.86

0.667
1

0.333
0
0
0

0.333
0

0.333

0
0
0

0.01
0
0
0

0.01
0

Figure 12: Statistics of students’ classroom behavior table in database.

Test results :

watch
watch

watch
watch
watch

don’t watch
don’t watch
don’t watch
don’t watch
don’t watch

Figure 13: Head posture recognition test pictures and test results.

Test results :

Up
Up
Up
Up
Down
Down
Down
Down
Down
Up

Figure 14: Header recognition test pictures and test results.

Test results :
careful
careful

careful

careful

careful

not careful
not careful

not careful

not careful

not careful

Figure 15: Facial expression recognition test results of picture counting test.
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(1) Face detection test
Face detection test is carried out using MTCNN.

(2) Face recognition test
Face recognition is tested using MobileNet-V2
network.

(3) Head posture recognition test
VGG-16 network was used to test head pose
recognition.

(4) Header recognition test
'e header recognition test is carried out using
VGG-16 network.

(5) Facial expression recognition test
VGG-16 network was used to test human pose
recognition.

(6) Human posture recognition test
VGG-16 network was used to test human pose
recognition.

(7) System stability test
'e system stability test tests whether the system is
interrupted operation or cannot work normally, the
situation. After testing, the system is basically stable.

Test pictures and test results are shown in Figures 13–16.

4.4. Summary of Test Results. 'rough the function test and
performance test of the system, it can be seen that the
classroom evaluation system designed in this paper has good
human-computer interaction and has realized the functions

of automatic classroom attendance, classroom behavior
identification, and classroom overall evaluation. 'e face
detection rate, face recognition rate, head posture recog-
nition rate, facial expression recognition rate, and human
posture recognition rate of the classroom evaluation system
designed in this paper all meet the design requirements. 'e
system stability basically meets the design requirements. 'e
technical parameters of the system are summarized in
Table 4.

5. Conclusion

On the basis of functional requirements and design re-
quirements, the paper elaborated the whole development
process of classroom evaluation system based on deep
learning from the aspects of scheme design, relevant
algorithms, detailed design, etc., and carried out functional
test and performance test of the designed classroom eval-
uation system. 'e test results show that the system has
realized the expected function, and all the performance
parameters meet the design requirements. 'e work of the
thesis is as follows:

(1) Complete the overall scheme design of the system.
According to the research background and appli-
cation scenarios of the paper, the functional re-
quirements of the system are analyzed to determine
the system design requirements, and on this basis,
the overall scheme design of the system is proposed,
including the hardware platform construction
scheme design and software scheme design.

Table 4: Technical parameters of system.

Category Face
detection

Face
recognition

Head
posture

Identify the
rise

Identify
expression

Recognition of human
posture

Test times 50 50 10 10 10 10
Identification of success
times 45 47 8 9 8 8

Detection rate 90% 94% 80% 90% 80% 80%

Test results :

sit
raise hand
raise hand
sleep
stand
write
sit
sit
stand
sleep

Figure 16: Human posture recognition test pictures and test results.
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(2) 'e paper adopts EAIDK-610 embedded artificial
intelligence development platform jointly developed
by ARM and Open AI Lab as the core processing
platform at the edge of the system. On the basis of
this platform, the paper realizes the functions of pin-
top and focal length control, face detection and
interception, classroom behavior recognition, and so
on, combined with the spherical webcam. In this
paper, Intel FPGA accelerated cloud platform is used
as the core processing platform of the system server,
and the face recognition, classroom evaluation index
calculation, and other functions are realized on this
platform.

(3) 'e paper uses PC as the system client to realize the
design of user interaction interface on the client. In
addition to the above functions, according to the
functional requirements of the system, the paper
implements the functions of sending and receiving
data transmission on the edge end, server end, and
client end, respectively. Finally, the paper realizes the
system of classroom behavior recognition of students
in fixed positions in the classroom and obtains the
function of classroom evaluation according to the
above results.

(4) 'e function test and performance test of the
classroom evaluation system based on deep learning
designed in this paper are carried out, and the test
results are summarized.

Data Availability

'e data set can be accessed upon request.
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In the �eld of catalysis, the support of the catalyst is often composed of hollow carbon materials. In order to monitor the
preparation of nitrogen-doped carbon-based bimetallic copper-cobalt catalysis and its hydrogenation reaction in furfural, using
m-aminophenol as the nitrogen source, formaldehyde as a carbon source, and P123 as a template agent, a nitrogen-doped
bimetallic copper-cobalt mesoporous carbon catalyst Cu-Co@N-MPC-500 was synthesized by the hydrothermal method. �e
morphology, structure, and chemical composition of the catalyst were analyzed by means of TEM, XRD, BET, and XPS, re-
spectively.�e results show that the nitrogen-dopedmesoporous carbon has a stable structure, uniform pore size distribution, and
the nano-copper-cobalt particles are uniformly dispersed in the mesoporous carbon surface. �rough furfural hydrogenation, the
catalyst selectivity and cycle stability were discussed. Under the furfural conversion rate of 96.1%, the yield of cyclopentanone
could reach 76.2%. After 5 cycles, the catalytic e�ciency of the catalyst did not decrease signi�cantly. It shows that Cu-Co@N-
MPC-500 has excellent application prospects in the �eld of industrial production.

1. Related Introduction

Porous carbon materials come from a wide range of sources,
including mesoporous carbon, activated carbon, carbon
nanotubes, graphene, amorphous carbon black, nano�bers,
and carbon aerogels. Porous carbon materials are widely
used in catalysis, adsorption electrochemical [1–3], and
other important �elds. However, pure carbon porous ma-
terials do not perform well in many applications, and carbon
materials need to be further modi�ed to improve their
application performance.

In the �eld of catalysis, porous carbonmaterials are often
used as catalyst supports. Introducing other atoms into the
carbon atomic layer to modify porous carbon materials to
improve the reactivity of catalysts has been a research
hotspot in recent years. �e introduction of sulfonic acid
groups into the porous carbon support can e¡ectively in-
troduce acid sites into the catalyst, thereby changing the acid
value of the catalytic material. Kasakov et al. used glucose
and cellulose as porous carbon sources to prepare a sulfonic

acid group-modi�ed Ni/C-SO3H catalyst, which showed
excellent catalytic activity in the liquid-phase hydrogenation
of phenol to cyclohexane. After reacting at 200°C for 6 h, the
conversion of phenol and the yield of cyclohexane can reach
100% and 90%, respectively. Onda et al. [4, 5] used activated
carbon (AC) as the carbon source to prepare a sulfonic acid
group-modi�ed platinum catalyst Pt/AC-SO3H by modi-
fying the carbon material. �e activity of the catalyst was
tested in the reaction of hydrolysis of polysaccharides to
gluconic acid; the results show that the catalyst Pt/AC-SO3H
modi�ed by sulfonic acid group has a signi�cantly higher
catalytic e¡ect than the traditional carbon-based supported
catalyst. N doping is one of the most common carbon-based
support modi�cation strategies. N atoms are doped into
carbon tomake the carbon structuremore disordered, which
will increase the defect sites of the carbon support and make
N-doped carbon materials have unique properties [6]. �e
use of nitrogen-doped carbon-based supports can e¡ectively
improve the hydrophilicity and conductivity of the catalyst,
strengthen the interaction between the carbon support and
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the metal active components, improve the stability of the
catalyst, and at the same time play a role in regulating the
supportedmetal active components [7]. Lei [8] et al. used the
hard template method to mix SBA-15 with aniline and then
carbonized and removed the template at high temperature to
prepare a nitrogen-doped ordered mesoporous carbon-
supported metal Pt catalyst, which was investigated in the
catalytic oxidation of methanol. +e results show that there
is a strong interaction between the nitrogen element in the
carrier and themetal active component Pt nanoparticles.+e
higher the doping amount of nitrogen in the carrier, the
higher the dispersion degree of Pt metal nanoparticles.
Moreover, the prepared catalyst showed good reactivity in
methanol oxidation reaction. Chan-+aw et al. [9] prepared
a nitrogen-doped carbon nanotube-supported palladium
metal catalyst, which showed better catalytic performance in
the catalytic oxidation reaction system of benzyl alcohol than
the traditional activated carbon nanotube-supported palla-
dium metal catalyst. +ere are many application reports on
the use of modified carbon materials as catalyst supports to
support single metals, but there are few reports on the use of
modified carbon materials to support nonprecious bime-
tallic components.

+e related research study in this paper is mainly based
on using Cu(NO3)2·3H2O and Co(NO3)2·6H2O as the
precursors of metal active components, by using the triblock
compound P 123 as the soft template and m-aminophenol as
the nitrogen source, formaldehyde was used as the carbon
source, and then a nitrogen-doped carbon-based bimetallic
catalyst 2Cu-Co@N-MPC-500 was prepared through a one-
step hydrothermal reaction, high-temperature carboniza-
tion, and H2 reduction. +e catalyst structure and compo-
nents were characterized and analyzed, and the performance
of the prepared catalyst was examined in the hydrogenation
of biomass molecule furfural to cyclopentanone.

2. Related Theoretical Methods

+eRNNnetwork is also composed of an input layer, hidden
layer, and output layer. Each layer contains a different
number of neurons. In the traditional neural networkmodel,
the neurons of each layer are not connected to each other,
but the RNN network is different, and the nodes between its
hidden layers are connected. +erefore, the biggest differ-
ence between the RNN neural network and traditional
neural network model is that RNN neural network not only
has feedforward connection, but also has feedback of in-
ternal connection, which plays the role of “circulation.” +is
kind of information flow similar to feedback inside neurons
makes the network have memory function. At a certain time
t, the difference between the neurons of the BP neural
network and the neurons of the RNN network is shown in
Figure 1:

+ere are many variants of the RNN network model,
among which, Figure 2-1 is expanded in time series, and the
classic RNN network model structure is shown in Figure 3:

In the above figure, the meaning of each parameter is as
follows:
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Figure 1: (a)BP neuron and (b) RNN neuron.
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(1) U, V, and W are three matrices, which represent the
input weight, the output weight, and the last output
as the weight of this input, respectively. +ese three
matrices are the linear relationship parameters of the
model. +e reason why the RNN network can have
memory depends on these three matrices.

(2) x represents the input layer data. Also, st-1, st, and st+1
represent the input values at t− 1, t, and t+ 1,
respectively.

(3) s represents the hidden layer state. Similarly, st
represents the state of the hidden layer at time t. As
shown in Figure 2-2, both xt and st-1 will affect st.

(4) o represents the output of the model. As can be seen
from the figure, o is only associated with st.

(5) L is the loss function of the model.
(6) y is the true observed value of the predicted time

series data. As can be seen from Figure 2-2, in the
RNN network, the hidden state st at any time can be
obtained by the following equation:

st � σ Uxt + Wst−1 + b( . (1)

In formula (1) and the following equations, σ is the
activation function and b is the bias of the linear
relationship.

After obtaining the state st of the hidden layer of the
model at time t, the model output ot at this time can be
obtained by the following: t to

ot � VSt + c. (2)

In formula (2), c also represents the bias, so the final
output predicted by the RNN network can be obtained from
the following:

yt � σ ot( . (3)

After the predicted output value is obtained, the cost
function can be used to quantify the loss of the RNN model
at the current time t, that is, the gap between the predicted
value yt of the model and the original real data yt. Common
cost functions include cross-entropy cost function, mean
squared error, root mean squared error, etc. +is is actually
the forward propagation algorithm of the RNN network
model. In this paper, the preparation of a nitrogen-doped
carbon-based bimetallic copper-cobalt catalyst based on in-
depth learning and its monitoring application in furfural
hydrogenation are studied. +e main reason is that the
relevant experimental results are monitored by computer
technology.

3. Experimental Part

3.1. Reagents and Equipment. +e reagents prepared in the
relevant experiments in this paper mainly include “triblock
compound P123, (Mn: 2000–5800) obtained from Annaiji;
analytical grade m-aminophenol, aqueous formaldehyde
solution, and furfural purchased from Sinopharm Chemical
Reagent Co. Ltd.; analytical grade copper nitrate trihydrate,

cobalt nitrate hexahydrate, anhydrous hexanol, and ethyl
acetate obtained from Aladdin.”

+e main equipment prepared in this paper for related
experiments are “superconducting nuclear magnetic reso-
nance spectrometer (VNMRS600), Agilent Technologies,
USA; X-ray photoelectron spectrometer (ESCACAB250),
+ermo Fisher, USA; X-ray diffractometer (X-ray diffrac-
tometer ‘Pert PRO MPD type), PANalytical company,
Netherlands; scanning electron microscope (SU8020 type),
Hitachi, Japan; elemental analyzer (vario EL cube), Germany
Elementar company; tube roasting furnace (GSL-1500X
type), Hefei Kejing Materials Co., Ltd.; gas adsorption in-
strument (Autosorb-IQ3 type), American Quanta; and a gas
chromatograph (GC16901FJ type), Hefei Jiedao Equipment
Co. Ltd.”

3.2. Preparation of Catalysts. +e preparation of the catalyst
is mainly prepared by the hydrothermal method, and its
main principle is to carry out the index through the hy-
drothermal reaction kettle, namely, the preparation of
N-doped mesoporous carbon catalysts by the hydrothermal
method: 1.01 g Cu(NO3)2·3H2O and 0.62 g Co(NO3)2·6H2O
with a molar ratio of 2 :1 were dissolved in 50mL of ethanol
and 50mL of deionized mixed solution of water, 4.5 g of
m-aminophenol and 1.0 g of templating agent P123 were
sequentially added, and stirred until completely dissolved.
+en, 4.5 g formaldehyde solution (37wt%) was slowly
added to the solution using a dropping funnel, and the
dropwise addition time was controlled to be 1 h. After the
dropwise addition was completed, the reaction was con-
tinued at room temperature for 2 h.

+e solution was transferred to a hydrothermal reactor,
sealed, and placed in a drying oven at 65°C for 5 h. +e
obtained reaction mixture was filtered with deionized water
and ethanol solution, and the filter cake obtained by fil-
tration was dried in a vacuum drying oven at 60°C overnight.
+e dried solid was taken out and ground into powder using
a mortar. +e obtained powder was placed in a tube furnace
for high-temperature carbonization. +e tube furnace was
heated from 25°C to 500°C at a heating rate of 1°C/min, and
kept at 500°C for 2 hours. +e carbonization process was
carried out in a mixed atmosphere of nitrogen and hy-
drogen. A nitrogen-doped ordered mesoporous carbon was
obtained, which was denoted as 2Cu-Co@N-MPC-500,
where 2 represents the molar ratio of metal Cu and Co and
500 is the calcination temperature.

As a comparison, traditional activated carbon supported
catalysts were prepared by the impregnation method. First,
1.01 g Cu(NO3)2 3H2O and 0.31 g Co(NO3)2 6H2O were
added to 90mL of dilute nitric acid (5wt%) solution at a
temperature of 60°C and stirred rapidly for 2 h, and then it
was put into an ultrasonic instrument for ultrasonic treat-
ment for 2 h, 2.3 g of activated carbon was added into the
above solution, and mechanical stirring was performed for
2 h; then the above mixture was filtered and washed. +e
filter cake was transferred to an oven at 60°C for vacuum
drying and then ground into powder using a grinder. +e
obtained powder is placed in a tube furnace for high-

Scientific Programming 3



temperature carbonization, and the carbonization condi-
tions are the same as those for preparing the catalyst by the
hydrothermal method. An activated carbon-supported
catalyst was obtained, which is denoted as 2Cu-Co@AC-500
as shown in Figure 4.

3.3. Characterization of Catalysts. +e catalytic materials
were analyzed for specific surface area, pore volume, and
pore size distribution using a fully automatic surface area
analyzer (BET).+e specific method is as follows: 0.1 g of the
sample was weighed, and after 4 hours of treatment under
vacuum conditions, the adsorption and desorption test was
carried out in a liquid nitrogen atmosphere. +e specific
surface area of the material was calculated using the BET
(Brunner−Emmet−Teller) formula, and the pore size dis-
tribution was calculated using the BJH formula. +e bulk
structure analysis of nitrogen-doped catalysts was per-
formed using X-ray powder diffraction analysis (XRD).
Using Cu-Kα as the X-ray radiation source, the scanning
speed is 8°/min; the scanning test angle range is 20°–90°, and
the working voltage and current of the instrument are 40 kV
and 55mA, respectively. +e metal elements in the catalysts
were quantitatively and qualitatively analyzed by X-ray
photoelectron spectroscopy (XPS), and the metal grain size
was calculated by the Scherrer formula. Using transmission
electron microscopy (TEM) to conduct microscopic analysis
of the apparent morphology and structure of the catalytic
materials, qualitative and semiquantitative analysis of the
composition of the catalytic materials can also be carried out.
Before testing, the samples were ground to powder, and then
dispersed evenly in ethanol solution, sonicated for 1 h with
an ultrasonic instrument, and then the suspension was
evenly spread on the copper mesh for testing. +e metal
content components in the catalysts were detected by an
-inductively coupled plasma analyzer (ICP-AES). Before
detection, concentrated nitric acid was used to dissolve a
certain amount of the sample catalyst, and then diluted to
constant volume for sample detection.

3.4. Performance Test of Catalysts. In the furfural hydroge-
nation reaction, it needs to be carried out in a batch au-
toclave, and the activity of nitrogen-doped mesoporous
carbon-supported metal copper-cobalt catalysts is prepared
by a temperature controller and a 25mL batch autoclave
with magnetic stirring.

+e experimental operation is as follows: accurately
weigh 0.2 g of furfural and 0.1 g of the prepared catalyst, add
them into the autoclave, then add 10mL of deionized water,
put in the magnet, seal the autoclave, and pass 1.0MPa
hydrogen gas, replace the gas 5 times, then add the hydrogen
pressure required for the reaction, heat to the temperature
required for the reaction under magnetic stirring at 700 rpm/
min, and adjust the heating program and the reaction time
by a temperature controller. After the reaction, the mixed
solution was transferred to 10mL of ethyl acetate solution
containing quantitative internal standard DMF, and then the
reaction solution was filtered, and the filtrate obtained after
filtration was detected and analyzed by gas chromatography.

+e furfural hydrogenation reaction products were an-
alyzed by gas chromatography. After the reaction, furfural,
furfuryl alcohol, cyclopentanol, cyclopentanone, and tetra-
hydrofurfuryl alcohol mainly exist in the solution. +e
detection conditions of the gas chromatograph are as fol-
lows: FID detector; chromatographic column; DM-Wax
capillary column; detection chamber temperature: 280°C;
vaporization chamber temperature: 260°C; carrier gas
pressure: 0.1MPa; column oven initial temperature: 50°C;
standard substance: DMF; and sample injection volume:
0.1–0.2 μL.

3.5. Cyclic Performance Test of Catalysts. After each test
reaction, the reaction solution was filtered and washed, and
the obtained solid filter residue was washed with deionized
water and ethanol solution for many times and then sealed
and dried in an oven for continued use in the next cycle. In
the next cycle experiment, the same mass of the recovered
catalyst was weighed as in the last experiment, and control
other reaction conditions are set to be the same as the last
time.

4. Results and Discussion

4.1. Catalyst Characterization Analysis

4.1.1. XRD Analysis. It can be seen from Figure 2 that the as-
prepared Cu-Co@N-MPC exhibits strong diffraction peaks
around 43.4° and 50.5°, corresponding to the diffraction
peaks of elemental Cu (JCPDS 96-901-2955) [10]. By
comparing the peak intensities of catalysts with different Cu
loadings, it is found that with the increase of Cu loading, the
diffraction peaks of Cu are also continuously enhanced. +e
diffraction peak observed at about 2θ of 44.8° corresponds to

C
N

H
O

60°C Carbonizing

HO NH3

+

+ CH2O + P123 + Co(No3)2 + Cu(No3)2

Figure 4: Preparation process of the N-doped mesoporous carbon
catalyst.
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the diffraction peak of Co, but the peak intensity is weak,
which may be due to the good dispersion and small particle
size of Co metal nanoparticles. In order to further determine
the existence form and valence state of each element in the
catalyst, the catalyst was further characterized by XPS.

4.1.2. XPS Analysis. Figure 5 shows the XPS spectrum of
2Cu-Co@N-MPC-500. It can be seen from Figure 4(a) that
strong peak signals mainly appear at the binding energies of
932.5 eV and 934.6 eV. +e peak at 934.6 eV is the charac-
teristic peak of Cu2+, while the peak at 932.5 eV is the
characteristic peak of Cu+ and Cu0 [11], and the area ratios
of Cu0 and Cu2O to CuO are 82.3% and 17.7%, indicating
that the Cu-Co@N-Cu in MPC mainly exists in the state of
Cu0 and Cu2O, and the reduction of metal Cu is relatively
sufficient. +e XPS spectrum of Co in 2Cu-Co@N-MPC is
shown in Figure 4(d), the binding energy peaks of Co mainly
appear at 778.0 eV corresponding to the characteristic peak
of Co0 (2p 3/2), 780.9 eV and 797.6 eV, respectively. For the
characteristic peaks of Co3+ (2p 3/2) and Co3+ (2p 1/2),
783.5 eV and 796.5 eV correspond to the characteristic peaks
of Co2+ (2p 3/2) and Co2+ (2p 1/2), respectively, indicating
that the main forms of copper are CoO and Co3O4, and
cobalt is less reduced. +e metal grain size was calculated to
be 13.8 nm by the Scherrer formula. XPS analysis results
showed that the metal active centers of the prepared catalysts
were mainly Cu0, Cu2O, and CoOx.

Figure 5(c) is the XPS characterization spectrum of 2Cu-
Co@N-MPC-500N. It can be seen from the figure that the
peak of the N1s binding energy in Cu-Co@N-MPC-500
appears at 400.9 eV, which corresponds to graphite nitrogen
bonding.

+e peak at 398.9 eV corresponds to the binding energy
of pyridine nitrogen. +e ratio of graphitic nitrogen to
pyridine nitrogen is close to 1 :1. Elemental analysis of the
synthesized 2Cu-Co@N-MPC catalyst showed that the ni-
trogen content in the catalyst was 5.29%. It shows that N in
2Cu-Co@N-MPC is well introduced into the catalyst sup-
port and mainly exists in the form of graphitic nitrogen and
pyridine nitrogen.

4.1.3. N2 Desorption Analysis. +e pore size distribution of
the catalyst support and the internal structure of the pores
have a great influence on the catalytic activity. By observing
the N2 isotherm adsorption and desorption curves (Fig-
ure 6), it can be seen that the prepared 2Cu-Co@N-MPC-
500 has obvious pore structure characteristics, and the
specific surface area of the catalyst calculated by the formula
is 20.16m2 g−1. It can be seen from the pore size distribution
curve that the pore size distribution of the mesoporous
carbon spheres is uniform, and the average pore size is about
4.9 nm, which belongs to the mesoporous range.

4.1.4. TEM Analysis. +rough the detailed observation of
TEM, as shown in Figure 7, the prepared catalyst carrier has
obvious spherical characteristics, and it can be seen that the
N element is uniformly distributed, and the N element is well

introduced into the catalyst carrier. +e copper-cobalt
nanoparticles were well-dispersed in the pore size of the
mesoporous carbon spheres, and there was no obvious metal
agglomeration phenomenon, indicating that the prepared
nitrogen-containing mesoporous carbon carrier had a good
dispersing effect on the metal copper-cobalt nanoparticles.

4.2. Catalyst Performance Test. Taking furfural hydrogena-
tion to cyclopentanone as a model reaction, the catalytic
hydrogenation performance of the catalyst 2Cu-Co@N-
MPC-500 was investigated. +e reaction temperature, re-
action pressure, and reaction time conditions were opti-
mized. Under the mild reaction conditions of 150°C, 2MPa
H2, and 2 h, the 2Cu-Co@N-MPC-500 catalyst showed the
best catalytic activity and selectivity. A furfural conversion of
96.1% and a cyclopentanone yield of 75.2% were obtained.
Subsequently, the effect of nitrogen content in the carrier on
the catalytic activity and the cyclic stability of the catalyst
were investigated in depth.

O Cu-Co@N-MPC

H2O
+ H2O O

4.2.1. Effect of Nitrogen Content in the Catalyst Carrier on the
Reaction Activity. +e catalytic performance of catalysts
with different nitrogen content in furfural hydrogenation
was tested experimentally, and the results are shown in
Figure 6. Using the traditional activated carbon-supported
bimetallic catalyst 2Cu-Co@AC-500 under the optimal re-
action conditions, 78% furfural conversion and 35%
cyclopentanone yield can be obtained. However, the as-
prepared N-doped catalyst 2Cu-Co@N-MPC-500 was able
to achieve close to 100% conversion and 75% cyclo-
pentanone yield under optimal reaction conditions, sug-
gesting that the use of the N-doped mesoporous catalyst is
beneficial. +e carbon material as a carrier can effectively
improve the activity of furfural hydrogenation and the se-
lectivity to cyclopentanone. In order to better understand
the role of N-doped support in the catalytic hydrogenation
of furfural, the nitrogen content in the support was adjusted
by changing the molar ratio of m-aminophenol to formal-
dehyde to test the addition of catalysts with different N
contents in the support. Hydrogen activity, the results are
shown in Figure 8. With the increase of N doping content
from 2.46 % to 6.67 %, the furfural conversion showed a
trend of increasing first and then tending to be stable, while
the yield of cyclopentanone kept increasing. When the ni-
trogen doping in the carrier is 2.46 %, the furfural con-
version and cyclopentanone yield are 86% and 59%,
respectively. When the nitrogen doping in the carrier is
increased to 5.92 %, the furfural conversion and cyclo-
pentanone yield are 86% and 59%, respectively. +e yields of
ketones reached 95% and 75%, respectively, which indicated
that proper N doping was very important to improve the
hydrogenation activity and selectivity of furfural. For the
type of N-doped support, the main forms of N in the catalyst
support are pyridine nitrogen and graphitic nitrogen, and
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the presence of pyridine nitrogen and graphitic nitrogen
plays a positive role in the hydrogenation of furfuryl alcohol
to cyclopentanone. +e summary includes the following

reasons: (1) +e introduction of nitrogen into the catalyst
can provide an anchor for the nanometal particle compo-
nents, formmetal-N bonds, enhance the interaction between
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the metal active components and the support, and effectively
regulate the metal activity. +e size and dispersion of the
components make it difficult for the metal particle com-
ponents to agglomerate; (2) the pyridine nitrogen present in
the catalyst carrier can increase the Lewis basic site and
enhance the adsorption effect on the reactants; (3) the in-
troduction of N in the carrier doping can effectively improve
the electron transfer rate and increase the electron density of
the catalyst metal particles, thereby increasing the interac-
tion between it and the reactant furfural [12–18]; (4) the
introduction of nitrogen in the carrier can effectively in-
crease the catalyst’s efficiency. Hydrophilic, there is a ring-
opening process in the hydrogenation of furfural to cyclo-
pentanone, and water plays an indispensable role in the ring-
opening process, which has an important impact on im-
proving the reactivity and selectivity.

4.2.2. Catalyst Cycle Performance Test. +e 2Cu-Co@N-
MPC-500 catalyst was subjected to cycling experiments, and
the specific experimental results are shown in Figure 9. +e
experimental results show that the yield of cyclopentanone is
only slightly decreased after the catalyst is recycled for 5
times, and the furfural is basically completely converted.+e
furfural conversion and cyclopentanone yields can still reach
90% and 71%, respectively, in the fifth cycle.

+rough ICP-AES analysis, it was found that the Cu and
Cu contents in the initial catalyst were 3.48% and 1.62%,
respectively. After 5 cycle experiments, the metal contents of
Cu and Co in the catalyst were 3.22% and 1.35%, respec-
tively, and only a small part of the active metal was lost in the
cycle reaction. +e 2Cu-Co@N-MPC-500 catalyst was used
in furfural hydrogenation. It exhibits good reusability and
high stability in the selective formation of cyclopentanone.
+e excellent stability is attributed to the carbon support that
can well immobilize and protect the bimetallic nano-
particles, while the doping of nitrogen forms metal-N bonds,
which increases the interaction between the support and the
bimetallic Cu-Co [19, 20].

5. Conclusion

In this paper, based on the preparation of nitrogen-doped
carbon-based bimetallic copper-cobalt catalysis and its
monitoring application in furfural hydrogenation, by using
m-aminophenol as the nitrogen source, formaldehyde as the
carbon source, and P123 as the template agent, a nitrogen-
doped carbon-based metal catalyst 2Cu-Co@N-MPC-500
was hydrothermally synthesized and characterized by XRD,
XPS, BET, and TEM. +e catalyst was analyzed, and the
results showed that the catalyst had a stable carbon sphere
structure, uniform pore size distribution, and uniform
dispersion of metal nanoparticles. It exhibits excellent se-
lectivity and cycle stability in the hydrogenation of furfural
to cyclopentanone. Under the optimal conditions, the
conversion rate of furfural reached 96.1%, the yield of
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cyclopentanone reached 76.2%, and the catalyst was cycled 5
times without obvious deactivation.
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�is paper makes in-depth research on data mining, especially association rule mining, improves the FP-tree algorithm in both the
algorithm itself and the data source, and �nds out a mining algorithm suitable for learner characteristics. Association rule
algorithm for actor feature model mining. By establishing the characteristic model of learners in modern distance music
classroom, simulation experiments are carried out on FP-tree and three improved algorithms. �is paper improves the FP-tree
algorithm. Firstly, we improve the algorithm itself; aiming at the problem of too many frequent itemsets, an improved key item
extraction algorithmKEFP-growth based on FP-growth is proposed, which ignores the frequent itemsets that are not concerned in
the analysis. �en, improvements were made in terms of data sources. In view of the problem that the data source is too large, the
mining e�ciency is low, and the FP-tree cannot be loaded in memory, this paper proposes a data projection algorithm, which
adopts the idea of divide and conquer, divides the frequent 1-itemsets of the database into database subsets of each frequent 1-
itemsets, and then mines the database subsets separately and then merges them. Finally, the KEFP-growth algorithm and the
projection algorithm are combined, which can not only eliminate the mining of meaningless frequent items but also divide the
data when there is a large amount of data. �is paper also compares the performance of the three improved algorithms and the
original FP-tree algorithm through experiments. �e experiments show that the combination of the KEFP-growth algorithm and
the database projection algorithm is the most suitable one for the learner feature mining of the adaptive learning system. (1) �e
KEFP-growth algorithm reduces the number of frequent items output by the original FP-tree algorithm by about 50%, and the
mining time is reduced by 50%. (2) �e data projection algorithm is more suitable for data mining with less support. When the
support is 10%, the mining time of the data projection algorithm is reduced by 80% compared with the FP-tree algorithm. (3)
When the support degree is 10%, the running time of the hybrid algorithm is reduced by 10% compared with the KEFP-growth
algorithm and the data projection algorithm.

1. Introduction

Learner characteristics refer to the psychological, physical,
and social characteristics that have an impact on the
learner’s learning, that is, the learner’s personality factors.
Wenger believes that the student model represents all the
behavior and knowledge about the student [1]. Subse-
quently, many scholars have de�ned learner models based
on di�erent learning environments. Vanlehn believes that “a
learner model is a data structure that represents the student’s
current state of knowledge” [2]. Asarta and Schmidt believe
that “the learner model can be represented as a quadruple (P,

C, T, H), where P represents procedural knowledge; C
represents conceptual knowledge; T represents individual
characteristics (traits) of individual; and H represents the
learning history [3]. Holt et al. believe that the learner model
is an abstract representation of the learner’s belief by the
computer system, that is, the learner model represents the
system’s cognition of the student [4]. Later, many scholars
de�ne learner models based on di�erent learning environ-
ments. Currently, the representative learner characteristic
systems are as follows: (1) classical learning characteristic
analysis system [5] and (2) distance learning model theo-
retical analysis system for educating students [6] (the
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theoretical analysis system has seven dimensions (general
data, demographic data, sociological data, geographic data,
situational state data, motivational data, and opinion and
evaluation data)).

)e modern distance music education classroom learner
characteristic model is a guiding form that provides per-
sonalized learning paths and learning resources for learners
according to their characteristics and behavioral tendencies
in the distance learning environment. It is ultimately to
achieve the purpose of teaching students in accordance with
their aptitude.

In the era of big data, technology transforms all be-
haviors in the educational process into educational data,
which helps to observe the performance of each student,
promotes educational research from macro-groups to mi-
cro-individuals, and is conducive to the “tailoring” of
teaching and the realization of data-driven personalization.

In 2012, the United States pointed out in the report
“Promoting Teaching and Learning through Educational
Data Mining and Learning Analysis” that “with the support
of big data and cloud computing, the core trend of inter-
national information education technology development is
personalized learning” [7]. )e “2016 National Educational
Technology Plan” in the United States, “Learning for the
Future: Reshaping the Role of Technology in Education,”
also emphasizes the development of personalized learning
based on big data analysis.

China’s “Ten-Year Development Plan for Education
Informatization (2011–2020)” clearly pointed out that “it is
necessary to build an information-based environment and
provide individualized learning services for each student.”
)e Ministry of Education’s “)irteenth Five-Year Plan for
Educational Informatization” also proposed that “the con-
struction of online learning space should meet the needs of
personalized learning and realize “one space for every life,
and every life has its own characteristics.”” )e Horizon
Report of the American New Media Alliance has also
pointed out many times that adaptive learning is the trend of
information technology development in higher education.
According to the 2016 Key Issues in Teaching and Learning
Report released by the Higher Education Information As-
sociation (EDUCAUSE), the focus of teaching and learning
is not advanced technology, but the learners themselves and
how to use technology to provide a personalized learning
experience. Adaptive learning technology can provide
learners with personalized learning services [8]. Zhu and
Shen believe that with the rapid development of educational
big data and data science, personalized adaptive learning will
become an important part of the new paradigm of educa-
tional technology and smart learning environment, and it is
necessary to carry out systematic and in-depth research on it
[9].

2. Related Theories

2.1. Data Mining. Data mining is the non-trivial process of
obtaining valid, novel, potentially useful, and ultimately
understandable patterns from large amounts of data.

2.1.1. Data Mining Process. Data mining is a process of
discovering various models, summaries, and derived values
from known datasets. A general experimental procedure
suitable for data mining problems includes the following
steps [10].

(1) State the problem and clarify the hypothesis.
(2) Data Collection. )ere are usually two methods:

“design experiment method” and “observation
method.”

(3) Data Preprocessing. It usually includes at least two
common tasks: (1) outlier detection (and removal);
(2) scaling, encoding, and feature selection.

(4) Model Evaluation. Selecting and implementing ap-
propriate data mining techniques is the main task of
this stage.

(5) Explain the model and draw conclusions.

2.1.2. Data Mining Algorithms. Data mining tasks include
concept description, association analysis, classification
analysis, cluster analysis, outlier analysis, evolution analysis,
etc. Among them, association rule mining is the most active
and deeply researched field.

(1) Association Rule Mining Algorithm. Association rule
mining is to search for valuable associations between data
items from a given dataset. Association rule mining in a
transactional database can be described as follows [11].

Let I � i1, i2, . . . , im  be a set of items, the transaction
database D� {t_1, t_2, . . ., t_n} is composed of a series of
transactions with a unique identifier TID, and each trans-
action ti(i � 1, 2, . . . , n) corresponds to a subset on I.

Definition 1. Let I_1⊆I, and the support of itemset I1 on
dataset D is the percentage of transaction D containing I1:

support I1(  �
t ∈ D|I1⊆t 

����
����

‖‖D‖‖
. (1)

Definition 2. For itemset I and transaction database D, all
itemsets in T that satisfy the minimum support specified by
the user are called frequent itemsets or maximum itemsets.
Picking out all frequent itemsets that are not contained by
other elements in the frequent itemsets is called maximal
frequent itemsets or maximal large itemsets.

Definition 3. An association rule of the form I1⇒I2 defined
on I and D is given by satisfying a certain degree of cred-
ibility, trust, or confidence. )e so-called credibility of the
rule refers to the ratio of the number of transactions in-
cluding I1 and I2:

Confidence I1⇒I2(  �
support I1 ∪ I2( 

support I1( 
, (2)

where I1, I2⊆I, I1 ∩  I2 � ∅.
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Definition 4. )e association criterion that satisfies the
minimum support and the minimum trust degree on I is
called the strong association criterion.

At present, there are many algorithms for mining as-
sociation rules, which are mainly divided into two categories:
generating candidate sets and not generating candidate sets.
In order to improve the efficiency of the algorithm, this paper
adopts the association rule algorithm that does not generate
candidate sets. Han et al. proposed FP-tree algorithm [12],
and Liu proposed the Relim algorithm [13]. Among them, the
FP-tree algorithm is the most typical one. Compared with the
FP-tree algorithm, the Relim algorithm has a simple struc-
ture, high space utilization, and runs faster when mining
datasets with high minimum support or few frequent rules.
)e tree algorithm is effective and scalable for mining long
and short frequent patterns, while the FIMA algorithm oc-
cupies less memory and has high algorithm execution effi-
ciency, but it can only mine Boolean association rules, not
quantitative association rules. )e FP-tree algorithm only
performs 2 database scans. It does not use candidate sets,
directly compresses the database into a frequent pattern tree,
and finally generates association rules through this tree. )e
specific mining process is shown in Table 1.

2.2. Learner Characteristics. Learner characteristics refer to
the psychological, physical, and social characteristics that
have an impact on the learner’s learning, that is, the learner’s
personality factors.

)e characteristics of learners involve many aspects, but
the characteristics that have an important impact on
learning mainly involve two aspects: intellectual factors and
non-intellectual factors. )e characteristics related to in-
tellectual factors mainly include the general characteristics of
learners, knowledge base, cognitive ability and cognitive

structure variables, etc., and the characteristics related to
non-intellectual factors include interest, motivation, emo-
tion, learning style, anxiety level, will and personality,
learner’s cultural and religious background, etc.

)rough the analysis of specific learner characteristic
systems, we find that they have their own characteristics. For
example, Ding Xingfu’s theoretical analysis system for
distance education students is relatively comprehensive,
covering a wide range of aspects, covering almost all the
characteristics of learners. However, it is too large and lacks
follow-up research to combine learner characteristics with
specific applications, and the operability is not very strong.
Considering the implementation problem, this paper in-
tends to use the learner characteristic analysis system in
network distance education in Tempelaar’s “Construction of
learner characteristic analysis system in network distance
education and the design of student model” [14] as a pro-
totype. For research, the feature analysis system mainly
includes six major items, each of which includesmanyminor
items, a total of 52 minor items:

(a) Intelligence. Intelligence refers to the ability of people
to recognize and understand objective things and use
knowledge and experience to solve problems, such as
memory, observation, imagination, thinking, and
judgment. Intelligence mainly includes intelligence
and five components of Professor Hanbidge [15]
(observation, memory, imagination, thinking, and
attention). Intelligence includes language intelli-
gence, mathematical logic intelligence, etc.

(b) Learning Style. Learning style is a continuous and
consistent way of learning with individual charac-
teristics, and it is a combination of learning strategies
and learning tendencies. Learning styles are mainly
divided into physiological elements, cognitive

Table 1: FP-tree algorithm.

Algorithm: use the FP-tree algorithm to mine frequent patterns through pattern segment growth
Input: transaction database-D: minimum support threshold min sup
Output: the complete set of frequent patterns.
Method:
(1) Follow the steps to construct FP-tree;
(a) ScanD once. Collect a set F of frequent items and their support. Sort F in descending order of support, and the result is the frequent item
table L.
(b) Create the root node of the FP-tree, marking it with “null.” For each transaction in D, execute:
Select the frequent items in transaction and sort them by the order in L. Let the sorted frequent item table be [p|P], where p is the first
element and P is the list of remaining elements. Call insert tree([p|P], T).
)e process is performed as follows. If T has child N such that N.item − name � p.item − name, then N’s count is incremented by 1;
otherwise, a new node N is created with its count set to 1, linked to its parent node T, and it is linked to nodes with the same item − name
through a node chain structure. If P≠∅, insert tree(P, N) is called recursively.
(2) )e mining of FP-tree is realized by calling FP growth(FP tree, α). )e process is implemented as follows:
Procedure FP growth(Tree, α)

(1) If tree contains a single path P then
(2) For each combination of nodes in the path P (denoted by β)
(3) Generate a pattern β∪ α, whose support � support(β)minimum;
(4) Else for each αi at the head of tree {
(5) Generate a pattern β � αi ∪ α, and its support degree support � support (αi);
(6) Construct the conditional pattern basis of β, and then construct the conditional FP-tree β of β;
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elements, emotional elements, brain function, and
personality. Physiological factors include time
preference, perceptual response, and sound prefer-
ence. Cognitive elements include perceptual style
(verbal-spatial preference, discriminating skills,
etc.), thinking style (analytical and non-analytical,
scattered/concentrated, etc.) confidence processing
style, memory style, and problem-solving style.

(c) Study Preparation. Learning readiness refers to the
adaptability of students’ original knowledge level or
psychological development level to new learning.
Learning preparation includes motivation, cognitive
structure, and learning attitude.

(d) Web Learner Characteristics. We take this class into
account since learners need to use computers and
networks for adaptive learning. )is category in-
cludes four subitems: technical level, information
literacy, online learning adaptability, and online
psychology.

(e) General information includes demographic and
sociological data and opinion and evaluation data.

(f ) Others. Since there are many repetitions of non-
intellectual factors and learning styles, non-intel-
lectual factors (excluding items that overlap with
learning styles) are classified into this category, in-
cluding knowledge interest, learning enthusiasm,
learning responsibility, dominance, competitiveness,
and self-confidence.

3. Analysis of Characteristics and Model
Assumptions of Learners inModern Distance
Music Classrooms

3.1. Analysis Framework. Collect learners’ behaviors from
different perspectives and explore the deep reasons behind
the behaviors, as a basis for formulating teaching proce-
dures. Combining with domestic and foreign learning fea-
ture analysis models, combined with the basic elements of
learner characteristics in the modern distance environment,

this research proposes an analysis framework for learner
characteristics in the modern distance environment, as
shown in Figure 1.

3.2. LearnerFeatureModel. Using appropriate technology to
build a personality feature model can obtain the learning
status of learners in real time and effectively support per-
sonalized learning. )e construction methods of personality
feature models include coverage model, lead model, per-
turbation model, machine learning technology, model based
on cognitive theory, constraint-based model, fuzzy logic
technology, Bayesian network, and semantic web ontology
model. Among them, the cover model and lead plate model
are the most common modeling techniques.

)e coverage model, proposed by Jaques et al., is a
method commonly used to describe the user’s level of
knowledge about each concept. When using the coverage
method to construct the knowledge level model of the
learner, the domain knowledge model represents the expert
level knowledge of a certain subject, and the learner model
is regarded as a subset of the domain knowledge model.)e
lead plate model was introduced into the GRUNDY system
by Rich to build a user feature model [16]. )e core idea is
to group and cluster all potential users in ALS according to
specific characteristics, and each group is a user lead plate.
Both perturbation and constraint-based models are mod-
eled based on learner errors/misunderstandings. )e
perturbation model, also known as the deviation model, is
an extension of the coverage model. )e researchers of this
model believe that the knowledge of the learner includes
not only the partial knowledge possessed by the domain
experts but also the wrong knowledge that the learner may
generate.

)e ultimate goal of the development of educational big
data is to return to the essence of education and realize
“teaching according to aptitude.” )e biggest drawback of
the “one-size-fits-all” unified teaching model is that it ig-
nores individual differences of learners and analyzes
learners’ personality characteristics including knowledge
level, errors/misunderstandings, emotional characteristics,

Characteristics

Collect message 

Student Information 
Statistics 

Additional Supporting 
Information 

Information on Modern 
Distance Music Lessons 

Direct or indirect 
information

Direct information

Indirect
information 

Calculate

Analyze

Categorize

Merge

Clustering rules 

Association rules 

learner
characteristics

Figure 1: Framework diagram for the analysis of learners’ characteristics in modern distance music classrooms.
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cognition and metacognitive abilities, etc., as shown in
Figure 2. It is the precondition to realize self-adaptive
learning. Applying appropriate technology to build a per-
sonality trait model will help ALS provide accurate and
personalized learning services.

3.3. Improvement of FP-Tree Algorithm

3.3.1. KEFP-Tree Algorithm. FP-tree algorithm mining will
generate a large number of frequent itemsets, but although
some frequent itemsets satisfy the minimum support, it
affects the user’s analysis and judgment and reduces the

efficiency of mining. )e purpose of this paper is to discover
the relationship between learner behavior and learner
characteristics in distance music classrooms and to deter-
mine learner characteristics based on some learning be-
haviors of learners, that is, to find out “learner
behavior�> learner characteristics” such as association
rules. A meaningful frequent itemset should contain both
learner behavior attribute items and learning strategy at-
tribute items. When mining frequent itemsets, frequent
itemsets that only contain learner feature items or only
learning strategy items can be ignored [17]. )e specific
implementation steps are shown in Table 2.

Learner
characteristics

Metacognitive 
ability 

Motivation 
Reflection 

Self-
conscious 

Self-
evaluation 

Self-
monitoring Self-

regulation 

Cognitive 
characteristics 

Emotional 
characteristics Cognitive level 

Mistake Memory

Comprehension

Learning style

Decision-making 
capacity 

Critical thinking 

Analytical thinking 

Figure 2: Learner characteristics.

Table 2: KEFP-growth algorithm.

Input: transaction database D; minimum support threshold min sup
Output: frequent itemsets including key items
(1) Construct FP-tree according to the following steps
(i) Scan theD once. Collect a set F of frequent items and their support. Sort F in descending order of support, and the result is a frequent 1-
item set L
(ii) Create the root node of FP-tree and mark it with null. For each transaction trans in D, execute:
Select frequent items in trans and sort by the order in L. Let the sorted frequent item table be [p|P],
Where, p is the first element, and P is the list of remaining elements. Call insert tree([p|P], T). Execution of the process as follows.
If T has childN such that N.item name � p.item name, then incrementN’s count by 1; otherwise create a new nodeNwith its count set
to 1, linked to its parent node T, and it is linked to nodes with the same item-name through a node chain structure. If P≠∅,
insert tree(P, N) is called recursively.

(2) Select key items and divide the header table into key item table L1 and non-key item table L2
(3) )e mining of FP-tree is realized by calling KEFP growth(Tree, α). )e process is realized as follows:
Procedure KEFP growth(Tree, α)

(1) If (tree contains a single path P)
(2) {
(3) If (α contains key items)//check whether the frequent items in α appear in L1
(4) Output the union of each node in the tree and α;
(5) Else
(6) { //All items in the key item node are key items, all items in the non-key item node are non-key items key item
(7) Tree nodes are divided into key item node N1, non-key item node N2
(8) Output the combination of any item in N1 and the union of α;
(9) Output the union between the connection of the combination item of H1 and the combination item of H2 and α;
(10) }
(11)}
(12) Else if (key items are included in α)
(13) Output the union of each frequent item and α in the tree header table;//output the frequent item set
(14) Else
(15) { //All items in the key item header table are key items, and all items in the non-key item header table are non-key items
(16) )e header table of tree is divided into key item header table N1 and non-key item header table N2;
(17) Output the union of frequent items and α in H1;//only output frequent itemsets containing key items
(18)}
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3.3.2. Database Projection Algorithm. )e performance
study of the FP-tree algorithm shows that under normal
circumstances, the FP-tree algorithm is about an order of
magnitude faster than the Apriori algorithm. However, the
FP-tree algorithm has a disadvantage, that is, it needs to
occupy a lot of memory during tree building and mining.
When the database is very large or the support is very small
(the total number of generated 1-frequent itemsets is too
large), it needs to be loaded into the memory. A large
amount of data will cause the running speed to become very
slow, and it is even impossible to build a memory-based FP-
tree. A good solution is to first partition the database into
subsets of the database and then construct an FP-tree on
each database subset and mine it and finally combining these
frequent itemsets can get the frequent itemsets of the entire
database.

)e database projection algorithm first scans the data-
base for the first time and finds the 1-frequent itemsets that
satisfy the minimum support degree. Each database subset
uses the FP-growth algorithm to mine frequent items to
obtain the frequent itemsets of each database subset. Finally,
these frequent itemsets are combined to obtain the final
frequent itemsets. )e specific implementation process
adopts the algorithm proposed in [18], and the specific al-
gorithm is shown in Table 3.

3.3.3. Hybrid Algorithm. Combining the KEFP-growth al-
gorithm with the database projection algorithm can not only
eliminate the mining of meaningless frequent itemsets but
also project the data when there is a large amount of data.
)e idea of combining the two improved algorithms is very
simple, because themining of FP-tree is realized through FP-
growth, and the KEFP-growth algorithm is based on FP-

growth plus keyword judgment, so only the projection al-
gorithm needs to be used. By replacing the FP-growth al-
gorithm with the KEFP-growth algorithm, the two
algorithms can be combined. In addition, before dividing the
database into subsets, the 1-frequent itemsets obtained from
the first scan of the database should be counted [18]. If the
value is greater than the given 1-frequent itemsets total
number threshold, the database needs to be divided into
subsets. )e specific implementation process is shown in
Table 4.

4. Simulation Results

4.1. Experimental Data. In order to collect real data on the
characteristics of learners in modern distance music edu-
cation classrooms, this study selected learners who partic-
ipated in H University’s online music elective courses as the
research objects. H University’s online music elective course
conforms to the general characteristics of modern distance
education teaching and can reflect the characteristics of
learners in the modern distance environment to a certain
extent.

In this study, the characteristics of learners in a modern
remote environment are analyzed with the help of the online
compulsory course “Music History” of H University’s online
learning on the Chaoxing Xuetong platform. )e distance
music learning course consists of three parts: courses, re-
sources, and micro-applications. )e course module in-
cludes multiple learning sections, and the course teaching
form covered by each learning week includes three steps:
learning guidance, learning content, and learning activities,
that is, complete teaching, learning, practice, and exami-
nation. )e main learning methods of distance learners are
the combination of sight, hearing, and practice, and they can

Table 3: Database projection algorithm.

Input: transaction database D; minimum support threshold
Output: complete set of frequent patterns
Algorithm:
(1) Scan the D for the first time, get the items that satisfy the minimum support degree and arrange them in descending order, get the set L
of candidate 1-itemsets, delete the items whose support degree is less than the minimum support degree in L, and get the set L of frequent 1-
itemsets.
(2) Scan the source data for the second time, and rearrange the items in each transaction according to the support counts of the frequent
items contained in each transaction, and get the database as D′.
(3) According to the support count of the items in the frequent 1-item set L, build the database subsets of items from small to large
according to the following rules, and use the FP − growth algorithm to mine frequent items: for each term in L Ii(i � m, m − 1, . . . , 1)

(a) Scan the database D′, extract all transactions containing item Ii from it, then delete the items whose support degree is less than the
support degree of this item in these transactions, and the resulting transaction set is the database subset Di of item Ii.
(b) For the database subset Di, use the FP growth(Tree, α) algorithm to mine frequent itemsets containing item Ii. )emining process is as
follows:
(i) If tree contains a single path P then
(ii) For each combination of nodes in path P (denoted as β)
(iii) Generate the pattern β∪ α, whose support degree support � support(β)minimum;
(iv) Else for each αi at the head of tree {
(v) Generate a pattern β � αi ∪ α with support � αi.support ;
(vi) Construct the conditional pattern basis of β , and then construct the conditional FP-tree β of β;
(vii) If Treeβ≠∅ then
(viii) Call FP growth(Treeβ, β);}

(4) After the frequent items of all items in L are mined in turn, and these frequent itemsets are merged, all the frequent itemsets in the
database D can be obtained.
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interact and ask questions according to their learning needs.
)e course has a total of 20 study sections. After the course is
over, the academic performance of distance learners will be
assessed according to a percentile system, which consists of
two parts: the formative assessment and the final assessment.
Formative grades refer to the usual grades, which are mainly
composed of the learners’ online answers and the interaction
of the number of posts, accounting for 30%; the final ex-
amination assessment refers to the learners’ final grades,
which are mainly obtained from the learners’ final assess-
ment results. According to an online test, it accounts for
70%.

4.2. Experimental Design

(1) Data source is Superstar learning platform back-
ground data; number of project transactions is
20000; dataset is 60 (1.3M); algorithms are FP-tree
algorithm and KEFP-tree algorithm; results are
running time and total number of frequent itemsets.

(2) Using the background data of the Superstar Learning
Platform, select a dataset (2.2M) with 40,000 itemset
transactions and 60 different items, using the original
FP-tree algorithm and database projection algorithm
under different minimum support degrees. )e
dataset is mined and the time of its run is recorded
separately.

(3) Using the background data of the Superstar Learning
Platform, select the dataset (1.8M) with 30,000

itemset transactions and 60 different items (1.8M),
and use the KEFP-growth algorithm, data projection
algorithm, and combination algorithm to achieve
different minimum support degrees. )e dataset is
mined below, and its running time is recorded
separately.

4.3. Experimental Results. )e experimental results of the
original FP-tree algorithm mining on the 1.3M dataset and
the 2.2M dataset are shown in Table 5:

When theminimum support degree is high, that is, when
the number of generated 1-frequent itemsets is small, the
original FP-tree algorithm runs fast and has high mining
efficiency. However, when the minimum support is low, the
running speed will be greatly reduced due to the large
number of 1-frequent itemsets generated. )e number of
sets is very large, which will cause the running speed to be
greatly reduced and even the situation that the memory-
based FP-tree cannot be built.

)e experimental comparison results of the FP-tree al-
gorithm and the KEFP-growth algorithm mining on the
1.3M dataset are shown in Table 6.

It can be seen from the table that under different support
degrees, the KEFP-growth algorithm reduces the number of
frequent items output by the original FP-tree algorithm by
about 50%, and the mining time is reduced by 50%. )is is
because the output of irrelevant frequent itemsets can be
reduced by using the KEFP-growth algorithm, thereby
shortening the time spent in selecting useful items from

Table 4: Hybrid algorithm.

Input: transaction database D; minimum support threshold; 1—threshold of total items of frequent items
Output: complete set of frequent patterns
(1) Scan the D for the first time, get the items that satisfy the minimum support degree and arrange them in descending order, get the set L
of candidate 1-itemsets, delete the items whose support degree is less than the minimum support degree in L, and get the set L of frequent 1-
itemsets, and the value C is obtained by counting the set L at the same time.
(2) If (C> 1-threshold of the total number of items of frequent items)
{
(i) Scan the source data for the second time, rearrange the frequent items in each transaction according to the support count of each item,
and rearrange the items in each transaction, and get the database as D′
(ii) According to the support count of the items in the frequent 1-item set L, build the database subsets of items from small to large
according to the following rules, and use the FP-growth algorithm to mine frequent items:
For each term in L Ii(i � m, m − 1, . . . , 1)

(a) Scan the database D′, extract all transactions containing item iii from it, then delete the items whose support degree is less than the
support degree of this item in these transactions, and the resulting transaction set is the database subset di of item Ii.
(b) For database subset Di, use KEFP_growth (tree, α) algorithm to mine frequent itemsets containing item Ii
(iii) After the frequent items of all items in L are excavated in turn, these frequent itemsets are merged to get all frequent itemsets in
database D

}
Else
{
Create the root node of the FP-tree, marking it with “null.” For each transaction trans inD, do: select the frequent items in trans and sort
by the order in L. Let the sorted list of frequent items be [p|P],
Where p is the first element and P is the list of remaining elements. Call insert tree([p|P], T). )e process is performed as follows. If T
has child N such that N.item − name � p.item − nam, then N’s increment the count by 1; otherwise create a new nodeN, set its count to
1, link to its parent node T, and link it to a node with the same item-name through a node chain structure. If P≠∅, insert tree(P, N) is
called recursively.
(3) Mining FP-tree by calling KEFP growth(Tree, α)

}

Scientific Programming 7



useless frequent items, significantly improving the efficiency
of mining, and meeting the original intention of mining.

)e experimental comparison results of the original FP-
tree algorithm and the database projection algorithm on the
2.2M dataset are shown in Table 7.

Experiments show that when the minimum support is
reduced to a certain threshold or the amount of data to be
mined is greater than a certain level (the total number of
items in the frequent 1-item set is too large), the original FP-
tree algorithm cannot build a memory-based FP-tree, which
will cause the excavation to fail. )e data projection al-
gorithm can divide the frequent 1-itemsets of a large da-
tabase into several database subsets and then mine the
database subsets, respectively. Because each database subset
occupies a small memory, it can overcome the data of 1-
itemsets. )e problem that the amount is too large makes
the memory unable to load the FP-tree, so that the data
mining can proceed smoothly. In addition, experiments also
show that the data projection algorithm is more suitable for
data mining with less support. When the support is 10%, the
mining time of the data projection algorithm is reduced by
80% compared with the FP-tree algorithm. When the
minimum support is large or the amount of data to be
mined is small (that is, the total number of frequent 1-
itemsets is small), the running speed of the new algorithm is

not as fast as that of the original FP-tree algorithm. )e
reason for this phenomenon is that the cost of the original
FP-tree algorithm lies in tree building and frequent itemset
mining, while the data projection algorithm has the cost of
dividing the database subset in addition to the cost of tree
building and frequent itemset mining. When the database
support degree is large, the total number of 1-frequent
itemsets generated by the database is small, so the two
algorithms have little difference in the time cost of building
trees and mining frequent itemsets, but the database pro-
jection algorithm divides the database subsets. )ere is a
time overhead in the aspect of FP-tree, so the mining speed
of the original FP-tree algorithm is faster than that of the
database projection algorithm. With the increase of the
minimum support, the memory and time overhead of the
original FP-tree algorithm increase, resulting in slower and
slower mining speed, while the database projection algo-
rithm also increases the cost of generating database subsets.
However, the memory overhead and time overhead of
building a database andmining frequent itemsets are less, so
the overall running speed is faster than the original FP-tree
algorithm.

)e experimental comparison results of the three im-
proved algorithms’ mining on the 1.8M dataset are shown in
Table 8.

Table 5: )e experimental results of the original FP-tree algorithm.

Support (%)
1.3M 2.2M

Number of frequent itemsets Operation hours Number of frequent itemsets Operation hours
50 34 10 57 35
40 55 20 124 64
30 309 55 880 145
20 1350 255 2842 588
10 5599 808 9815 1535
1 13442 6741 25467 —

Table 6: )e experimental comparison results of the FP-tree algorithm and the KEFP-growth algorithm.

Support (%)
Number of frequent itemsets Operation hours

FP-tree algorithm KEFP-growth algorithm FP-tree algorithm KEFP-growth algorithm
50 34 19 35 9
40 55 31 64 35
30 309 157 145 77
20 1350 679 588 259
10 5599 2562 1535 1006
1 13442 6458 — —

Table 7: )e experimental comparison results of the original FP-tree algorithm and the database projection algorithm.

Support (%) Number of frequent itemsets Operation hours
FP-tree algorithm FP-tree algorithm Database projection algorithm

50 57 35 63
40 124 64 89
30 880 145 163
20 2842 588 574
10 9815 1535 1366
1 25467 — 5786
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Experiments show that the mining efficiency of the
hybrid algorithm and the FEFP-growth algorithm is not
much different when the minimum support is large, but
when the minimum support is small to a certain extent, the
mining efficiency of the hybrid algorithm is higher than that
of the KEFP-growth algorithm. When the support degree is
10%, the running time of the hybrid algorithm is reduced by
10% compared with the KEFP-growth algorithm and the
data projection algorithm. When the support degree is large,
the KEFP-growth algorithm branch is combined with the
algorithm, and when the support degree is small (the total
number of 1-frequent itemsets generated is large), the da-
tabase projection algorithm combined with the KEFP-
growth algorithm is used. In addition, it can be seen from the
experimental results that the hybrid algorithm is better than
the database projection algorithm when the support is small
or large. )is is because the KEFP-growth algorithm used in
the hybrid algorithm removes many irrelevant frequent
itemsets, thereby reducing the amount of excavation.
Comprehensive analysis shows that the hybrid algorithm is
better than the first two improved algorithms.

5. Conclusion

)is paper makes in-depth research on data mining, espe-
cially association rule mining, improves the FP-tree algo-
rithm in both the algorithm itself and the data source, and
finds out a mining algorithm suitable for learner charac-
teristics. By establishing the characteristic model of learners
in modern distance music classroom, simulation experi-
ments are carried out on FP-tree and three improved
algorithms.

Compared with the original FP-tree algorithm, the
number of frequent items output by the KEFP-growth al-
gorithm is much less, and the mining time is also signifi-
cantly reduced.

(1) )e KEFP-growth algorithm reduces the number of
frequent items output by the original FP-tree algo-
rithm by about 50%, and the mining time is reduced
by 50%.

(2) )e data projection algorithm is more suitable for
data mining with less support. When the support is
10%, the mining time of the data projection algo-
rithm is reduced by 80% compared with the FP-tree
algorithm.

)e mining efficiency of the hybrid algorithm and the
KEFP-growth algorithm is not much different when the

minimum support is large. However, when the minimum
support is small to a certain extent, the mining efficiency of
the hybrid algorithm is higher than that of the KEFP-growth
algorithm. When the support degree is 10%, the running
time of the hybrid algorithm is reduced by 10% compared
with the KEFP-growth algorithm and the data projection
algorithm.
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Aiming at the problem of supply-demand matching of online reading, an analysis method of children’s online reading behavior
oriented for family education has been put forward. �e data-based classication method is constructed to classify the sample
population by statistical methods, and the traditional index classication is carried out by using K-medoids clustering and logistic
regression analysis. �e matching degree of population classication is discussed through comparison. R language and Mplus are
used to analyze the data for the objective classication of the sample data set. Based on the reading response behavior of children’s
online reading users, a di�erential item functioning (DIF) test of socioeconomic status is carried out. At the same time, the
population is divided by traditional economic classication indicators to carry out a DIF test and explore the di�erences in the
reading ability of di�erent classication groups. By comparing the results of the two grouping methods, the main family so-
cioeconomic status factors a�ecting reading performance are explored and targeted countermeasures are put forward. �e
experimental results show that when analyzing children’s online reading behavior, using machine learning algorithms such as
cluster analysis, logistic regression analysis, and so on can get consistent results and then using the DIF test to explore the
responses of category groups can e�ectively distinguish group di�erences.

1. Introduction

In the information society, the radiation range of computer
networks and digital technology is becoming wider and
wider, which has become a necessity for people’s daily
communication and reading [1–7]. For the younger gen-
eration growing up with the Internet, known as the “net
generation,” online reading has become one of the indis-
pensable reading methods [8, 9].

“Demand” refers to the various needs for objective things
derived by people (including individuals, groups, strata, and
the whole group) to maintain their own growth and con-
tinuity. �e whole process of users purchasing and using
products is a process of meeting their needs. In this process,
the old and new needs of users may appear alternately. User
needs generally have the following characteristics: explicit
needs and implicit needs coexist. Explicit needs are the needs
that users themselves can clear, know, and express and

implicit needs are the needs that users cannot express or
even perceive. Di�erent users have their own particularity,
so the demand also shows the characteristics of coexistence
of individuality and commonness. In addition, the demand
also has hierarchy and fuzziness. Users’ demand for online
reading is high-quality reading content, and users of dif-
ferent natures have di�erent needs for online reading. As
reading is a branch of humanities, it is more vulnerable to
the in�uence of multidimensional index systems such as
regional culture and economic level. �erefore, we need to
use appropriate methods to carry out family education
oriented analysis and study the impact of regional and
economic di�erences on children’s online reading behavior.
Di�erential item functioning (DIF) [10–12] has been paid
more and more attention. From the initial fairness research
to the consideration of the validity and reliability of the test
itself, DIF research has always played an important role. DIF
refers to that when subjects with the same ability from
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different groups have different response probabilities when
answering the same question, and there is a deviation in the
question. With the continuous in-depth exploration of DIF
methods, DIF methods have a wide variety and rapid de-
velopment, moving towards a more comprehensive and
scientific direction. DIF analysis is also increasingly used in
the field of psychometrics, language testing, intelligence
testing, educational evaluation, and other fields to detect the
deviation of project level.

Online reading users come from all over the world, with
different economic and cultural backgrounds, and their
needs for the types of reading vary from person to person.
Based on the online reading comprehension test of grade 2
in primary school, developed by an internet education en-
terprise, this paper investigates the subjects of grade 2 in
primary school in 19 provinces, cities, and autonomous
regions, and recovers 1309 valid data.

%e technical scheme of this study is that when dis-
cussing the differences in reading ability of different groups,
we can get more consistent results by usingmachine learning
algorithms such as cluster analysis, potential category
analysis, k-nearest neighbor algorithm, discriminant anal-
ysis, and logistic regression analysis, and then exploring the
responses of category groups by the DIF test, which can
effectively distinguish group differences.

2. Related Works

2.1. Gender Differences in Reading. Breland and Lee [13]
observed the scores of reading, writing, and listening of male
and female candidates in the English Language Ability (ELA)
test, and found that there were significant differences in the
scores of men and women in the writing part, which was
more beneficial to boys. In the PISA2009 reading literacy
assessment, Chen and Jiao [14] took gender as the traditional
dominant group variable and found five medium DIF items,
which were obviously biased towards boys. In other gender
studies on reading literacy, Aryadoust [15] used a recursive
segmentation Rasch tree to investigate the DIF source of
reading comprehension test. One of the grouping variables
used is gender. In the test, candidates with high grammar
scores are affected by gender differences, and girls are at a
disadvantage. It can be seen that when investigating the
gender differences of the DIF in reading test research, there
is a consistent bias, which may be related to the objective and
fixed gender grouping.

2.2. Socioeconomic Status Differences in Reading. Chen and
Jiao [14] explored the DIF items with economic, social, and
cultural status (ESCs) as nontraditional dominant group
variables in the PISA2009 reading literacy assessment, and
found that three DIF items were more favorable for subjects
with high ESCs. Cadime et al. [16] took urban and rural areas
as the division standard of economic level, tested the DIF
items of the reading test of Portuguese students in high and
low economic level groups, and found that five moderate
DIF items were beneficial to students in high economic level
groups from cities. Little et al. [17] showed that living in the

neighborhood of communities with poor economic condi-
tions can also predict lower reading test scores. Leu et al. [18]
analyzed the students in economically developed school
districts and economically less developed school districts,
respectively. %e results showed that due to the imbalance of
economic development levels, students’ online reading
ability was significantly predicted. Morrow [19] believes that
the difference in the regional economic situation of the
school is the main reason for the differences in the appli-
cation strategies of middle school students in online reading.
However, some studies have pointed out that family eco-
nomic status has no significant impact on children’s reading
performance [20].

In conclusion, in the DIF analysis, gender grouping is the
most basic and important traditional dominant grouping
variable. Due to the clear grouping boundary, the DIF results
are usually consistent. In some areas of reading compre-
hension test, question answering is more beneficial to boys,
and such test results appear. However, when the grouping
variables are nontraditional explicit grouping variables such as
socioeconomic status and cultural region, the results are often
different or even contradictory. %is may be related to the
uncertainty of nontraditional dominant grouping variables.

Analyzing the concept and composition of socioeco-
nomic status, it is not difficult to find that with the progress
of measurement technology and the accumulation of the-
oretical achievements, the conceptual boundary of socio-
economic status as a multiindex system is gradually blurred
and the extension is gradually expanded. When researchers
choose the classification index of SES, it is impossible to be
completely consistent, and the classification results have a
direct impact on the DIF test, so they can get a variety of DIF
test results.

Summarizing the above research, it can be found that
when researchers try to explore the differences of the online
reading ability of different types of users, they usually need to
classify users. When a multiple index system (such as SES) is
selected as the classification basis, the classification method
is usually more empirical and subjective, resulting in the
reduction of the reliability of the results. At that time, when
objective criteria were used for analysis (such as DIF), more
consistent conclusions could be obtained and multiple in-
dicators (family income, parents’ education level, and par-
ents’ professional status) could not be divided. Whether
cluster analysis and latent category analysis can be used to
objectively classify online reading users under multiple
indicators and then to explore the response of category
groups by DIF is the main problem of this study. %is study
will take the online reading test of grade 2 of primary school
as an example to investigate the influence of socioeconomic
status on students’ online reading tests, and achieve the
analysis goal of children’s online reading behavior oriented
for family education.

3. Overall Research Framework

Reading is not only an important way for people to obtain
information but also a basic way to improve their literacy.
%e strength of reading ability determines a person’s
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knowledge reserve to a certain extent. Especially in the
context of the rapid popularization of online reading, users’
demand for high-quality content is increasing. %e key to
developing high-quality content is to fully meet the reading
needs of different people and develop content and test
questions suitable for reading at different ages and levels. It is
particularly important to analyze children’s online reading
behavior for family education.%emost appropriate method
to detect the availability of content topics specifically for
different groups is DIF.

%e population of online reading users is diverse and
complex, which is different from the deterministic pop-
ulation with school classes as units. Moreover, the pop-
ulation with different socioeconomic status (SES) discussed
in this study is usually not a single grouping variable, but a
compound or multidimensional grouping variable, that is, a
multiindex evaluation system. %ere is no unique standard
for the population category, so it needs to be objectively
classified with the help of statistical classification methods
based on the data itself.

%e above literature analysis shows that the biggest
advantage of cluster analysis is when the population is not
clearly classified. It can be better classified according to the
real characteristics of the data itself. In addition, latent
category analysis is a common method to classify latent
variables. %erefore, based on a more robust clustering
analysis method K-medoids [21–23], this study first classifies
the subjects and verifies them with potential category
analysis to clarify the rationality of secondary classification
by using statistical methods. Research on the influencing
factors of reading ability has always been a topic of con-
tinuous exploration by researchers. Based on K-medoids
clustering grouping, taking the second grade online reading
test as an example, this paper carries out the DIF test to
investigate the impact of socioeconomic status on students’
responses to reading tests, and realizes children’s online
reading behavior analysis oriented for family education.

%e main significance of this study is as follows:

(1) %is study explores and empirically uses quantitative
research methods for user analysis, provides a new
idea for the general environment that focuses on
qualitative research, makes the demand for research
clearer and clearer from a multidimensional per-
spective, and obtains an objective and scientific di-
vision of the population on the basis of statistical
classification methods.

(2) %is study explores the important family socioeco-
nomic status factors affecting users’ reading ability
and can provide corresponding countermeasures
and suggestions for vulnerable reading users.
%erefore, this study can improve user product ex-
perience satisfaction and increase user stickiness and
retention rates for enterprises.

%e content of this study is mainly divided into the
following two parts:

(1) In order to analyze the online reading needs of users
with different socioeconomic statuses, it is necessary

to classify the population first. Due to the variety of
traditional SES classification indicators, it is neces-
sary to classify with statistical methods to ensure the
true characteristics of response data and realize
objective grouping. %e R language is used to make
the clustering analysis diagram under the K-medoids
clustering analysis method and then use latent cat-
egory analysis (LCA) to verify the reliability and
stability of clustering results.

(2) Based on K-medoids cluster grouping, the DIF test
was carried out to study the differences of children
with different economic levels in the reading test.
%is paper probes the influence of the difference of
families’ socioeconomic status on students’ re-
sponses to reading test. Reasonable suggestions are
put forward for enterprises according to the results
of project function differences. When it is unable to
meet the reading needs of the two groups at the same
time, matching the reading materials launched with
the economic situation one by one is focused on.

%e overall research framework is shown in Figure 1.

4. Research Methods

%e main purpose of this study is to analyze the reading
ability level of the two groups of subjects with high and low
economic level by using the DIF test. By clarifying the
differences, the influencing mechanism of family socio-
economic status is explored and the corresponding im-
provement measures are put forward.

4.1. DIF

4.1.1. MHMethod. %e reading test in this study is objective
in the form of two-level scoring. %erefore, the Man-
tel–Haenszel method [24], abbreviated as theMHmethod, is
one of the most widely used methods for DIF detection. %e
method starts by grouping the subjects according to their
ability level. %ey were divided into five groups from lowest
to highest according to test scores or ability θ. %is process is
automatically realized in R software. %e MH method cal-
culates statistic αMH by comparing target groups with the
frequency of correct and wrong answers on each question.
%e value of αMH is between (0, +oo). αMH � 1 is no DIF in
this item. αMH> 1 is beneficial to the target group. αMH< 1
is beneficial to the reference group. In order to represent
project functional uniformity with 0, αMH is logarithmically
converted to the following formula:

ΔMH � −2.35 ln(αMH). (1)

When ΔMH is positive, the project is beneficial to the target
group. When ΔMH was negative, the project benefited the
control group.

Educational testing service (ETS) classifies DIF entries
into three levels based on the MH method. Grade A is
negligible. Grade B should be modified. Grade C is a
problem path that has very serious project functional dif-
ferences and should be removed.
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4.1.2. LRDIF Method. It is found that different methods
have different statistical test power and unique advantages.
%erefore, a variety of methods used together can play their
own advantages.%is makes detection results more scientific
and effective [25]. In this study, the LRDIF method was used
to test. LRDIF is a DIF test method proposed by Swami-
nathan and Rogers [26] that is suitable for 0, 1 scoring, and
multistage scoring tests. Again, this method can take test
scores as matching variables. Its biggest advantage is that it
can calculate both consistent and inconsistent DIF. %e
LRDIF method uses the model comparison to test the sig-
nificance of each parameter in the following formula:

P(Y � 1|X1, X2) �
exp(β0 + β1x1 + β2x2 + β3x1x2)

1 + exp(β0 + β1x1 + β2x2 + β3x1x2)
.

(2)

%e logarithm is taken to obtain

ln
p

1 − p
  � β0 + β1x1 + β2x2 + β3x1x2. (3)

Y is the dependent variable and can be 0 or 1. x1 is the test
score, x2 is the grouping variable, and x1x2 is the interaction
term. Regression parameters β0, β1, β2, and β3 were esti-
mated by the maximum likelihood method (MLE) or the
least square method (LSM). Different test results have dif-
ferent implications for DIF detection. If only P0 and β1 are
significant in the equation, there is no DIF in this item. If β0,
β1, and β2 are significant in the equation, it indicates that the
item has consistent DIF. If the interaction parameter β3 is
also significant, then the problem has a nonconsistent DIF.

4.2. Reading Achievement Difference Inspect. %e reading
achievement difference inspect is shown in Table 1.

According to Table 1, the scores of students in the group
of high socioeconomic status were significantly higher than
those in the group of low socioeconomic status. Specific
performance included the average wage classification
group(t� −7.322, p< 0.001, Cohen’s d� 0.411), per capita
disposable income classification group(t� −0.951, p< 0.05,
Cohen’s d� 0.208), regional GDP classification group
(t� 8.762, p< 0.001, Cohen’s d� 0.487), and East-West
geographical and economic division classification group
(t� −11.134, p< 0.001, Cohen’s d� 0.452). According to
Cohen’s standard, except for the small effect size of 0.2 in per
capita disposable income classification group, the all other
three effects reached the standard of medium effect size of
0.4 [27].

4.3. DIF Inspection. In order to explore whether reading
score difference comes from the real difference of subjects or
from deviation, we need to do further inspection of the
project function differences.

4.3.1. Unidimensional Test. Before the DIF test, it needs to
meet the unidimensional hypothesis, so a unidimensional
test is conducted. %e commonly used method to prove the
unidimensionality of the test is factor analysis. %e fitness
test of factor analysis shows that the KMO of this study
sample is KMO� 0.944 and Bartlett sphericity test X2

(2016)� 16468.933, p< 0.001. %erefore, sample data are
suitable for factor analysis. If the ratio of the eigenvalue of
the first component to the eigenvalue of the second com-
ponent in factor analysis is greater than 3, the test can be
considered as one-dimensional [28]. In this study, the ei-
genvalue of the first factor was 11.767 and the eigenvalue of
the second factor was 1.721. %e ratio of the two is much
greater than 3, so it meets the regulations.

It can be seen from Figure 2 that the eigenvalue curve in
the lithotripsy diagram tends to be flat after the first factor.
Combined with the result that the ratio of the first eigenvalue
to the second eigenvalue is greater than 3, a factor is finally
retained. %erefore, it is considered that the test conforms to
the unidimensional hypothesis.

Data based
classification method 

Traditional
index

classification 

Statistical
method

classification
compare

Population classification

Category
group 

DIF inspection

Mantel-
Haenszel (MH)

method

Logistic
Regression DIF

(LRDIF) method 

Inspection method

Influence factor

Countermeasures and
suggestions 

Figure 1: %e overall research framework.
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4.3.2. DIF Results of Traditional Grouping. %eMHmethod
and the LRDIF method were used to test the two groups of
high and low economic levels under the four traditional
economic index groups. %e calculation results of the MH
method are divided into three levels according to the cal-
culation standard of ETS in the United States, that is, based
on the absolute value of ∆MH. If its absolute value is less
than 1, it is marked as grade A DIF. If its absolute value is
between 1 and 1.5, it is marked as grade B DIF. If it is greater
than 1.5, it is a serious DIF item and will be marked as grade
C DIF.

%e effect size of the LRDIF method is Nagelkerke’s R2.
According to Zumbo &%omas standard labeling grades, (0,
0.13) is classified as grade A, namely slight DIF. (0.13, 0.26) is
classified as grade B, namely moderate DIF. (0.26, 1) is
classified as grade C, namely severe DIF.

%e DIF inspection results of the average wage grouping
are shown in Figure 3.

%e DIF inspection results of per capita disposable in-
come grouping are shown in Figure 4.

%e DIF inspection results of East-West geographical
and economic division grouping are shown in Figure 5.

%e DIF inspection results of the regional GDP grouping
are shown in Figure 6.

%e DIF analysis was performed on 64 items of the
online reading test in grade 2 using the MH and LRDIF
methods. Two DIF test methods are used to test the DIF
items under the grouping of the average wage, per capita
disposable income, East-West geographical economic di-
vision, and regional GDP. As can be found, the regional
GDP grouping has the largest number of DIF items, and

most of them belong to grade A DIF, while the small
numbers are grade B and C DIF.

%e reading ability module results reflected by DIF items
are further analyzed, as shown in Figure 7. In Figure 7,
groupings 1, 2, 3, and 4 represent the groupings of the average
wage, per capita disposable income, East-West geographical
economic division, and regional GDP, respectively.

%e online reading test includes six ability modules:
language foundation, information extraction, understanding
and inference, transfer and application, overall perception,
and appreciation evaluation. As can be seen from Figure 7,
DIF items detected in the four traditional grouping methods
include the six ability modules. Moreover, the proportions of
the modules are almost evenly distributed. It is difficult to
distinguish which subdivision of reading ability the DIF
items focus on.

4.3.3. DIF Clustering Results. Due to the low consistency of
the four traditional groups in the initial group and the final
DIF test results, the statistical grouping method of cluster
analysis is used to conduct the DIF test again for the re-
sponses of online reading users. Compared with previous
research results, the results obtained are shown in Tables 2
and 3 and Figure 8.

As can be seen from Tables 2 and 3, the number of
detected DIF items is greatly reduced after grouping by the
cluster analysis method. %e results of the DIF test were
consistent with those of the twomethods.%e distribution of
modules also shows obvious rules. %e details are as follows:
first, only 5 DIF items were detected by the two methods,
respectively, among which 3 questions overlapped. Second,
as shown in Figure 8, 60% of the five titles detected by the
two methods focus on the language foundation module and
20% or more focus on the understanding and inference
module. %e MH method detected three language foun-
dation titles, 33, 49, and 57 as positive, which is favorable to
the high economic level group.

5. Discussion

Previous studies have pointed out that socioeconomic status
is one of the main influencing factors of reading. Using the
existing population categories and DIF test, this study can
clarify the impact mechanism of family socioeconomic
status on children’s online reading users. Firstly, the dif-
ference test of reading performance shows that the reading
scores of the four traditional index groups are significantly

Table 1: Reading achievement difference inspect.

Average wage Per capita disposable
income Regional GDP East-West geographical and economic

division
Low economic level
(M± SD) 42.06± 11.877 42.83± 10.642 38.99± 10.873 42.06± 11.868

High economic level
(M± SD) 44.39± 9.951 43.51± 10.825 45.55± 10.221 45.78± 9.591

t −7.322 −0.951 8.762 −11.134
Cohen’s d 0.411 0.208 0.487 0.452
p 0.000∗∗∗ 0.039∗ 0.000∗∗∗ 0.000∗∗∗
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Figure 2: %e relationship between eigenvalue and factor number.
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different. Secondly, continuing to do the DIF test, it is found
that the difference in reading performance comes from the
difference in the item function of the test. Under the four
traditional groups, the number of DIF items detected is
large, and the law is not obvious. %e language basis, un-
derstanding and inference, information extraction, transfer
and application, overall perception, and appreciation eval-
uation modules of DIF items in the reading test are dis-
tributed, which means that the subjects in the low
socioeconomic status group are very inferior in their overall
reading ability, that is to say, they are unable to put forward
targeted demand suggestions to users. %en, it will be more
difficult to continue reading practice, and the effect of im-
proving reading level cannot be estimated. It is speculated
that this situation may be related to inconsistent grouping.

When the two types of subjects grouped by clustering
and LCA are used as the target group and the reference
group for the DIF test, it is concluded that the number of
DIF items is significantly reduced, and there are rules to
follow, which is reflected in the language foundation and
understanding inference module, and the students with low
socioeconomic status are at a disadvantage. %is is also the
part of reading ability that students are most exposed to and
mainly trained in daily learning. It is the module that is most
likely to open the gap, which is consistent with the research
expectation.

Reading comprehension is the ability to extract and
construct meaning from text. Vocabulary and world
knowledge are the two main predictors of reading com-
prehension test. %e DIF items focus on the “language
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Figure 4: DIF inspection results of per capita disposable income grouping. (a) ∆MH. (b) R2.
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Figure 3: DIF inspection results of the average wage grouping. (a) ∆MH. (b) R2.
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Figure 6: DIF inspection results of regional GDP grouping. (a) ∆MH. (b) R2.
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Figure 5: DIF inspection results of the East-West geographical and economic division grouping. (a) ∆MH. (b) R2.
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Figure 7: DIF item capability module distribution of four
groupings.

Table 2: ∆MH of cluster grouping.

Title Module ∆MH
17 Understanding and inference 0.987
33 Language foundation 1.478
38 Understanding and inference −1.166
49 Language foundation 1.609
57 Language foundation 1.022

Table 3: Nagelkerke’s R2 of cluster grouping.

Title Module Nagelkerke’s R2

14 Understanding and inference 0.0066
33 Language foundation 0.0088
36 Information extraction 0.0053
49 Language foundation 0.0057
57 Language foundation 0.0073
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foundation” and “understanding and inference” modules in
the reading test, and the subjects in the high-level economic
group perform better in answering questions. It can be
inferred that superior family conditions can provide chil-
dren with a better family language environment and a va-
riety of ways to help children understand text information.
%e Family language environment includes both software
and hardware. Hardware refers to hard conditions such as
entity language learning materials, books, and CDs, while
software refers to the language quality input by children and
their families. Studies have demonstrated that language
environment and family input are closely related to chil-
dren’s language development. %e interaction between
parents and children in high SES families has richer addi-
tional language, stronger modification, less punitive, and
imperative language. %e differences in the language models
of parents in families with different economic statuses de-
termine the differences in the development of the children’s
language foundation.

%erefore, for children with low family socioeconomic
status, online reading enterprises should provide more
reading text exercises focusing on the improvement of basic
language ability and even launch picture books with voice
functions to let children listen and read together and fun-
damentally improve their basic language ability. For the
cultivation of understanding and inference ability, busi-
nesses should focus on thinking exercise books in recom-
mended books so that children can think wirelessly, enhance
their learning motivation, and gradually improve their
thinking, reasoning ability, and understanding. %e sup-
porting test questions can use VR technology to detect the
changes of students’ mouth shapes during pronunciation
and reading aloud to the greatest extent and give feedback,
so as to ensure the accuracy and quality of children’s
practice. On the other hand, for children from high SES
families with a good foundation, enterprises should develop
reading text contents and exercises conducive to the culti-
vation of high-level abilities such as overall perception,
transfer application, appreciation, and evaluation, so that
children can gradually develop the ability to think

independently, form the habit of thinking and solving
problems independently, draw inferences from one instance
on reading materials of the same nature, and lay a foun-
dation for learning complex reading texts in the senior
grade.

6. Conclusions

%is study explores the important family socioeconomic
status factors affecting children’s reading ability and can
provide corresponding countermeasures and suggestions for
vulnerable reading users. So as to improve children’s
product experience satisfaction and increase user stickiness
and retention rate from the perspective of enterprises.
Provide guidance and suggestions for future product iter-
ation and updates and combine practical research with
theory to make products that users are more inclined to
agree with. %is study explores and demonstrates the
quantitative research methods suitable for user demand
analysis and supplements the research by focusing on
qualitative research to analyze user demand and user ex-
perience. %e exploration from multiple perspectives makes
the research on user needs closer to the real needs of users,
and the population is objectively and scientifically classified
on the basis of statistical classification methods.

%e limitation of this study is that the online reading of
other grades remains to be discussed. %ere are many
methods of data classification, and other methods will be
introduced in future research. %e design of the topic
content may not be balanced enough. In addition, this study
is limited to actual sampling, which is difficult. When in-
vestigating the differences of family socioeconomic status, it
is represented by the regional economic level, which has a
certain deviation. Future research will focus on improving
these aspects. When analyzing children’s online reading
behavior oriented to their family education, we only start
with gender and socioeconomic status differences in reading,
which is not comprehensive enough. %is is the biggest
limitation of this study. Children’s growth environment,
personality, and other factors will be taken into account in
future research.
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study are available from the author upon request.
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College students’ anxiety, depression, inferiority complex, interpersonal sensitivity, and a series of mental health problems have a
very serious negative impact on individuals, families, and society. In order to obtain better psychological emotion recognition
e�ect of college students, this paper proposes a psychological emotion recognition algorithm based on multisource data. One-
dimensional convolutional neural network (1D-CNN) was used tomine students’ online patterns from online behavior sequences.
According to the consumption data of students in the canteen, abnormal scores are calculated to depict the dietary di�erences
among students. At the same time, the students’ psychological state data provided by the psychological center are used as labels to
improve the shortcomings of the questionnaire. Five kinds of common classi�cation algorithms are trained by training set, and the
classi�er with the best e�ect is selected through evaluation of veri�cation set, which is used to identify students with mental health
problems in the test set. Experimental results show that precision, recall, and F1-measure reach 0.68, 0.56, and 0.67, respectively.
75% of students with mental health problems are identi�ed. �e psychological and emotional recognition system of college
students based on deep learning provides systematic method and theoretical support for the school to �nd students with
psychological problems in time and provide intervention.

1. Introduction

With the rapid development of knowledge economy and the
increasing popularity of higher education, the number of
college students is increasing day by day, and there are more
and more students with psychological problems [1]. College
students, as a part of high-level talents, have always been
regarded as the outstanding generation of the society, with
strong psychological quality by default, but the fact is dis-
appointing. All kinds of pressures such as study, social re-
lationship, and employment make college students mentally
exhausted, and timely detection of abnormal students has
become one of the most concerned and intractable problems
in universities [2].

People’s psychological characteristics can be expressed
through daily living behaviors and work-and-rest rules.
Researchers have mined information that can re�ect the

mental health state from the daily behavior data of college
students. Research shows that there is a close relationship
between mental health and online behavior. Jorm proposed
an algorithm to predict mental health problems through
online use behavior. Based on web usage behavior, a
computational model for predicting scores of SCL-90 di-
mensions was established [3]. Nie [4] proposed a new
method to predict the future mental illness severity (MIS) of
users sharing posts on Instagram in 2014. Paola [5] discussed
the universality and treatment of college students’ psy-
chology and psychosis, proposed the uniqueness of college
students’ development stage and environment in terms of
psychological abnormalities, and summarized the in�uence
of college students’ psychological problems [6]. Zanganeh
[7] (2018) explored the role of emotional factors in doctoral
students’ online information retrieval. Domestic scholars
have conducted relevant research on this topic [8]. Tang [9]
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used SCL-90 scale to measure the mental health of graduate
students, established a prediction model through BP neural
network to analyze and predict the mental health status of
students, and put the model into practical application [10].
Wang Yinmei et al. [11] used symptom measurement scale
to investigate 532 college students and found that college
students’ mental health varies in different grades, mainly
influenced by interpersonal relationship, diet and sleep in
college, and students of different majors have different
psychological conditions [12]. Zhu [13] (2019) proposed a
new method to detect depression through time-frequency
analysis of network behaviors. A classification model was
established to distinguish the high SDS group from the low
SDS group, and a more accurate prediction model was
established to identify the psychological state of the de-
pression group [14].

To sum up, this paper carries out an analysis and re-
search on students’ mental health state through the data of
students’ education in school and excavates the relationship
between college students’ behaviors and their mental health
state, which plays an important role and shows significance
for university student managers to carry out early inter-
vention for students with psychological abnormalities.

2. Principle of Deep Learning Algorithm

Deep learning is the process of using computers to imitate
human learning behaviors. In the process of learning, new
knowledge and experience are constantly accumulated, and
their own knowledge structure is established according to
this knowledge so as to improve their learning ability [15].
(e research in this paper is a binary classification problem,
and five commonly used classification algorithms are used in
the experimental process, including decision tree, random
forest, naive Bayes, gradient ascending tree, and BP neural
network. In the feature extraction process, in order to reflect
the dining situation of students, k-means clustering is used
to cluster the dietary data of students.

2.1. k-Means Clustering. (e main idea of k-means clus-
tering algorithm: firstly, select K sample points randomly
from the sample set and take them as the center of the
cluster.(en, according to the distance between each sample
and the k centroids, it is divided into the nearest cluster, and
then the centroids of each cluster are recalculated [16].
Euclidean distance is used in this paper, and the calculation
formula is shown as

d x, Ci(  �

�����������



m

j�1
xj − cij 

2




, (1)

where x is the data object, Ci is the ith cluster center,m is the
dimension of the data object, xi, Cij are the j attribute values

of x and Ci. (e calculation formula of error square and SSE
of the whole data set is shown as

SSE � 
k

i�1


x∈Ci

d x, Ci( 



2
. (2)

2.2. Decision Tree Algorithm. (e different decision tree
algorithms according to different split attribute algorithms
are as follows. ID3 algorithm selects the optimal attribute for
splitting by calculating the information gain, and the at-
tribute with the maximum information gain after parti-
tioning is the optimal attribute [17]. (e information gain is
calculated on the basis of information entropy, which is
shown as

Entropy(D) � − 
m

i�1
pilog2pi. (3)

Among them,m is the number of categories in a data set
D, and pi is the first i category of probability. (e smaller the
value of (D) is, the higher the purity of Dis.

If attribute a in the data set is used, the possible values of
a are v � a1, a2, a3, . . . , av , which can be calculated
according to formula (4) to attribute a classified information
entropy Dv, because the various values of a sample are
different, add weight to each branch node| Dv |/| D |, when
dividing the data set with property a, can according to the
formula to calculate the sample set of type D information
gain.

Gain(D, a) � Entropy(D) � − 
V

v�1
Entropy D

v
( . (4)

However, the information gain tends to favor attributes
withmore values. In order to improve this defect, the famous
C4.5 algorithm is proposed [7], which uses the information
gain rate when selecting attributes, as shown in formula (5).
(e detailed attribute selection process is as follows: firstly,
the information gain of the attribute is calculated, and the
attribute whose information gain is higher than the average
value is selected, and then the highest gain rate is selected
from these attributes for classification.

Gain ratio(D, a) �
Gain(D, a)

SI(a)
. (5)

SI(a) � − 
V

v�1

D
v




D
log2

D
v




D
. (6)

CART algorithm uses Gini index to select the optimal
splitting attribute, and the calculation speed is faster than the
information gain rate [13]. (e purity of dataset D can be
measured by Gini index, as shown in (7). (e smaller (D) is,
the higher the purity of the data set is. (erefore, which
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attribute is the optimal splitting attribute can be judged
according to the size of Gini index.

Gini(D) � 1 − 
n

i�1
p
2
i . (7)

(e idea of decision tree algorithm is simple, easy to
understand, and easy to extract rules. Insensitivity to data
can process both nominal and numerical data and can
process unrelated features. However, it also has some dis-
advantages. First, it is easy to produce overfitting, and
second, it is easy to ignore the correlation between attributes.

2.3. Random Forest Algorithm. The random forest algorithm
takes decision tree-based classifier and combines Bagging
construction with random attribute selection. Its workflow is
shown in Figure 1. Specifically, random forest determines the
category of samples by voting, and each base classifier has one
vote to determine the category of samples according to the
principle of majority rule. (e randomness of the random
forest in random attribute selection, for each node base
classifier, randomly selected from the set from the current
node attributes first k attribute a subset, and then according to
the attribute selection algorithm from subset to calculate the
optimal split attribute, rather than the traditional decision tree
from the current node, find out the best in all of the attributes
of the attribute. (e parameter k is introduced to reflect the
randomness of the random forest Algorithm 1.

2.4. Naive Bayes. Naive Bayes algorithm takes Bayes algo-
rithm as the premise and introduces the “independence”
hypothesis, whose assumed attributes are independent of
each other [18]. Under this assumption of independence,
naive Bayes algorithm is especially suitable for solving
multiattribute problems. Naive Bayes algorithm is currently

recognized as a simple and effective probability classification
method, and its classification process is as follows:

(1) Assume that each sample has n attributes. Each
sample is represented by an n-dimensional eigen-
vector d � d1, d2, d3, . . . , dn .

(2) Suppose there are m categories c � c1, c2, c3,

. . . , cm}. Given an unknown data sample d, the
classification predicts that d belongs to the class with
the maximum posterior probability, that is, if and
only if p(c|d)>p(c|d)1≤ j≤m and j≠i, (e
Bayesian classification assigns the sample to be
classified to class ci, and the value of p(ci|d) can be
calculated by the conditional probability formula in
probability theory, as shown in the following
formula.

P ci|d(  �
P d|ci( P ci( 

P(d)
. (8)

(3) Since the sample set is known and the value of P(d)
can be calculated, the maximum value of P(ci|d) can
only be calculated by the maximum value of
p(d|ci)p(ci). Without knowing the prior probabil-
ities of the classes, assume that each class is equally
likely, so you just maximize (d|ci). Otherwise,
maximize (d|ci)(ci).

(4) In the case of multiple attributes, the overhead of
calculating (d|ci) may be very large. In this case, we
can make the naive assumption of class condition
independence to reduce the overhead of calculating
(d|ci). (e classes of a given sample are labeled,
assuming that the attributes are independent of each
other.

P d|ci(  � 
a

j�1
P dj|ci , (9)
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Figure 1: Random forest workflow.
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where (d1|ci), (d2|ci), . . . , P(dj|ci) can be computed
from the sample set.

(5) When classifying classified sample d, calculate
(d|ci)(ci) for each class ci in turn. If and only if
(d|ci)(ci) >P(d|cj)P(j), 1≤ j≤m, j≠ i, sample d
to be classified is divided into class ci.

2.5. BP Neural Network. BP neural network is a multilayer
feedforward neural network trained according to error
reverse propagation algorithm. (e training process of BP
neural network is divided into two parts: one is signal
forward propagation, and the other is error reverse
propagation, as shown in Figure 2. Among them, BP
neural network has many advantages such as strong
nonlinear mapping ability, generalization ability, and
fault tolerance ability due to its error back propagation
learning process.

BP neural network consists of three parts: input layer,
hidden layer, and output layer. Among them, the number of
training sample attributes determines the number of neu-
rons in the input layer, and the number of target classifi-
cation determines the number of neurons in the output
layer. For example, for a binary classification problem, there
are only two neurons in the output layer. Users can freely
define the number of hidden layers and the number of
neurons in each hidden layer. (e lines between each layer
represent the weights.

BP neural network has the following advantages: first, it
has strong adaptability and self-learning ability, which can
continuously learn and correct path weight and save
learning content during training. Second, the nonlinear
mapping and fault tolerance ability can better solve the
internal mechanism of the more complex nonlinear map-
ping. However, BP neural network has some defects, such as
slow training speed, no corresponding standard for hidden
layers, and number of neurons.

2.6. Pearson’s Correlation Coefficient. Pearson’s correlation
coefficient is used to measure the linear correlation between
two variables in most cases. It is defined as the quotient of
covariance and standard deviation between two variables,
and its calculation is shown in the following formula.

ρX,Y �
cov(X, Y)

σX,Y

�
E(XY) − E(X)E(Y)

�������������
E X

Z
  − E

2
(X)

 �������������
E Y

Z
  − E

2
(Y)

 ,

(10)

where X and Y represent two random variables, cov (X, Y)
represents the covariance between X and Y, σX,Y represents
the standard deviation between X and Y, and E represents
statistical mathematical expectation.

Pearson’s correlation coefficient ranges from − 1 to 1. A
positive value means a positive correlation between two
variables (1 means a complete positive correlation), a neg-
ative value means a negative correlation between two var-
iables (− 1 means a complete negative correlation), and a 0
value means there is no linear correlation between two
variables. When comparing the correlation between feature
and target problem, the larger the absolute value of corre-
lation coefficient is, the more relevant the feature is to target
problem.

3. Student Mental Health Problem
Identification Algorithm Based on
Multisource Data

(e experimental process of identifying students with
psychological and emotional problems based onmultisource
data includes data acquisition and preprocessing, feature
extraction, model training, and recognition. In the experi-
ment, students’ consumption data, access control data,
network data, historical performance data, and psycholog-
ical center data were collected.

3.1. Algorithm Framework. (e overall framework of the
student mental health problem recognition algorithm based
on multisource data is shown in Figure 2. (e whole al-
gorithm process is divided into three parts, including data
acquisition and preprocessing, feature extraction, and model
training and recognition. In the stage of data acquisition and
preprocessing, we obtained four data sources, namely,
network log, access control data, achievement data, and
consumption data. In the feature extraction stage, the rel-
evant features such as students’ online pattern and con-
sumption abnormal score are extracted from the four data

(i) Input: data set T� {(x1, y1), (x2, y2),. . ., (xm, ym)}, loss function L
(ii) Output: Additive model f

⌢

(x) � fM(x)
(1) Initialize the base classifier f0 � (x) � argmin c 

N
i�1 L(yi, c)

(2) Each base classifier needs to perform the following operations:
① According to the loss function, the negative gradient of each sample in the current
model is calculated and used as an estimate of the residual rim � − [zL(yi, f(xi))/z, f(xi)].

② For a given Γim, the leaf node Rmj, Rmj, j� 1,2,..,J, j is the number of leaf nodes
③ For leaf nodes, calculate cmj � argmincXi∈Rmj

L(yi, fm − 1(xi) + c).

④ Update regression tree fm(x) � fm− 1(x) + 
J
j�1 cmjI(x ∈ Rmj).

(3) Output gradient lifting tree f(x) � fM(x).

ALGORITHM 1
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sources. (e optimal classifier is selected from five common
classification algorithms.

3.1.1. Data Acquisition and Preprocessing. After applying to
relevant departments and obtaining students’ informed
consent, this study obtained a variety of behavioral data of
students, including students’ consumption data, historical
performance data, network logs, access control and card
swiping data, and psychological state data.

(1) Consumption Data. (ere will be a record every time
students swipe the campus card. (ere are three tables of
consumption data, namely, consumption flow chart, student
account information table, and shop account information table.
According to the shop account, connect the shop account
information table with the consumption table and the student
account information table, and the results are shown in Table 1.

(2) Access Control Data. At present, college students can
enter and leave dormitories only after swiping their card
through the access control system using a Metro Card Every
time a student swipes the card, an entry-and-exit record will
be generated, and these records are stored in the access
control information table, as shown in Table 2.

(e access control information not only reflects the time
trajectory of students entering and leaving the dormitory,
but also calculates the duration of students in the dormitory
according to their entering and leaving states. Students
usually go in and out of dormitories with friends, and
digging in this direction may also reveal interesting infor-
mation, such as friend relationships.

(3) Students’ Network Log Records. Table 3 shows the
network log information. Network logs record students’
online activities, including online time and browsing

content. How to dig out the patterns and characteristics of
students’ online behavior from these records is a problem
we need to solve.

With the approval of the school network center and the
informed consent of the students, we obtained the log files of
the students’ Internet access. We understand and analyze the
network log; the format of the network log looks very simple,
but the information it contains is very complex. (e URL is
divided into seven types, respectively: (1) comprehensive, (2)
adult, (3) entertainment, (4) news, (5) publicity, (6) shop-
ping, and (7) learning.

(4) Students’ Historical Performance Data. (ere is a sig-
nificant negative correlation between mild, moderate, and
severe mood disorders and academic performance [19], and
students’ historical performance data reflect their past
learning status and process. With the approval of the faculty
and the informed consent of the student, this table details the
students for the first time to attend this exam year students
(XN), the first time to attend the exam of semester exam
(XQ), students take the exam last time last year (QDXN),
students take part in this exam semester (QDXQ), students,
student id (XH), course name (KCMC), test scores (KS CJ),
credits (XF), GRADE points (JD), grade points (XFJD), and
credit acquisition methods (QDFS), including preliminary
courses, retakes, and make-up exams, as shown in Table 4.
Each record in the student history grade table reflects the
student’s learning of a certain course, and the student’s
comprehensive learning situation can be understood
through the student number.

In the analysis and understanding of the student history
score table, we found that the scoring method of the ex-
amination score (KSCJ) is not uniform; some courses use the
hundred-mark system, while some use the five-level system
[19]. For the convenience of calculation and analysis, we
change the five-grade system into a percentage system, and

Weblog Access data Resuldata Consumption
datats

Internet access
sequence

Dietary
behavior

ID-CNN K-Means

Online mode Abnormal
scores

Basic
characteristics

Sorting
algorithms

Identify mental
emotions

Statistical
approach

Data acquisition
and preprocessing

Feature
extraction

Model training
and recognition

Figure 2: Multisource data-based student mental health problem recognition algorithm framework.
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the corresponding relationship is as follows: excellent (95),
good (85), medium (75), pass (60), and fail (50).

It is found that there are missing values in the grade
point column of the student’s history grade table. Since
credits are the product of grade points multiplied by course
credits, a loss of grade points results in loss of corresponding
credits. By observing the existing GPA, find out the cal-
culation rule of GPA, where CGPAi stands for GPA of the
course i, Scorei stands for GPA of the course i, and the
corresponding relationship between the calculated GPA and
GPA is shown in Table 5. Next, according to the formula to
calculate the credit grade point of the problem, CGPAi

stands for the first i course credit grade point and Crediti
stands for the first i course credits.

GPAi �
Scorei − 50( 

10
,

CGPAi � Crediti × GPAi.

(11)

(5) Psychological State Data. With the approval of the
psychological center and the informed consent of the stu-
dents, the psychological state table of the students was
obtained. Each record in the table contains the student’s
student ID, gender, department, grade, class, attention level,
and update time. (e concern level includes mild, moderate,
and severe. “Mild” means suffering from mild mental health
problems; “moderate” means having moderate mental
health problems; and “severe” means having severe mental
health problems [11].

In this study, we targeted a dichotomous problem,
namely, students with mental health problems and normal

Table 1: (e three tables join in the consumption data.

Student ID Consumption time Charge time Transaction
amount

Shop’s
account Shop’s name

2021∗∗∗∗ 20210421 2021/4/21
8 : 09 : 59 − 5 1050229 Noodle section on the first floor of the third restaurant

2020∗∗∗∗ 20210417 2021/4/17
13 : 46 :11 − 3 1574702 Service building food street

2019∗∗∗∗ 20210425 2021/4/25
18 : 07 : 22 − 2.5 1050253 (e third restaurant, first floor malatang

Table 2: Access control information table.

Date of credit
card

Charge
time Student ID State of

charge Professional Location Dormitory
building

Dormitory room
no.

20210417 9 :11 : 27 2020∗∗∗∗ 3 Mechanical engineering 9 3 309
20210606 10 : 52 : 0″ 2019∗∗∗∗ 3 Transportation process 3 1 116

20210425 21 : 55 : 9 2018∗∗∗∗ 1 Materials and
engineering 7 1 127

Table 3: Network log original table.

Time online URL Student ID ULONG source IP Source port ULONG destination IP Destination port
2021/4/21
8 :16 : 54 vcheck.f.360cn/checker 2020∗∗∗∗ 172.24.8.118 80 221.228.204.185 34532

2021/4/21
7 : 02 : 44 rq.wh.cmam.111com/res” 2019∗∗∗∗ 172.20.52.152 443 203.248.210.232 56547

2021/4/25
17 : 32 : 25 https://www.imooc.com/wenda 2018∗∗∗∗ 1172.24.8.238 80 117.121.10141- 75362

Table 4: Student history score table.

XN XQ QD
XN

QD
XQ XH KCMC XF KS

CJ JD XF
JD QDFS

2019 0 2019 0 2019∗∗∗∗ Advanced mathematics 1 Pass 1 1 Early repair
2020 0 2021 0 2020∗∗∗∗ C+ language 0 0 0 0 Early repair
2018 1 2019 1 2018∗∗∗∗ Linear algebra 0 54 0 0 Rebuild
2019 1 2019 1 2019∗∗∗∗ Linear algebra 1 65 1 2 Supplementary examination

Table 5: Conversion relationship between grade points.

Designation Conversion relationship
Results >90 89 88 . . .. . . 61 60 ＜
Grade point 4 3.9 3.8 . . .. . . 1.1 1 0
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students. Students whose concern level is light, medium, and
heavy in the psychological state table of students were taken
as positive samples, and other students who were not re-
ported were taken as normal students.

3.1.2. Feature Extraction. (is section mainly describes the
process of extracting student behavior characteristics from
data sources.(e behavior of students on campus is rich and
colorful. We divide the behavior characteristics of students
into four types: consumption characteristics, access control
characteristics, Internet access characteristics, and perfor-
mance characteristics [9].

(1) Consumption Characteristics. Some studies have found
that people with mental health problems will have eating
disorders, especially depression [19]. Based on this fact,
the consumption records of students in the canteen were
extracted through the shop names to analyze their eating
patterns. Pay special attention to students’ breakfast/
lunch/dinner routines. Set breakfast from 6 to 9, lunch
from 11 to 13, and dinner from 17 to 19 : 30. Since there
are often multiple records for each meal, use the time of
the first swipe as the meal time. For example, if there are
three records in a breakfast, the time of occurrence is 7 :
20, 7 : 21, and 7 : 22, use 7 : 20 as the breakfast time. (e
regularity of a behavior can be considered repeatable and
will be measured by entropy of the probability that the
behavior occurs at a particular time interval. Assuming
that there are n time intervals T � t1, t2, t3, . . . , tn , for any
given student, the probability pv(T � ti) of behavior v ∈ V

� {breakfast, lunch, dinner} occurring within time in-
terval ti is calculated according to formula (12), where
nv(ti) represents the frequency of behavior v occurring
within time interval ti. (en, calculate the entropy, which
is calculated by formula (13). Assume that for the three
behaviors of morning/afternoon/dinner, each time in-
terval span is half an hour.

Pv T � ti(  �
nv ti( 


n
i�1 nv ti( 

, (12)

Ev � − 
n

i�1
Pv T � ti( log Pv T � ti( . (13)

(e b_entropy, l_entropy, and d_entropy values for
breakfast/lunch/dinner can be calculated from formulas 12
and 13. Meanwhile, according to formula (12), the smaller
the entropy value of a behavior is, the more concentrated its
probability distribution is over time, and the higher its
regularity is. If one student only goes to the canteen occa-
sionally during a concentrated period of time, while the
other student goes to the canteen frequently, although the
regularity of the two students’ dining in the canteen is not
the same, they will also have similar entropy values. In order
to better distinguish the two types of students, the number of
breakfasts/luncheons/dinners for each student was calcu-
lated separately. k-means clustering algorithm is used to
cluster entropy andmeal times. It is considered that students

have three common dining behaviors: less frequent dining,
poor dining regularity, and good dining regularity. (ere-
fore, the number of clustering k is set as 3. (e clustering
results are shown in Figure 3.

(e goal was to find students with abnormal eating
habits. It is assumed that the smaller the cluster a student is
in, and the further away from the center of the cluster, the
higher the abnormal score (20) according to the formula to
calculate the abnormal scores for students, which is ci

student of n in the cluster centroid of Ci, said all the students,
| ci | clustering Ci number of students, | C | represents all the
students, students n the distance to the center of mass of
(n, ci)ci said. In this experiment, Euclidean distance is used
to calculate the distance.

AS � D n, ci( ∗ 1 −
Ci




C
 . (14)

(2) Characteristics of Access Control. It is found that the
more difficult the interpersonal communication is, the
worse the mental health level is, and the stronger the
interpersonal communication ability is, the better the
mental health level is [5]. (e dormitories of under-
graduate students in colleges and universities are usually
divided according to classes, and students in the same
dormitory generally have the same entry and exit
schedule. (e interpersonal relationship of students in the
dormitory can be reflected by calculating the times of
students and roommates entering and leaving the dor-
mitory together, which is called card swiping in front and
back foot. (e rule is as follows: if two students are
roommates, the difference in credit card time is less than
20 seconds, and both students enter or leave the dormitory
at the same time. Further analysis of the card swiping data
from front and back showed that some students’ values
were less than 10 or even 0.

(3) Characteristics of Internet Access (e overall
framework of the one-dimensional convolutional neural
network designed in this study consists of five neural net-
work layers. In the training of the model, the input of each
student is a network sequence, that is, a one-dimensional
vector. Since the length of the network sequence is incon-
sistent, 0 is used to fill it. (e operation of the convolution
layer is shown in formula (15), where xi

j is the feature graph
of the j convolution operator of the l layer, xl− 1

i represents
the input, kl

ij represents the j convolution kernel of the l
layer, bl

j represents the bias of the j convolution operator, f(·)
represents the activation function, and ∗ represents the
multiplication operation.

x
l
j � f 

i∈Mj

x
l− 1
i ∗ k

l
ij + b

l
j

⎛⎜⎝ ⎞⎟⎠. (15)

(e second and fourth neural network layers adopt the
pooling layer, and the pooling mode is divided into average
pooling and maximum pooling. In this study, the pooling
mode is maximum pooling. (e operation of the pooling
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layer is shown in formula (16), where xi
j, wi

j, bi
j, downx

i
j

represents the input, weight matrix, bias, and downsampling
function, respectively.

x
l
j � f w

l
j down x

l
i  + b

l
j. (16)

(e fifth layer uses a full connection layer, and the
operation of the full connection layer is shown as follows:

s
pat

� f w
(5) ∗ x

4
+ b

(5)
 . (17)

For parameter setting, the number of convolution ker-
nels of the two convolution layers is 16 and 32, respectively.
ReLU was used as the activation function and Adam as the
optimization algorithm. Additionally, to prevent overfitting,
we use three dropout layers with parameters 0.15, 0.15, and
0.5. In the model training stage, 70 positive samples and 70
negative samples were used to train the model. In the feature
extraction stage, all the experimental samples were input
into the trained 1D-CNNmodel, and finally the results of the
full connection layer spat were output as the online mode.

(4) Performance Characteristics. (1) Grade point average
students’ mental health problems are often caused by ex-
ternal factors, and grade pressure is one of the external
factors, so it is necessary to extract grade-related charac-
teristics to reflect students’ performance. GPA plays a de-
cisive role in the school’s evaluation and award, and the
calculation formula is as follows:

GPAavg �


n
i�1 CGPAi


n
i− 1 Sorei

. (18)

(2) Failing credits for college students: failing credits are
the best characteristic of performance pressure. Failing
credits are counted by traversing a student’s history score
sheet and counting the corresponding credits as failing
credits if the QDFS value is a make-up exam. Two char-
acteristics, GPA and failing credits, are extracted from
historical achievement data. Finally, a total of 69 features

were extracted from consumption data, access control data,
and network logs and historical performance data.

3.1.3. Model Training and Recognition. (e research ob-
jective of this paper is a binary classification problem. Five
common classification algorithms are selected as candidate
algorithms, including random forest (RT), gradient as-
cending tree (GBDT), Naive Bayes (NB), neural network
(NN), and decision tree (DT). We hope to select a classi-
fication algorithm with the best performance as the classifier
of the algorithm.

(e data set is divided into training set, verification set,
and test set, and each classification algorithm is trained with
the training set, and then each classification algorithm is
evaluated with the verification set. Obfuscation matrix is an
index to evaluate model performance, which is mainly used
to judge the performance of classifier. (e confusion matrix
has four basic elements, which are True Positive (TP), False
Negative (FN), False Positive (FP), and True Negative (TN).
(e meanings of these four elements will be introduced in
detail below.

However, the obfuscation matrix is only a statistical
quantity.When the sample number is very large, it is difficult
to evaluate the performance of the model only by calculating
the quantity. (erefore, the confusion matrix extends some
evaluation indexes based on the statistical quantity. In ed-
ucational data research, there are five commonly used
evaluation indicators, including accuracy, precision, recall,
F1-measure, and AUC (area under curve) [19]. In this ex-
periment, precision, recall, and F1-measure were selected as
evaluation indexes.

Precision refers to the proportion of students who are
truly positive samples among the students who are predicted
to be positive samples, and its calculation formula is shown
as follows:

Precision �
TP

TP + FP
. (19)

Recall refers to the proportion of students who are
predicted to be positive samples among students who are
real and positive samples, and its calculation formula is
shown as follows:

Recall �
TP

TP + FN
. (20)

Precision and recall are two important indicators.
However, when evaluating the performance of several
models, precision of one model is often higher than that of
other models, but recall is lower than that of other models.
(erefore, the optimal model cannot be selected. A com-
prehensive index F-measure was introduced, and precision
and recall were weighted and averaged. (e calculation
formula is shown as (21). (e larger the F-measure is, the
better the model performance is. When α is equal to 1, it is
commonly used F1-measure, and F1-measure is used in this
study.
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Figure 3: Clustering results based on entropy and frequency of
breakfast, lunch, dinner.
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F − Measure �
α2+1

 Precision∗Recall

α2 ∗Precision + Recall
. (21)

(e training process of the model is the process of
parameter selection; how to choose the optimal parameter is
a key problem. In this algorithm, the way of permutation and
combination is used to select the optimal parameter com-
bination. For each classification algorithm, we adjust only a
few important parameters and use the default values for the
rest parameters. After trying different parameter combi-
nations, the optimal parameter combinations of each can-
didate classification algorithm are selected.

4. Experiment and Result Analysis

4.1. Experimental Data. Among the 280 undergraduates
who participated in the survey, 70 students were assessed as
students with mental health problems by experts at the
university’s psychological center in May and June 2019.
(eir mental health levels were classified as mild, moderate,
or severe. In addition, 210 undergraduates were randomly
selected from the entire school. Finally, the proportion of
students at each mental state level is shown in Figure 4.

Students were divided into two groups, with a positive
sample for mild, moderate, and severe cases, and a negative
sample for students without mental health problems. (e
label has high credibility and avoids the drawbacks of
concealing facts in questionnaires. In order to protect stu-
dents’ privacy, the student id was encrypted throughout the
experiment. As the psychological state is a short-term state,
generally lasting from half a month to one month, only the
consumption data access control data and network logs in
April 2021 are used.

4.2. Training Set and Test Set. (e essence of deep learning is
the process of model selection. However, only parameters of
the model are unknown. By using various tuning methods,
an optimal value can be obtained, which enables the model
to map independent variables to dependent variables well. In
practice, it is not always easy to sample data evenly. So, the
actual process is random. In this experiment, the data set
sample is 280 students, among which 70 students are positive
samples and 210 students are negative samples; that is to say,
the ratio of positive samples to negative samples is 1 : 3. In
order to make the sample ratio of the training set and the test
set 1 : 3, 49 and 147 students were randomly selected from
the positive and negative samples of the data set, respec-
tively, as the training set, and 25% of the data were used as
the verification set, and the positive and negative sample
ratio was 1 : 3. Meanwhile, the ratio of positive and negative
samples in the test set was 1 : 3.

4.3. Comparison and Analysis of Experimental Results.
(e extracted features are input into the classification al-
gorithm for model training and prediction. Five common
machine learning classification algorithms, including ran-
dom forest (RT), gradient ascending tree (GBDT), Naive

Bayes (NB), neural network (NN), and decision tree (DT),
are compared.(e experimental results are shown in Table 6.

First of all, it can be obviously observed that in all
models, precision is higher than recall, and recall is only 0.58
at its highest, indicating that few samples can be correctly
identified. Secondly, decision tree has the best compre-
hensive performance, especially recall. (erefore, we choose
decision tree as the classifier of mental health recognition
algorithm based on multisource data.

To verify the generalization ability of the algorithm, we
input the test data set into our algorithm and obtain the
following experimental results: precision 0.68, recall 0.56,
and F1-measure 0.67. Based on the test set experiment re-
sults, our algorithm was able to identify 56 percent of
students with mental health problems. Table 7 lists 20
characteristics with high Pearson’s correlations.

It can be seen from the table that 7 of the first 8 positive
correlation characteristics are related to early rise. In general,
students’ courses are arranged by week, and students have
the same class time every week. (e larger standard devi-
ation or average value of early rise may be caused by lateness
or truancy. (ere was a positive correlation with mental
health problems. Working day and day of rest time to stay in
the dormitory all show the negative correlation. (ere is a
negative correlation between the time spent in the dormitory
on weekdays and rest days. (e students spend more time in
the dormitory and less time in club activities, student work,
and dinner parties. (ese students have poor interpersonal
communication and are more likely to have mental health
problems, consistent with people’s intuitive feelings. (is
kind of students have generally poor interpersonal, namely,
interpersonal communication; the worse the student, the
more possible mental health problems, which is consistent
and intuitive feeling of people. Students who spend more
money in the canteen on weekdays and holidays may seldom
participate in dinner parties, which may also reflect poor
interpersonal communication. In addition, the correlation
coefficient of students’ swiping times is high and negative.
On the one hand, students who swiped cards less often
participated in fewer activities and had poorer interpersonal
communication. On the other hand, students who swipe
their credit cards only a few times a month should live off-
campus and be the focus of attention. (e insomnia rate
(correlation coefficient 0.1058), the number of takeout or-
ders (correlation coefficient 0.1024), GPA_avg, and failed

normal
75%

mild
15%

moderate
7.9%

severe
1.9%

Figure 4: Proportion of each mental state in the data set.
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credits were all weakly correlated, but still valuable for
analysis.

(rough the above analysis, some characteristics related
to mental health problems are obtained, and the impact on
mental health is in line with common sense. Moreover, these
related features come from multiple data sources, which
shows that the use of multisource data can improve the
recognition effect from one aspect.

5. Conclusion

(is paper proposes a mental health problem recognition
algorithm based on multisource data, trains five common
classification algorithms, evaluates through the verification
set, and establishes a recognition system to judge the psy-
chological emotions of college students, and analyzes the
results of the system verification test. (e following con-
clusions can be drawn:

(1) Analysis of student behavior data can be used to
identify students with mental health problems.

(2) Using a variety of behavioral data can improve the
identification effect of students’ mental health
problems and can identify 75% of students with
mental health problems.

To establish college students’ mental emotion recogni-
tion system, this paper through the prediction results can

identify the students with risk of mental health problems and
counselors for school administrators to better understand
the students’ psychological condition, giving psychological
help to the student as soon as possible and targeted inter-
vention method provides the theory support, able to prevent
the further deterioration of the psychological condition of
students.
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With the development of digital technology, it is possible to organize the deep relationship of public landscape elements. Design
inspiration is no longer static and manual imitation of natural representations but can be dynamically self-organized. �e design
under the digital design theory shows obvious characteristics: multiparameter action, bottom-up, dynamic iteration, and optimal
result orientation.�e design chain, or meta-design, has since formed the basic digital design chain. Based on morphogenesis and
combined with the existing landscape design creation methods, this study summarizes an operable logic system of digital design
based on morphogenesis. It is hoped that through digital technology, it is possible to establish the relationship between various
spatial organizations in the public landscape system. It uses the theory of morphogenesis and digital research to expand the
cognition of landscape morphology and stimulate the innovation of design methods and build a landscape design logic system
based on program algorithms.�is study uses the subsystem design and completes the generation process from the design concept
to the space formation from the graphic concept, which proves that this design logic system is feasible and has obvious advantages
to a certain extent.

1. Introduction

With the development of the economy and the improvement
of computer technology, people’s requirements for landscape
design are also constantly increasing. �e traditional land-
scape design methods can no longer meet the needs of urban
development. Our country’s landscape design has entered the
stage of digital design. However, there are still some de�-
ciencies in the current domestic landscape design, such as
how to combine computer technology with landscape design?
How to more rationally present every aspect of landscape
design, instead of relying on intuitive design and empirical
design?�e essential problem of morphogenesis is to explore
how to establish living systems. �rough the research and
summary of plant morphology, two di�erent discussions have
been drawn, namely, “the theory of preformation” and “the
theory of postformation.” With the development and ex-
tension of postformation theory, it has gradually become the
ideological basis of morphogenesis. In a research discussion
meeting on urban renewal in New York, it was proposed that

“it is necessary to pay attention to the application of mor-
phogenetic concepts and learn the growth process of life, so as
to produce excellent landscape design, which is always in
dynamic like a dynamic city.” Digitization is to build a model
of a complex system or process with the help of a computer, to
test the model, then, to have an in-depth understanding of the
various behavior mechanisms of the model system, and to
control the various means and methods of the model system.
Modern computer simulation application technology is an
emerging discipline based on operations research, mathe-
matical statistics, and computer science. Based on the
methods and concepts of morphogenesis and digital design,
this study is reading the existing theories of morphogenesis
and digital graphics, especially the related theories of land-
scape digital graphics and the research theories and research
results of landscape morphogenesis, and summarizes the
process methods of morphogenesis and digital graphics in
landscape design. Based on the two theories of complex
adaptive system and morphogenesis, using bottom-up and
digital design thinking, using algorithm design and digital
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design methods, and the methods and methods of digital
design of landscape design based on morphogenesis are
studied [1–5]. (is study mainly summarizes the develop-
ment, characteristics, and logic of morphogenesis and digital
diagrams. Combined with the existing landscape design
creation methods, it summarizes an operable logic system of
digital diagram design based on morphogenesis.

2. Related Work

At present, in the exploration of complexity science, de-
signers represented by Steven Johnson have published a
series of papers, such as “emergence-connecting with the
life, brain, city, software of ants,” which has an impact on
reality in this study, and the application mode of digital
technology has been deeply analyzed, which has an im-
portant impact on the morphogenesis mechanism. With
the gradual development of diagrams and other spatial
theories, it has brought new promotion to the thought and
biological logic of digital design. Second, in the research of
digital design, designers represented by Rego Lynn pub-
lished a series of works, such as “Folding, Body and
Bubbles,” on “dynamics” and “force field”. (e application
of the theory in the process of morphogenesis is described
in detail, and it is believed that any design based on the
coordinate reference system will show a continuous ex-
pansion of the internal logic system and the corresponding
information place. At the same time, the UK’s AD mag-
azine also summarizes the thinking of contemporary de-
signers and conducts in-depth research on theories such as
skin, folding, and emergence. Based on the two theories of
complex adaptive system and morphogenesis, this study
uses bottom-up and digital design thinking and uses the
methods of algorithm design and digital design to study the
methods and methods of digital design of landscape design
based on morphogenesis [6–11]. (e research contents
include the following: (1) theoretical thinking and design
thinking of landscape design under morphogenesis, (2)
digital morphogenesis of landscape under morphogenesis,
(3) theoretical thinking and design thinking of landscape
design digital illustration, (4) landscape methods of de-
signing digital graphics, and (5) digital graphical program
for landscape design.

3. Related Theoretical Methods

3.1. Morphogenesis

3.1.1. Overall Design &inking. As the sum of individual
relationships, only when the landscape system is deeply
analyzed from the overall level, its characteristic attributes
and general laws will be highlighted. In the process of an-
alyzing the landscape system as a whole, it is necessary to add
a linked relational network, a progressive operation
mechanism, and events from a time and space perspective,
so as to ensure that it will not lose its original relationship
and performance. (erefore, it is necessary to integrate the
overall design thinking in order to include the dynamic
evolution process of the landscape system [12].

3.1.2. Bottom-Up Process &inking. Combined with the
processing logic of morphogenesis, designers need to find
out various influencing factors in the landscape system and
use them as a bottom-up driving mechanism. (is requires
designers to screen the initial information and, at the same
time, conduct an in-depth analysis of the project, in order
to obtain the correct direction of morphological evolution
[13].

3.1.3. Relational &inking of Interactive Adaptation. In
traditional theoretical cognition, it is customary to disas-
semble the system into different individuals and then explain
this hierarchical relationship through linear thinking. As a
nonlinear system, each factor in the landscape system is not
independent but a system that restricts each other and finally
reaches a balanced steady state. (e landscape needs to be
regarded as a complex system rather than a specific object,
and its internal nonlinear spatial logic needs to be correctly
constructed [14].

3.2. Digital Morphogenesis of Landscape

3.2.1. Topology Occurrence. Topological geometry is the
basic property of how geometric figures remain un-
changed in continuous homeomorphic deformation, and
it is a geometric theory specializing in the study of the
continuity of geometric figures. Homeomorphic defor-
mation means that in the process of deformation, as long
as the deformation does not break or overlap, the overall
structure of the original topology will not be destroyed.
(e homeomorphic deformation of landscape topology is
a series of topological structure levels derived from the
original topological level based on the prototype of the
original diversity and unity. In terms of design, the en-
lightenment of topogenesis is not only in geometric shape
but also has an important influence on its logical thinking,
and it is used as the theoretical basis and internal
mechanism of morphogenesis. For some time, the digital
design practice of landscape has stayed in the exploratory
stage. It is hoped to use topology generation as a way of
spatial structure layout to realize the transformation from
the natural landscape to artificial landscape and to create a
new landscape design method to make people aware of
topology [15–18].

3.2.2. Parameters and Algorithm Generation. (e algorithm
is to use the overall method to describe the mechanism of
dealing with the problem, and it is one of the important
contents of the parametric design method. (e program of
parametric design is to convert the design elements and
requirements into computer programs and use the corre-
sponding calculation rules to express the generation process
of the shape, so as to obtain the final program shape. (e
algorithm only needs to calculate the logic with the help of
simple rules, so as to obtain complex results, and the de-
signer only needs to select and optimize the results. Due to
the large amount of information in the landscape system, it is
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difficult to completely express the landscape system by using
traditional design methods. With the help of algorithms and
parametric technology, a corresponding digital landscape
model can be built to simulate and express the relationship
between the internal and external influencing factors of the
landscape, which can effectively allow designers to obtain the
most suitable landscape in a short time [19–21].

4. Construction of a Digital Design Program for
Urban Public Landscape Based on
Morphogenesis

4.1. Digital Design Based on Program Algorithms. No matter
what kind of diagram logic is, it all depends on the program
algorithm. (is design method based on a program algo-
rithm is the basic design chain of the digital dia-
gram—“meta-design.” Since the process of landscape design
is preliminary analysis-asking questions-design concept-
design plan-preliminary design-construction drawing de-
sign, it has much in common with the process of archi-
tectural design, so its design method and process are
inspired by landscape design. It should be noted that the
main content studied in this study is in the generation stage
of the general landscape plan design.(ree elements must be
included in the meta-design: a parameterized prototype, a
measure of the performance evaluation of the solution, and a
machine algorithm that controls the loop in the direction of
optimization, as shown in Figure 1. No matter what kind of
diagram logic is, it all depends on the program algorithm.
(is design method based on a program algorithm is the
basic design chain of the digital diagram—“meta-design.”

In the meta-design system, it is necessary to separately
classify the landscape system according to the basic research
of the landscape and the objects of its role (the actors in the
landscape system). In the landscape digital design system of
meta-design, the landscape parameters are completely in-
cluded in a system where the three systems of people,
landscape, and environment adapt to each other, so the
landscape system is divided into two basic levels, namely, the
internal system (landscape system) and external system
(environmental system and human system), as shown in
Figure 2.

Using a computer programming language, combined
with digital design methods to build an automatic decision-
making model, at the same time, according to specific
constraints, the relationship between different types of
landscape units and adjacent units is calculated, and the
individual coordination index is obtained, on this basis, the
optimal next-generation individuals are selected, repeated in
this way, a population composed of individuals after the
global optimal convergence can be finally obtained, and the
most suitable design scheme is found. Program algorithm
design fundamentally puts forward the basic logic of digital
design, but the design process is still largely influenced by the
designer’s subjective experience and esthetic concepts.
Under the existing conditions, computer logic and subjective
logic jointly affect the composition of graphic design. Re-
sults: (e judgment and feedback of meta-design results

based on subjective experience and esthetic concepts have
become an important part of the digital graphical design
system. In particular, the esthetic value is the long-term
precipitation of designers based on design feedback, which is
more in line with the public’s cognition than program al-
gorithm design results. At the same time, the designer’s
subjective concept is preconceived, and the program algo-
rithm design based on this construction also constitutes a
digital design method in a broad sense.

4.2. Digital Design Procedures

4.2.1. Digital Design Method and Selection of Simulation
Platform. After the design concept is determined, an overall
analysis of the project is required to determine the digital
design approach. (ere are two types of digital design
methods: one is to start from the design concept and use
traditional landscape design methods and procedures to
divide the landscape system into traffic system, functional
system, landscape node system, and plant system, and
perform parametric simulation, respectively. (e prototype
of the design scheme is obtained, combined with the sim-
ulation analysis of the sunlight and wind environment, and
the basic shape of the design is obtained; the other is to start
from the design concept, determine the relationship between
the various influencing factors in the system, convert them
into parameters, input them into the simulationmodel in the
environment, and then simulate to get the prototype of the
design. According to the basic design conditions of the
project, the digital design method must be reasonably
chosen, specifically as shown in Figure 3. (is study prefers
the latter.

In the selection of simulation platform, the development
of computer-aided design platform has become more and
more mature, but the industries targeted by each software
platform are different, and the computer software platform
for landscape professional has not yet been determined.
(erefore, for the landscape major, the most direct solution
strategy is to comprehensively use the currently developed
computer software platform to assist the landscape design
and achieve the design purpose. According to the basic
situation of the project, the main digital simulation platform
selected in this article is Rhinoceros +Grasshopper.

4.2.2. Subsystem Simulation Analysis. With the help of the
site prototype theory, according to the composition char-
acteristics of the landscape system itself and the traditional
landscape design method and process, this study divides the
landscape design process into four steps: traffic system
design, functional system design, landscape node system
design, and plant system design. (e key point is to de-
termine the corresponding digital simulation method for the
system corresponding to each step after determining the
design concept of the project and the digital diagram
method, extract the influencing factors in each system,
conduct a separate parametric simulation analysis, and then,
fit the simulation analysis results of each subsystem to get the
basic prototype of the design. It is a landscape design logic
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system based on morphogenesis as the basic theory and
digital graphic design method, as shown in Figure 4.

4.2.3. Sunshine and Wind Environment Simulation Opti-
mization Design. �e sunshine environment of the site
a�ects the layout of the internal functional system, landscape
node system, and plant system to a certain extent, while the
wind environment of the site determines the layout of the
interior landscape space to a certain extent. By simulating
and analyzing the sunlight and wind environment of the
original site, it can play a guiding role in the formation of the
prototype of the landscape design scheme. After the pre-
liminary plan of landscape design is generated, the sunshine
and wind environment should be simulated and analyzed
again to check the rationality of the design plan, and the
design plan should be optimized and adjusted according to
the analysis results to obtain the prototype of the �nal design
plan, as shown in Figure 5.

4.2.4. Generation of Landscape Morphology. After the
simulation analysis of the subsystem and the simulation
analysis of the sunlight and wind environment, the

corresponding design prototype is obtained. Combined with
the designer’s subjective experience and esthetic concept, the
design scheme is subjectively adjusted and optimized to
obtain the �nal design scheme shape, as shown in Figure 6.

5. Landscape Digital Design Practice Based on
Morphogenesis

In the digital graphic design logic system, it is suitable to use
the graphic concept as the starting point of the design,
combine the program algorithm to design the subsystems,
and �nally �nd the optimal design scheme through the
�tting between the various systems.

5.1. Digital Design Logic Mining

5.1.1. Analysis of In�uence Factors of Landscape System.
During the whole project development process, there are
many factors outside the site that a�ect the landscape design:
local cultural environment, geographical environment,
surrounding environment, business distribution, tra�c re-
lationship outside the site, sunlight, wind direction, and the
owner’s functional requirements for the entire park. Among
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them, the context and geographical environment will di-
rectly a�ect the extraction of design elements and the for-
mation of spatial texture; the surrounding environment,
business distribution, and external tra�c on the site will
a�ect the direction of the £ow of people and have a direct
connection with the internal tra�c on the site; the owner’s
function of the project demand determines the prototype of
the functional partition; and the sunlight and wind direction
will a�ect the layout of the interior space of the site and the
design of landscape sketches, which will guide the entire
design, as shown in Figure 7.

5.1.2. In�uence Factor Analysis of Landscape Internal
System. During the whole project development process,
there are many factors that a�ect the landscape design
inside the site: functional system, tra�c system, landscape
node system, and plant system. Among them, the func-
tional system inside the site determines the relationship be-
tween the functional space and users; the tra�c system inside
the site determines the £ow of people in the park, which di-
rectly a�ects the user’s experience in the park; and the land-
scape node system is a�ected by the user’s viewing experience.
�e in£uence of sight line needs to be combined with ergo-
nomics to carry out a reasonable line of sight section design,

while the plant system has an inseparable relationship with the
landscape e�ect of the entire park, and the use of plant
landscaping has a direct impact on the park landscape, as
shown in Figure 8.

5.2. Design Process and Design Results of Digital Design.
�e diagram of the tra�c system diagram process is
shown in Table 1. A global coupling path across the site is
established as shown in Table 1, representing all possible
paths of the site. �e east-west direction is the image
surface of the site, with fewer openings, retaining the
integrity of the interface, and more openings in the
north-south direction. According to the opening spacing
greater than or equal to 150 meters, too many unnec-
essary paths should be avoided. As shown in b in Table 1,
the screening rules are as follows: the connection between
the site and the original urban road is too small (<20°) as a
redundant road; the connection with the corresponding
point on the opposite side is too large (>60°). A plausible
semicoupled traversal path is thus generated. As shown
in c in Table 1, random points are generated in the �eld to
represent the possibility of any position in the �eld. After
testing, the random point is at a certain threshold, which
does not a�ect the �nal result, but the distribution state of
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the random point a�ects the result. As shown in d in
Table 1, the �ltered semicoupling path is divided into
equal parts, and the divided points in turn constitute the
path of the path, control point. After testing, the bi-
section point does not a�ect the �nal result within a
certain threshold. As shown in e in Table 1, the optimal
road network is �tted. �e path bisection point moves to
the nearest random point, and the new bisection point
becomes the control point of the path, which generates a
new path.

For a comprehensive comparison, result 4 in Table 2 is
selected as the path network of the site, the path is taken as
the basic structure, it is optimized as the road according to
the subjective esthetic feeling, and then, the function and
density of each block are judged according to the subjective
analysis to generate the road network structure of the entire
site. Among them, the center of the structure becomes the
central landscape of the site, and the path from south to
north through the core landscape is selected as the landscape
avenue and the pedestrian entrance.
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Table 1: Route optimal graphic design process.

No. Icon Description

A Global coupling network

B Half-coupling network

c Arrange random points

d Path control point

e Fit path

Table 2: Comparative analysis of design results.

Serial
number Result 1 Result 2 Result 3 Result 4

Result

Advantage
(e plot division is relatively
compact, which is convenient

for spatial organization.

(e site structure is
reasonable, with obvious

primary and secondary traffic

(ere is obvious primary
and secondary traffic,
and the structure is

reasonable.

(e central area is obvious. (e
road runs through most of the
site and is closely related to the
main road. (e site is reasonably
divided, so as to generate the
optimal path of the plot.

Shortcoming
(e road network and plots
are too complex, which are
not conducive to traffic.

North-south openings are
dense and do not meet
relevant regulations.

South-facing openings
are dense with no
apparent center.

—
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(e diagram of the functional system diagram process is
shown in Table 3:

(1) Before selecting a parametric model, the utility of
each function point should be individually evaluated,
and then each function point should be fit.

(2) When choosing a parameter model, the utility
evaluation function of a function point is as follows:
F� α∗A+ ß∗B+ c∗C+ δ ∗D+ θ∗ E ∗ . . . ∗ ξ
Among them, A represents the importance of a
function to the crowd, B represents the attractiveness
of the function points near the function corre-
sponding to the A parameter, C represents the
lighting conditions of the function point in the lot, D
represents the accessibility of the function within the
site range. E represents the accessibility degree of the
function point within the lot range, and F represents
the visibility of the function point and the visibility of
the surrounding structures.

(3) As shown in a in Table 3, by establishing a parametric
model, different functional spheres represent dif-
ferent functional spaces, and each functional space is
initially placed according to its own attributes.

(4) As shown in b in Table 3, according to the connection
between functional spaces, different functional
spheres are restricted and combined with each other.

(5) As shown in c in Table 3, according to the rela-
tionship between the primary and secondary func-
tional spaces, the functional space is fitted by setting
different parameters.

(6) As shown in d in Table 3, each functional space is
fitted to form the final design result.

(e simulation of the functional space is carried out
through the computer, combined with the adjustment of the
subjective intention, and finally, a reasonable design of the
functional space is obtained, as shown in Figure 9. Among
them, the corresponding open space is arranged along the
north side of the waterfront; the south side is arranged with a
small outdoor sports space to meet the needs of users; and
the middle of the site is arranged with a point-like activity
space. (rough different point-shaped activity spaces, each
space is reasonably connected in series.

(e schematic diagram of the landscape node system is
shown in the table as follows:

(1) As shown in a in Table 4, in the semiopen space, the
corresponding landscape nodes should be placed.
Considering that the best viewing angle is 30° for

elevation and 30° for looking down when the human
body is lying down, the best view should be arranged
within this line of sight.

(2) As shown in b in Table 4, when the user is walking,
the best line of sight is straight ahead, and at this
time, it is best to use the garden route as the layout
route of the landscape nodes.

(3) As shown in c in Table 4, at the resting place of the
landscape node, the landscape should be arranged
for the shade on the back, and the viewing line
should be opened from the front to enrich the
viewing experience of users.

(4) As shown in d in Table 4, in an open space, the best
viewing line of sight for the user is straight ahead,
that is, effect landscape.

(5) As shown in e in Table 4, when the user is exercising,
the range of sight is 30° in elevation and 30° in top
view. (e layout of landscape nodes should be
dominated by trees with upper contour lines.

Accordingto thestructureof theoptimalpath inthesiteand
the rational arrangement of the functional space, each land-
scapenodecanbepreliminarily arranged.After thepreliminary
arrangement, through the establishment of the corresponding
parametric model, the landscape line of sight is reasonably
designed. Using the principle of ergonomics, the landscape
section design is carried out, and finally, it is fitted with the
traffic system to generate the prototypeof the shape.(edesign
result of landscape node distribution is shown in Figure 10.

Diagram of the process of a plant system diagram, as
shown in Table 5:

(1) As shown in a and b in Table 5, since the road
network structure and functional space will directly
affect the formation of plant space, the site road

Table 3: Functional simulation graphical process.

Serial
number A B C D

Icon

Illustrate Initial placement of each
functional space

Each function restricts and
combines with each other

Primary and secondary functional
space fitting Final fitting result

Figure 9: Final functional bubble diagram.
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network structure and functional space are implanted
in the site as key influencing factors

(2) As shown in c in Table 5, the site is divided into grid
units of 10m× 10m, the site is divided into grids,
and the plant space of the site is divided according to
the two key factors of road network structure and
functional space

According to the roadnetwork structure and the site space
model, the corresponding parametric model is established.
Combined with the program algorithm, the parameters of the
influencing factors are adjusted, and the preliminary ar-
rangementof thesiteplant systemiscarriedout.(en, through
subjective adjustment and optimization, the prototype of the
plant system space is generated, as shown in Table 6.

(e graphic process of the site sunshine analysis is shown
in the table: the light environment of the site affects the
layout of the site’s internal functional system, landscape
node system, and plant system to a certain extent. (rough
the analysis of the light environment of the site, it can play a

guiding role in the overall design of the site. (rough
parametric technical means, the simulation analysis is car-
ried out on the sunlight environment inside the original site
and the site sunlight environment after preliminary design,
and the layout of each system is further adjusted. (e
analysis and simulation process are as follows:

(1) As shown in a in Table 7, the original design site is
divided into grids with a unit of 10m× 10m, the
analysis precision is set to 0.01, and the simulation
analysis of the sunshine hours on the summer sol-
stice of the original site is carried out.

(2) As shown in b in Table 7, the original design site is
divided into grids with a unit of 10m× 10m, the
analysis precision is set to 0.01, and the simulation
analysis of the winter solstice sunshine hours of the
original site is carried out.

(3) As shown in c in Table 7, the original design site is
divided into grids with a unit of 10m× 10m, the
analysis precision is set to 0.01, and the simulation

Table 4: Sight line design diagrammatic process.

Serial
number a b c d e

Icon
30°
30° 30°

30° 30°
30°

Illustrate Line of sight when lying
down

Line of sight when
standing

Line of sight when
sitting

Half-open standing line of
sight

Line of sight during
exercise

Figure 10: Landscape node distribution results.

Table 5: Illustration of plant space design.

Serial number A B C

Icon

Illustrate Site road network structure implantation Site functional space implantation Site meshing
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analysis of the annual sunshine hours of the original
site is carried out.

(4) As shown in d in Table 7, the preliminary design site
is divided into grids in units of 10m× 10m, the
analysis accuracy is set to 0.01, the structures and
buildings are modularized, and the summer solstice
sunshine of the preliminary design site is deter-
mined, that is, time for simulation analysis.

(5) As shown in e in Table 7, with a unit of 10m× 10m,
the preliminary design site is divided into grids, the
analysis precision is set to 0.01, the structures and
buildings are modularized, and the winter solstice
sunshine of the preliminary design site time for
simulation analysis is determined.

(6) As shown in f in Table 7, with 10m× 10m as the unit,
the preliminary design site is divided into grids, the
analysis precision is set to 0.01, the structures and
buildings are modularized, and the annual sunshine

of the preliminary design site is checked, that is, time
for simulation analysis.

According to the above simulation design results, with
the central landscape as the core, the field of the space unit is
constructed, as shown in Figure 11.

Table 6: Plant space design results.

Serial number A B C D

Icon

Illustrate Site plant space division Site plant space division Site plant space division Final plant space bubble chart

Table 7: Sunshine simulation analysis.

Period Summer solstice sunshine hours Winter solstice sunshine hours Year-round sunshine hours

In situ simulation analysis results

a b c

Design site simulation analysis
results

d e f

Figure 11: “Cell flow” plane with the central landscape is the core. Figure 12: Design floor plan after optimization.

Figure 13: Overall effect diagram.
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(e design plane is optimized, combined with subjective
adjustment, the overall design plane is fine-tuned, and the
design result is shown in Figure 12:

(e entire park is a sports park, and combined with the
needs of the use of the site, a landmark landscape gallery is
designed that integrates sports function and viewing. (e
final design result is shown in Figure 13.

6. Conclusions

By summarizing the development of digital design, com-
bined with most of the design processes and methods at this
stage, this basic design chain of meta-design is summarized.
On the basis of meta-design, through subsystem design, the
traffic system, functional system, landscape node system,
and plant system are designed and optimized, and then, the
fitting between each system is carried out. Finally, according
to the value judgment and general plane control, the indi-
cators of each space are configured, the basic park design is
completed, and it is supplemented and summarized into a
feasible digital graphic design system that takes into account
both objective factors and subjective experience. At the same
time, through the preliminary use of digital design and
design in the Xiangyang Dongjin Sports Park project, it
guides the design generation process of the park. Compared
with the traditional design process, the digital design and
design logic system can quickly generate a variety of
comparison schemes based on the same logic. Or based on a
certain quantitative index to form an optimal solution, the
process of continuous trial and error and correction in
traditional design is completed in an instant on the digital
platform. (is dynamic and efficient design system that
generates multiple solutions in a short period of time has
become a realistic and feasible design framework. In this
study, the author has completed the generation process of
the park from the design concept to the space formation by
using four kinds of meta-designs: subsystem design, wool
thread path network simulation, “cellular flow” graphic
concept park texture generation, and cellular automata. (is
design logic system is feasible to a certain extent and has
obvious advantages. For the construction of the digital
graphic design system of the project and the base itself, the
plot design is completed in a complete and reasonable
manner, forming a unified park form, and the whole and
parts are harmonious and unified.

Data Availability

(e dataset can be accessed upon request.

Conflicts of Interest

(e authors declare that they have no conflicts of interest.

References

[1] G. Lynn and T. Kelly, Animate Form, PrincetonArchitectural
Press, New York, NY, USA, 1999.

[2] K. Orff, Landscape Urbanism and the Stategy of the Earthwork,
Nanjing University Structure. Fabric, To Pography Confer-
ence, Nanjing China, 2018.

[3] K. Franpton, Structure, Fabric and Topography Charies
Waldhim.Landscape Urbanism Reader, Princeton Architec-
ture Press, New York, NY USA, 2004.

[4] C. Higher, “Potraying the urban landscape: landscape in
architectural criticism and theory, 1960-present//Mohsen
Ciro Naile,” Landscape Urbanism: A Manual for the Machinic
Landscape, p. 26, AA Print Studio, London, UK, 2020.

[5] M. Mostafavi and C. Najle, Landscape Urbanism: A Manual
for the Machinic Landscape, Princeton Architectural Press,
New York, NY, USA, 2015.

[6] G. Di Cristina, Recovering Landscape: Essays in Contemporary
Landscape Architecture, Princeton Architectural Press, New
York, NY, USA, 2020.

[7] J. Corner, “Terra fluxus,” in Landscape Urbanism Read-
erPrinceton Architecture Press, New York, NY, USA, 2016.

[8] E. Mossop, “Landscape of infrastructure,” in Charles Wald-
heim. Landscape Urbanism ReaderPrinceton Architecture
Press, New York, NY, USA, 2016.

[9] V. Anthony, “What is a Diagram anyway?” Skira Editore,
Milan, Italy, 2016.

[10] J. Corner, “Landscape urbanism,” in Mohsen Mostafavi and
Ciro Majle. Landscape Urbanism: A Manual for the Machinic
LandscapeAA Publication, UK, London, 2019.

[11] J. Corner, “Terra fluxus,” in Charies Waldheim.Landscape
Urbanism ReaderPrinceton Architecture Press, NY, USA,
2020.

[12] G. Lynn, “Architectural curvilinearity,” in Architecture and
ScienceAcademy Press, London, UK, 2021.

[13] K. Frampton, “Towards a critical segionalism: six points for an
architecture of resistance,” in &e Anti-aesthetic: Essays on
Postmodemism Culture, H. Foster, Ed., Bay Press, USA, 1983.

[14] K. Frampton, “Towards an urban landscape,” in Columbia
DoeumentsColumbia University, New York, NY, USA, 1995.

[15] R. Weiler and M. Musiatowicz, “Landscape urbanism: po-
lemics towards an art of instrumentality,” in THE MESH
BOOK: Landscape/InfrastructureRMIT University Press,
Melbourne, Australia, 2014.

[16] J. Conner, &e Agency of Mapping: Speculation, Critique and
Invention. D.Cosgrace, Mapping, pp. 231–252, Reakton Books,
UK, London, 1992.

[17] K. Frampton, “Seven points for the Millennium:an untimely
manifesto,” Architecture Review, vol. 5, no. 11, pp. 76–78,
1999.

[18] B. V. Nijlsma and C. Bos, Diagrams interactive instruments in
operation, Conti Tipocolor, no. 23, UK, 2017.

[19] H. Castle, Territory, Conti Tipocolor, UK, 2020.
[20] D. Leatherbarrow, “Topographical premises. Landscape and

architecture,” Journal ofArchitectural Education, vol. 57, no. 3,
pp. 70–72, 2020.

[21] G. Shane, “(e emergence of“Landscape urbanism”: reflec-
tions on stalking detroit,” Harvard Design Magazine, vol. 19,
2020.

Scientific Programming 11



Research Article
Design and Research of a Vehicle Approaching Reminder Device
Based on ZigBee Wireless Sensor Network

Zhen Li and Shanen Yu

College of Automation, Hangzhou Dianzi University, Hangzhou, Zhejiang 310018, China

Correspondence should be addressed to Zhen Li; lizhen@hdu.edu.cn

Received 20 March 2022; Revised 4 April 2022; Accepted 23 April 2022; Published 9 May 2022

Academic Editor: Jie Liu

Copyright © 2022 Zhen Li and Shanen Yu. �is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

In recent years, wireless sensor networks have developed rapidly, and at the same time, they are also an important support for the
Internet of �ings and have attracted worldwide attention. A wireless sensor network is composed of many self-organized sensor
nodes, which provide a good foundation for it. As a wireless communication technology, ZigBee technology can realize energy-
saving and high-e�ciency wireless communication. Its sensor nodes are usually small computing devices with radio antennas.
�ey are usually equipped with sensors that can detect one or more environmental parameters.�e energy is limited.�e function
is simple. With the development of the Internet of �ings and 5G technology, the scope of wireless sensor networks is becoming
wider and wider. �is article will apply it to vehicle driving. In today’s society, more and more people use cars as a means of
transportation, resulting in a large number of road tra�c every year.�e accident caused a large number of casualties and material
losses. For tra�c accidents caused by these factors, the collision between a car hitting a person and a car is the most common, so
the research on how to avoid a car collision is urgent. Among the many factors that cause road tra�c accidents, the driver is the
main reason. �erefore, the combination of the driver’s abnormal driving behavior and the implementation of the vehicle
approaching reminder can e�ectively reduce tra�c accidents. At the same time, the vehicle’s collision avoidance warning system is
also a vehicle. One of the most important content in driving, we also made research. �rough the research of wireless sensor
network, this paper applies its relatively mature zigBee technology to the devices and systems of vehicle driving, so that the vehicle
approach reminder device and anticollision warning system are developed vigorously.

1. Introduction

�e wireless sensor network appeared in the 1970s. It was
gradually formed with the continuous development of
semiconductor technology, information technology, and
network technology. In recent years, with the development
of the Internet of �ings, wireless sensor networks have
attracted worldwide attention, and countries have increased
their investment in related research [1]. Among them,
ZigBee technology is a new wireless communication tech-
nology and also an advanced product [2].

�e wireless sensor network is composed of sensor
technology, microelectromechanical technology, advanced
network, and wireless communication end-to-end intelli-
gent computing platform. It has broad prospects. It is one of

the most popular researches in the computer �eld, and it is
also a major technology that will change future life. �is
article will apply it to the research of vehicle collision
avoidance warning system [3]. �e system can be divided
into three modules, namely, signal acquisition module,
signal processing module, and execution module. �e signal
acquisition module includes obstacle detection, distance
measurement, and road condition selection [4]. Regarding
obstacle detection, this research mainly uses millimeter wave
radar and CMOS camera to con�rm the existence of ob-
stacles and then uses millimeter wave radar to con�rm the
location of obstacles and to see obstacles [5]. Whether the
object is within the collision range of the vehicle, the mil-
limeter wave radar is used to measure the relative distance
between the obstacle and the vehicle. Early warning
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technology to prevent vehicle collisions is an important part
of vehicle active safety. In practical applications, it mainly
analyzes the driving conditions of the vehicle and the traffic
environment around the vehicle and provides early warning
to the driver of possible road accidents [6]. (en, in order to
reduce road traffic accidents, this article has also done a lot of
research on vehicle collision avoidance, which is broken
down by data collection methods, including machine-based
vehicle collision warning, distance measurement-based re-
minder vehicle approaching device and communication-
based vehicle collision avoidance warning; among them,
vehicle approaching reminder devices include infrared, ul-
trasonic, millimeter wave, and laser methods; communi-
cation-based vehicle collision avoidance early warning
includes DSRC, LTE-V, Zigbee, cellular networks, and other
methods [7].(e research on collision avoidance systems is a
hot topic today, and will continue to pave the way for future
driverless driving [8]. At present, the research of anticolli-
sion warning system mainly uses one of the vehicle sensors
(ultrasonic, laser, radar, infrared, machine vision, etc.) to
detect and identify objects outside the vehicle [9]. Wireless
sensor network is a key tool to realize the intelligent per-
ception and interconnection of heterogeneous elements in
the physical world. (e digital twin system realizes the
dynamic real-time interaction between the physical world
and the digital world [10–12].(e vehicle approval reminder
device based on ZigBee wireless sensor network studied in
this paper also provides a certain degree of support for the
realization of the digital twin system in the vehicle field.

(e focus of the entire research is on the accuracy of
signal acquisition, real-time signal processing, accurate
obstacle detection, real-time distance tracking, correct road
pattern recognition, and organic fusion of received data and
finally making the correct decision quickly, so as to avoid
collisions and reduce traffic accident [13].

(e remainder of this paper is organized as follows.
Section 2 presents the methods used in the designed vehicle
approaching reminder device based on Zigbee wireless
sensor network, which contains theoretical basis, algorithm
principle, and the detailed methods. Section 3 is the main
research content, which contains vehicle driving road mode
selection, model of vehicle approaching reminder device,
communication and braking influence factors and algorithm
simulation, and evaluation. Section 4 discusses the research
results and designs the device software and hardware and
data processing module, which is followed by concluding
remarks in Section 5.

2. Methods

2.1. "eoretical Basis. Wireless sensor networks are cur-
rently an interdisciplinary and highly integrated hot research
direction, and they have received considerable attention all
over the world. (e development of sensor technology,
microelectromechanical systems, modern networks, and
wireless communication has contributed to the emergence
and development of modern wireless sensor networks [14].
(e wireless sensor network expands people’s ability to
collect data, connects the physical data of the objective world

to the transmission network, and provides humans with the
most direct, efficient and reliable data on the next-genera-
tion network. (is section is mainly a basic introduction to
wireless sensor networks, mainly introducing the architec-
ture, key features, design, and applications of wireless sensor
networks [15]. (e sensor node is usually an embedded
system. Owing to the limitation of size, price, and power, its
processing power and storage capacity are relatively small,
and the data transmission distance is also very limited [16].
In terms of network functions, each sensor node has the dual
functions of collecting and routing data. In addition to
collecting and exporting data locally, it must also store,
manage, and integrate data sent from other sites and per-
form certain tasks in collaboration with other sites [17, 18].
(e receiver node usually has powerful processing, storage,
and communication skills.

2.2. Algorithm Principle. (e weighted average method can
divide the three components of R,G, and Bmore reasonably,
so as to obtain a more reasonable gray image. In the
MATLAB simulation software, the weighted average of the
three components of the system function R, G, and B is as
follows:

f(i, j) � 0.30R(i, j) + 0.59G(i, j) + 0.11B(i, j). (1)

(e formula expression is as follows:

R � mid zk|k � 1, 2, 3, . . . , 9 . (2)

(e gray value of the gray image is between 0 and 255. In
order to better identify the target image and extract the edge,
the gray value must be redesigned and set. (is is a
binarization process. Image binarization is a basic image
processing technology. Binarization technology plays a very
important role, whether it is compressing image data,
extracting edges, or analyzing shapes.

g(x, y) �
255, f(x, y)≥T,

0, f(x, y)<T.
 (3)

2.3. Research Methods. (e transmitted signal of millimeter
wave radar is as follows:

x(t) � cos 2πf0t + ϕ0( . (4)

(e received signal of the millimeter wave radar is as
follows:

xR(t) � cos 2πf0 t − tx(  + ϕ0(  , (5)

where: tx—delay time.

tx �
2

c − vx

R0 − vxt( . (6)

(e distance between the car and the stationary obstacle
is as follows:

Rt � R0 − vxt. (7)
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It can be seen from earlier that the relationship between
vehicle distance and delay time is as follows:

Rt �
ctx

2
. (8)

When the millimeter wave radar is working, the con-
tinuous waveform emitted by the transmitter will be
decomposed into signals when it hits an obstacle in front of
it. When the front barrier is a fixed object, the echo fre-
quency received by the receiving end is the same as the
frequency of the transmitted signal, as shown in Figure 1.

3. Results

3.1. Vehicle Driving Road Mode Selection. Nowadays, the
four driving modes of the car are quiet and stable pure
electric mode (EV), efficient and energy-saving economic
mode (ECO), stable normal mode (NORMAL), and surging
sport mode (SPORT). When the EV pure electric mode runs
at low speed and short distance, the vehicle only works on
the power provided by the battery. At this time, the engine
does not intervene, the noise of the vehicle is almost equal to
zero, and zero emission is realized at the same time. When
switching to sport mode, the energy output of the battery
will increase instantaneously, the power response will be
rapid, and the steering operation will be obvious. At the
same time, traction control system and vehicle stability
control system will reduce the intervention in driving.

A moving car uses an emergency braking system in an
emergency.(e car has a certain distance when braking.(is
distance is called the braking distance. Different cars have
different braking distances on different roads. When de-
signing a collision warning, the determination of the safety
distance of the vehicle in the execution phase is mainly based
on the braking distance of the vehicle. In addition, the
braking distance is mainly determined by these road con-
ditions. (erefore, before investigating the braking distance,
first determine the road on which the car is traveling. (e
current investigations of roads at home and abroad are
mainly based on the relationship between sliding speed s and
adhesion coefficient μ. (e maximum µ value is determined
using the µ-s ratio graph and the slope of the small slider in
the speed range. When installing the sensor, tilt the position
of the sensor to the front of the vehicle so that the sensor can
detect the road conditions in front of the vehicle during
operation, thereby predicting the road conditions ahead and
keeping the vehicle in the best position safely. (e sensor
used to detect road traffic in this article is an ultrasonic
sensor. As the waveform attenuates during transmission and
along the same path, the attenuation of the waveform is
different under dry and wet conditions, resulting in different
received waveforms. (e waveform received in this way can
be used for spectrum analysis of the spectrum difference to
distinguish path types. Signal analysis and feature removal
are mainly based on time domain, frequency domain, or
time-frequency domain. When extracting attributes from
the time domain, if the signal is uncertain or the weather
changes, or an unknown interference signal appears during
transmission, its robustness should be considered. When

extracting attributes from a frequency range, it is only for a
limited signal interval, so the signal time range must be cut
off, which leads to information leakage, and the amplitude,
frequency, and phase of the resulting individual spectrum
can lead to further errors.

As shown in Table 1 for the impact data of the vehicle
braking distance, it can be seen from the table that the
driver’s reaction and braking distance increase with the
increase of speed.

Figure 2 shows the relationship between starting speed
and stopping distance under various road conditions after
simulation. It can be seen from the figure that the braking
distance of a car is different on different roads, and the
braking distance is the largest under icy roads.

3.2. Model of Vehicle Approaching Reminder Device. As
shown in Figure 3, based on the automatic tracking theory,
the Berkeley safety distance model and the hidden Markov
model, a collision warning system that can objectively and
accurately calculate and assess traffic hazards has been
designed, including an improved safety distance model,
through the analysis of vehicles (e characteristics of dif-
ferent stages of braking and the characteristics of car-fol-
lowing behavior of the vehicle optimize the safety distance
model. (e risk assessment process of the early warning
model is introduced, the problem of low accuracy of risk
assessment based on vehicle data is optimized, and the
hidden Markov model is used to conduct risk assessment
according to the observation sequence of the periodic
process. At the same time, an improved safety distance
model is used to mark the state of vehicle data, and the
K-Average method is used to classify and discretize the
observation data. (e evaluation of the early warning sit-
uation is based on the statistics of the angle of the vehicles on
the road section, and according to different direction values,
the current scene is regarded as a circular arc, a straight road
or an intersection.

According to the car-following theory, this provides a
theoretical basis for analyzing vehicle braking and assessing
the possibility of collision. As shown in Figure 4, assuming
that the driver detects a dangerous situation ahead and the
vehicle starts to brake, he should depress the brake pedal
with his right foot while the vehicle is running until the
vehicle maintains a minimum safe distance from the vehicle.

f

t

Figure 1: (e millimeter-wave radar range finding diagram of
stationary obstacles.
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Table 1: Data comparison of di�erent initial speeds and adhesion coe�cients on braking distance.

Initial speed of
vehicle (km/h)

Driver reaction
distance (m)

Dry asphalt
pavement

Wet cement
pavement

Wet asphalt
pavement Snow pavement Icy road

Adhesion
coe�cient 0.7

Adhesion
coe�cient 0.6

Adhesion
coe�cient 0.5

Adhesion
coe�cient 0.2

Adhesion
coe�cient 0.1

20 5.55 2.36 2.73 3.26 7.96 15.85
25 6.95 3.62 4.21 5.03 12.42 24.72
30 8.32 5.15 6.02 7.17 17.82 35.51
40 11.12 9.11 10.58 12.68 31.57 63.08
50 13.88 14.15 16.51 19.79 49.28 98.49
60 16.68 20.33 23.72 28.45 70.95 141.77
80 22.23 36.11 42.11 50.51 126.02 251.97
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Figure 2: �e relationship between the initial speed of the vehicle and the braking distance under di�erent road conditions.
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Figure 3: Schematic diagram of collision avoidance warning model.
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�e driver depresses the brake pedal to brake until the
vehicle is out of danger and the entire braking process is
completed.

3.3. Communication and Braking In�uence Factors. V2X
communication technology is an important research di-
rection for vehicle intelligence and networking. Among
them, the dedicated short range communication (DSRC)
standard was mainly formulated in the United States,
Europe, and Japan in the 1990s; and C-V2X (Cellular Ve-
hicle to Everything) was developed by 3GPP (Cooperative
Project No. 3) Development. Table 2 shows the main in-
dicators of DSRC and C-V2X. �e comparison shows that
C-V2X has greater advantages over DSRC in terms of
transmission distance, delay, and evolution.

�e application scenarios of the future intelligent net-
worked vehicles include tra�c safety, tra�c e�ciency, and
information services, of which 19 are safety, 12 e�ciency
categories, and 9 information service categories. Table 3
shows intersection collision warning, frontal collision
warning, and a statistical table of 8 typical V2X safety ap-
plications such as side collision warning.

�e C-V2X standard is composed of the LTE-V2X
standard and the 5G V2X standard and can seamlessly
develop from LTE-V2X to 5G V2X. �e C-V2X standard
includes two modes of operation: direct data transmission
and mobile communication. �e di�erent operating modes
correspond to the communication interface PC5 and the
communication interface Uu. �e PC5 communication
interface can support vehicle-to-vehicle V2V communica-
tion, V2I vehicle-to-road communication, and V2P human-
vehicle communication through the Uu communication
interface. Figure 5 shows the network architecture of the
DSRC system and the network architecture of the C-V2X
system.

First, the braking process is analyzed for the reaction
time. �e factors related to the process performance can
complement the driver’s response time. It is often believed
that a rear-end collision between two vehicles must be re-
lated to the following distance and the driver’s reaction time.
However, the following distance and reaction time need to
be considered. �erefore, in this section, we will analyze the
characteristics of the braking behavior process and �nd the
relationship between each driving mode and reaction time.
Factors related to response time include braking response
time, initial monitoring distance (IHD), and distance
(BHD). �e statistical data of the relevant variables are
shown in Table 4. Behavior 1, Behavior 2, Behavior 3,

Behavior 4, Behavior 5, and Behavior 6, respectively, rep-
resent the normal driving state that occurs under normal
driving conditions, and the emergency events that occur
under the conditions of communication behavior, voice
information behavior, chat and drinking, yawning, and so
on, and give abnormal driving behavioral reaction time and
following distance.

Table 5 shows the signi�cant di�erence results of dif-
ferent driving behavior variables. �e analysis of variance
shows that di�erent abnormal driving habits have a sig-
ni�cant impact on the reaction time of the driver in the
braking process (F� 8.971, P � 0.003≤ 0.05), the initial
following distance and braking following distance are related
to the driver’s braking response Time does not signi�cantly
a�ect the relationship.

�e nonparametric K-M estimation method is used to
estimate the survival probability of di�erent driving be-
haviors according to the braking reaction time, as shown in
Figure 6.

3.4. Algorithm Simulation and Evaluation. �e simulation
value of the vehicle position prediction result in Figure 7
basically �ts the curve of the horizontal position and the
longitudinal position. In this test case, the prediction error of
the horizontal position is −0.015± 0.252m, and the pre-
diction error of the longitudinal position is 0.089± 0.207m.

�e prediction error of the vehicle speed is calculated
based on the expected speed and the actual speed.�e analysis
of the results in Figure 8 shows that in this test case, the
prediction error of the lateral speed is −0.028± 0.279m/s, and

Table 2: DSRC and C-V2X key index table.

Key indicators DSRC C-V2X
Transmission distance (m) 301∼501 1001
Adapt to vehicle speed (km/h) 201 501
Transmission rate (Mbps) 28 501
Delay (ms) 51∼101 51
Network deployment Need to deploy RSU Base station
Maturity High Middle
Evolutionary Weak Powerful
Business potential Low High

Table 3: Statistical table of typical security V2X applications.

Category Serial
number

Application
name

Serial
number

Application
name

Safety

1
Intersection
collision
warning

5 Side collision
warning

2 Emergency
brake warning 6 Rear collision

warning

3

Reverse
overtaking
collision
warning

7
Early warning
of abnormal
vehicles

4
Forward
collision
warning

8
Vehicle out of

control
warning

Fp
Fp

ab
ab

t1’

t1 t2 t3 t4 t5
t

t1”

Figure 4: Automobile braking process.
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the prediction error of the longitudinal speed is
0.064± 0.231m/s. �e simulation results show that the pre-
diction data of the prediction algorithm has a small error with
the actual data, and the prediction results can be used in the
vehicle collision avoidance system.

4. Discussion and Design

4.1. Device Software and Hardware Design. According to
demand analysis and hardware design block diagram
(Figures 3 and 4), it can be concluded that the hardware
platform of the whole system is mainly divided into main
control module, DSRC wireless communication module,
GPS module, CAN bus module and USB module, and
power supply module. �e main control module selects the
i.MX6 DualLite processor produced by Freescale, and the
core board integrates the CAN controller required by the
procurement system. �e communication module adopts
the integrated module model THE0-P173 of Cohda
Wireless, which combines a wireless radio frequency
transceiver module and a protocol converter unit, and can
use the 5.9 GHz frequency band to complete DSRC com-
munication. �e pins of the NEO-M8U chip are connected
in series with the LED light, and the status of the LED light is
used to indicate the working status of the GPS module.
Steady ON indicates that the module is turned ON but not
inserted; ®ashing indicates that the positioning is successful
and GPS location information is sent. �e CAN bus module
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Figure 5: Network architecture diagram of the Internet of Vehicles system: (a) DSR Internet of Vehicles network architecture diagram and
(b) C-V2X Internet of Vehicles network architecture diagram).

Table 4: Statistics of related factors under di�erent driving behaviors.

Emergency braking event Quantity
BRT (s) IHD (m) BHD (m)

Mean SD Mean SD Mean SD
Behaviour 1 55 1.92 0.76 35.04 10.17 18.05 9.96
Behaviour 2 27 2.41 0.83 25.06 13.11 15.21 6.88
Behaviour 3 27 2.72 0.88 30.05 12.08 17.75 10.81
Behaviour 4 35 2.02 0.71 23.08 10.77 14.61 5.77
Behaviour 5 44 2.38 0.91 34.71 14.61 19.71 10.97
Behaviour 6 26 2.21 0.75 34.51 13.67 15.97 7.65

Table 5: Signi�cant di�erence results under di�erent driving
behaviors.

Variable F value R value
BRT (s) 8.972 0.004
IHD (m) 3.005 0.068
BHD (m) 2.402 0.067
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Figure 6: Survival probability curve diagram of di�erent driving
behaviors corresponding to braking reaction time.
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uses the FlexC AN module integrated inside the I.MX6DL
microprocessor.

�e vehicle collision avoidance warning system software
based on V2X communication consists of three parts:
middleware program, terminal application program and
socket communication. �e middle layer application is
developed on the basis of the Linux operating system. Its task
is to collect vehicle data, convert it into BSM data, and send it
within a certain period of time through the V2X commu-
nication module. At the same time, it receives BSM data sent
by other vehicles. As a high-level application, the user
terminal is developed using QT software, which mainly
realizes socket communication with the middle layer, re-
alizes data reception, data preprocessing, use of early
warning algorithms, and early warning prompts. �e pro-
gram has multiple I/O functions. In order to avoid I/O
deadlock, multiple I/O technologies are used, so that mul-
tiple I/O functions can be reused in the same query block,
allowing the program to process multiple I/O’s at the same

time. Each I/O request becomes single-threaded time. �e
query function independently creates a pollfd structure for
each monitored �le graph, which determines the appearance
of the �le graph. In the main function, �rst initialize each
module of the system, including the initialization of the GPS
module, CAN module, and communication module P1609
layer. �e structured data are stored in the StateStore
structure. �e channel synchronization event triggers the
BSM message every 50 ms. �e data stored in the structure
must be recorded before each transmission, as de�ned in the
BSM message in the compiled message format and must be
adapted to the structure of the data storage structure in the
StateStore. After the P1609 layer encodes the BSM message,
it encapsulates it as a WSM message and sends it to the
receiving device.�e transmitted data packet can be saved in
a log �le; the P1609 layer of the receiving device receives the
data packet in accordance with the SAE J2735 standard. �e
BSM message is decrypted, and the received data packet can
also be saved in the log �le.
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Figure 7: �e result of vehicle position prediction: (a) horizontal position and (b) longitudinal position.
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First set the serial port GPS parameters such as baud rate
and stop bit, open the serial port, and start receiving the
serial buffer data stream; after receiving the data, process the
data frame starting from $GPRMC, and extract the corre-
sponding fields in the chassis value, such as current time.(e
vehicle position and angle convert the ASCII code into a real
number and then into an unsigned integer to receive and
store the vehicle data. When other threads need GPS data,
they are read from the memory structure; when the GPS
update time expires, they continue to read the next data
stream to obtain the latest vehicle position information.
After the data are updated, the top-level application initiates
an event update every 50ms, encapsulates the BSM message
and sends the request to the WSMP protocol layer [16]. (e
request contains the required parameters. When the WSMP
layer receives a request to send a WSM message, it first
checks the validity of the length of the data packet sent by the
request. If it meets the specified length requirement, it adds
WAVE data element, version and other extended header
information values to the WSM message. Encapsulated in
the WSM message and sent its MAC layer and PHY layer,
after LLC lower layer processing, the data packet is sent to
the WSMP protocol layer. (e WSMP layer determines
whether the packet format is a standard WSM message
[19,20]. If the PSID value matches, the hit is successful, and it
is sent to the upper unit corresponding to the PSID value,
otherwise it is discarded [21].

4.2. Device Signal and Display Processing. (e collected
signal is sent to the signal processing module for digital
processing, which is called digital signal processing (DSP).
Digital signal processing is a series of processes such as
conversion, filtering, enhancement, and compression of the
received signal in the form of a computer or special
equipment to obtain necessary or useful information [22].

TMS320F28335 digital signal processor uses 176 pins, and
its compression method is PGF/PTP thin four-channel flat
package (LQFP). Its main features are as follows: (1) CMOS
technology is a high-performance static technology with an
instruction cycle of only 6.67 ns and a base frequency of up to
150MHz; (2) the processor is a 32-bit high-performance
processor, and the arithmetic unit is a single-precision
floating-point number. (3)(e 16-bit words of 256KB of flash
memory, 16-bit words of 34K SARAM memory that can be
accessed in a single cycle, and 16-bit words of 1K OTPROM
that can be programmed once are all password-protected; (4)
With TMS320F281X series processors. In comparison, it
contains eight external interrupts, but there is no special
interrupt pin; (5) (e processor contains two CAN modules
(CANTXA, CANRXA and CANTXB, CANRXB), using
standard IEEEll49.1 chip scan simulation interface (JTAG).
(is product uses 12864 liquid crystal displays for visual
display. 12864 LCD is a graphic dot matrix liquid crystal
display, which is composed of a row controller, a column
controller and a 128× 64 dot matrix liquid crystal display. It
can not only display 8× 4 16×16 dot matrix Chinese char-
acters, but also display graphics, realize cursor display, screen
movement, and custom icon and sleep mode [23].

4.3. Data ProcessingModuleDesign. Based on the analysis of
the on-board terminal, the on-board terminal functions are
mainly divided into on-board data collection and com-
munication functions, which are mainly used to support
data in collision avoidance warning applications [24]. In
order to facilitate the retrieval and use of data at the ap-
plication algorithm layer and weaken the connection be-
tween the application layer and the underlying functional
modules, this paper designs a data acquisition module be-
tween the basic layer and the application layer as an in-
termediate layer, and the data cache module supplements
the data management function [25]. (e anticollision
software structure is divided into three layers according to
the hierarchical structure. (e lower layer is a data acqui-
sition module and a communication module, which pro-
vides initial data support for the middle layer; the middle
layer is a data cache module, which is used to manage the
data structure for ease of use and application layer efficient
retrieval of data saves program use time; the application
layer includes a module that evaluates the driver’s reaction
time and an adaptive collision avoidance warning module,
which uses the collected data to determine the data of the
vehicle’s early warning situation [26].

(e data acquisition module can also be called the data
acquisition module, which mainly uses equipment to
measure and collect physical data during the driving process
of the vehicle. It is the basis for the accurate operation of the
collision warning system.(e data collection module mainly
includes the collection of vehicle position data, vehicle at-
titude data or CarMaker simulation data.

(emain purpose of collecting vehicle position data is to
read the NMEA0183 command information provided by the
GPS/BDS positioning module through the UARTserial port
of the processor, and then use the following commands to
analyze: $GPRMC, $GPGGA, $GPGSA, $GPGSV, and
$GPGGA. GPS-pa required by GPVTG is mainly infor-
mation such as latitude and longitude, angle, time, date, and
altitude. (e terminal installed in the car first initializes the
accelerometer and gyroscope module; initializes the regis-
ters, and then can periodically read the three-dimensional
acceleration and three-dimensional angle data of the vehicle.
Since the GPS/BDS positioning module updates data slowly,
and the data update cycle of the accelerometer and gyro-
scope modules is short, the data collected by the IMU
module can be used to supplement the calculation of the
vehicle position data, thereby shortening the update cycle of
the vehicle position data. As there are many external factors
that affect the accuracy of the test during the actual vehicle
test during the test phase. (erefore, it is necessary to carry
out the simulation test of the algorithm in real time before
the actual vehicle test and improve the error correction of
the algorithm.

(e communicationmodule also represents a component
of the underlying module. (e communication module
enables the communication between vehicles, the commu-
nication between vehicles and roads, and the communication
between the terminals installed in the vehicles and the mobile
terminals to be carried out stably. (rough the network
communication module, the vehicle-mounted terminal can
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send anticollision warning information to the mobile ter-
minal to realize the sound and light warning for the driver;
the vehicle-mounted terminal device can use the Bluetooth
communication module and the vehicle-mounted OBE de-
vice to receive vehicle body usage data; the vehicle can send
the vehicle to the mobile terminal through the V2X com-
munication module. (e surrounding vehicles send their
own vehicle information, and at the same time receive the
vehicle motion data sent by the surrounding vehicles, so as to
realize the communication between the vehicles. Owing to
the rapid development of the mobile Internet, mobile devices
are ubiquitous. Mobile devices can warn drivers not only
through visual animation, but also through audio trans-
mission without affecting the driver’s visual awareness. (e
terminal installed in the vehicle calculates the vehicle colli-
sion avoidance warning and then sends the warning result to
the mobile terminal, and the mobile terminal reminds the
driver based on the calculation result of the collision
avoidance warning algorithm. If the vehicle-mounted ter-
minal is connected to the Internet through a 3G/4G mobile
communication device orWiFi communication device, it can
interact with the mobile terminal through the network
communication module, send an anticollision warning al-
gorithm, and determine the warning situation from the
vehicle to the mobile terminal to the mobile device. At the
same time, the vehicle-mounted terminal can also send the
traffic data and road information received by the roadside
device to the mobile terminal through the network com-
munication module, thereby displaying information out of
sight to the driver in advance, improving the driver’s field of
vision and driving experience.

5. Conclusion

Aiming at the problem of node power constraints in wireless
sensor networks, this paper uses the general characteristics of
wireless transmission and the temporal and spatial correlation
of data collected in the network, and uses energy-saving
routing protocols and data compression and aggregation
technologies, such as compressed sensing, network coding,
and predictive models. Reduce the amount of data collected
and transmitted in the wireless sensor network, reduce the
energy consumption of the nodes in the network, and alleviate
the problem of node energy limitation, and then apply it to the
current research status of vehicle collision warning tech-
nology. For traditional collision warning algorithms without
considering the impact of abnormal driving behavior on the
collision warning algorithm, which leads to problems such as
incompatibility of collision warning applications, a vehicle-
vehicle cooperative collision avoidance warning method
based on driving behavior is proposed. In this paper, com-
bined with the emergency braking process of the vehicle, the
influence of abnormal driving behavior on the driver’s
braking reaction time is studied, and the driver’s braking
response time is simulated according to the driving behavior.
According to the software function requirements, this paper
designs a collision avoidance early warning software archi-
tecture based on layered thinking.(e software architecture is
divided into three layers, namely the bottom layer, the middle

layer, and the application layer. (e bottom layer includes a
data acquisition module and a communication module, the
middle layer is a data cache module and application pro-
grams, and the application layer is an anticollision warning
module.

With the increase of car ownership year by year, the
contradiction between people and vehicles in China’s
transportation system is becoming more and more serious.
As the core technology of developing intelligent trans-
portation system, vehicle road cooperation technology can
not only improve the traffic efficiency in the transportation
system but also play a key role in improving the safety of
people and vehicles in the transportation system. (is re-
search plays an important role in promoting the information
interaction of vehicle road collaborative system.
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With the continuous progress of the times, the reform of physical education teaching in colleges and universities has to be
promoted day by day. �e most important task in the process of reform is how to improve the quality of physical education
teaching. Only by reforming colleges and universities can we transport outstanding talents into the society. It is very important to
improve the teaching quality by improving the physical education quality evaluation system. As arti�cial intelligence technology
has been more and more widely used in di�erent �elds, various educational administration systems based on information
management have been established in various colleges and universities. On the one hand, it has brought great convenience to the
management of physical education in colleges and universities and improvement of the e�ciency of sports education man-
agement, but on the other hand, there are many shortcomings in the process of practical application. For example, the application
of the database does not fully re�ect its function and convenience, and it is only used at the level of query and statistics.�erefore, a
better evaluation system of physical education teaching quality has become the common expectation of all colleges and uni-
versities. �is paper makes a powerful analysis of the current quality evaluation of physical education in colleges and universities
and proposes a method of establishing a basic framework through expert systems, �lling in details with the idea of knowledge base
and fuzzy sets, and further using a three-layer B/S frameworkmodel to design universal teaching quality assessment system.When
discussing the requirements, functional framework, and actual development of the teaching evaluation system, the characteristics
of the traditional physical education evaluation model are deeply analyzed, and the system’s interactivity, �exibility, accuracy, and
fairness are emphasized in the implementation process. Object-oriented design and analysis are carried out on the requirements of
the system, and �nally, black-box testing is carried out to ensure the reliability and correctness of the system logic.

1. Introduction

With the promotion of arti�cial intelligence to the national
strategy, it will have a profound impact on various indus-
tries. Colleges and universities should keep up with the trend
of the times, seize the pace of the “arti�cial intelligence” era,
and apply “arti�cial intelligence” to the education of college
sports students�e reform is in progress, but how should the
“arti�cial intelligence +” road go?�is article will discuss the
application of arti�cial intelligence to physical education
teaching reform in colleges and universities and build a

teaching reform quality evaluation model through arti�cial
intelligence technology. If colleges and universities want to
better combine arti�cial intelligence technology with
physical education, they need to have an in-depth under-
standing of arti�cial intelligence technology and a clear
direction and overall design for how to use it; discuss which
technologies of arti�cial intelligence can be applied to the
reform of physical education, what kind of changes will be
produced, and how to change; and discuss the application of
intelligence in the construction of the quality evaluation
model system in the reform of physical education and how to
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use intelligence for teachers in the future. Applying to
optimize teaching, students using intelligent applications to
achieve personalized learning, and teaching administrators
using intelligent applications to improve work efficiency,
etc., have guiding significance to reduce the burden [1–5]. In
this paper, the design and implementation of the physical
education quality evaluation system are designed by con-
structing the artificial intelligence course teaching mode for
college sports students. After testing, the system has good
applicability.

2. Related Work

Countries around the world pay close attention to teaching
reform because education is closely related to the devel-
opment of economy, society, and culture, and people hope to
promote teaching reform through technology. With the help
of 47 papers published in the journal Artificial Intelligence in
Education, Roll I and Wylie R analyzed the research focus
and application scenarios in the field of artificial intelligence
in education and predicted two parallel studies in education
in the next 25 years according to the research results: first, it
is the evolutionary process of physical education, focusing
on the existing sports practice, cooperation with teachers,
and the diversification of technology; the second is the
transformation process of physical education, which should
embed sports technology into students’ daily life and sup-
port students’ culture and practice and target. Ozbey N et al.
put forward an optimization method for factors affecting
students’ learning process by analyzing the factors affecting
students’ learning by artificial intelligence technology. In
addition, some scholars have conducted research on the
changes caused by the application of artificial intelligence to
specific disciplines. For example, Tiffany Barnes and others
have conducted research on the application of artificial
intelligence to computer teaching, pointing out that artificial
intelligence is amore efficient means of promoting computer
science learning and teaching. Kanda conducted a practical
evaluation of teaching robots in assisting primary school
students in English learning, and the results show that
teaching robots can promote learners’ English learning
[6–10]. From the current point of view, teaching reform is a
major development and change in education in various
countries, especially with the development of artificial in-
telligence technology, the development path of teaching
reform will become wider.

3. Related Theoretical Methods

3.1. Artificial Intelligence. When understanding artificial
intelligence, usually we are mainly divided into two parts:
“artificial” and “intelligent.” “Artificial” refers to man-made
and produced by human beings. “Intelligence” focuses on
human intelligence. Artificial intelligence is relative to
human’s natural intelligence. It refers to the use of artificial
methods and technologies to develop intelligent machines or
intelligent systems to imitate, extend, and expand human
intelligence; realize intelligent behavior and “machine
thinking”; and solve problems that require human experts,

issues that can be dealt with. As a branch of computer
science, artificial intelligence is a comprehensive subject
covering mathematics, philosophy, computer science, psy-
chology, and other disciplines. )e main research fields
involve expert systems, virtual reality, image recognition,
games, natural language processing, problem-solving, ma-
chine learning, intelligent database, language recognition,
intelligent robot, pattern recognition, etc. To sum up, ar-
tificial intelligence is not only a rising emerging technology
but also a multidisciplinary comprehensive discipline. )e
main research is to use new technical means to simulate the
process of the human brain engaged in related thinking
activities, that is, to use machines to simulate human in-
telligence [11]. )e application of artificial intelligence
technology to the quality assessment of physical education
teaching in colleges and universities will accelerate the
progress of physical education teaching reform.

3.2. #e #eory of Educational Change. Educational change
theory points out that education is in constant change, and
change is the driving force for the dynamic development of
education. Educational change experts RG Havelock and CV
Goode divide educational reforms into two categories:
planned educational reforms and natural educational re-
forms: “Planned educational reforms” refer to deliberate
educational reforms implemented through certain programs,
generally referred to as educational innovations., educational
reform, and educational revolution are all planned educa-
tional reforms; “natural educational reforms” are the opposite
of planned educational reforms and refer to changes that are
not planned and artificially implemented. Educational change
theory believes that educational change has the characteristics
of nonlinearity and complexity. Nonlinearity means that the
educational reform is not a linear process from initiation to
implementation, and the top-down educational reform from
the organizational structure may not achieve ideal results;
complexity refers to the object of educational reform—the
educational system is nonlinear and dynamic. It is a complex
systemwith both natural and social nature, and it is difficult to
predict the development of the system. )e nonlinear and
complex characteristics of educational reform determine the
uncertainty of educational reform. Not all educational re-
forms are positive and beneficial. )e results of educational
reform may be “positive” or “reverse.” )e theory of edu-
cational change has important guiding significance for this
research: artificial intelligence to promote teaching reform
belongs to the category of planned educational reform.
Changes in the nature of things are called reforms, but
teaching reforms are not a complete denial of traditional
teaching but on the basis of inheriting the advantages and
wisdom of traditional teaching, optimizing the process of
teaching and learning, and innovating teaching and learning
methods and means. )e process of teaching reform should
also follow the “law of quantitative change and qualitative
change.” Only on the basis of the full integration of artificial
intelligence and physical education teaching will physical
education be fundamentally changed, and then, the entire
physical education structure will be changed. )erefore, the
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physical education reform discussed in this study is a process
of changing the status and role of various elements of physical
education based on the specific teaching environment and the
effective support of artificial intelligence, including changing
the form of teaching resources, teaching organization, and
learning activities, and learning evaluation methods, among
which the status and role of each element are important
indicators to evaluate the effect of teaching reform [12–15].

4. Construction of Teaching Mode of Artificial
Intelligence Course for College
Sports Students

4.1. Establish an Evaluation Index System. An excellent
physical education quality evaluation index system needs to
meet the characteristics of authenticity, specificity, and con-
venience. Table 1 is based on the summary and arrangement of
all the elements of the physical education quality evaluation
system, showing a comprehensive set of multidimensional and
multilevel three-dimensional evaluation index system [16–18].
)e establishment of the entire physical education quality
evaluation index hierarchy is mainly established from two
aspects: firstly, the current status of the teaching quality
evaluation system at home and abroad and, secondly, com-
bined with the country’s policy development orientation.

)e entire physical education reform evaluation index
structure can be divided into three layers: the first layer is the
target layer; the second layer is the criterion layer, and there
are two factors here: P� (P1 + P2); and the third layer is the
indicator layer. )is part is divided into two parts according
to the two factors of the previous layer, where
T1 � (t11,t12,t13. . .t19), T2 � (t20,t22) [19].

4.2. Design Quality Comprehensive Evaluation Model. If
there is a set of factors to evaluate thingsU� {u1,u2,u3. . .um},
V� {v1,v2,v3. . .vm} is a set of decision comments, R is the
fuzzy mapping between U and V, and rij(i� 1,2, . . ., m；
j� 1,2, . . ., n) describes the beginning of the ith factor,
produces the result of the jth factor of the evaluated physical
education teacher and establishes the following fuzzy
evaluation matrix:

R �

r11 r12 · · · r1n

r21 r22 · · · r2n

⋮ ⋮ · · · ⋮

rm1 tm2 · · · rmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

A�(a1,a2,a3. . .am) is a very important set of U. When
both R and A are known, the fuzzy transformation method
can be used to obtain the model B�A×R�(b1,b2,b3. . .bm).

4.3. Methods of Comprehensive Evaluation

4.3.1. Constructing a Comprehensive Evaluation Factor Set X.
A set of excellent physical education quality evaluation
system often contains a variety of factors. However, if the
factors to be considered are too complicated, it will be

difficult to evaluate. For comprehensive consideration, a set
of evaluation factors is set up: X� {)e content of the lesson
preparation is detailed and the teaching attitude is correct;
the classroom knowledge is rich, and the priority is clear;
help understanding; interact, mobilize the learning atmo-
sphere; teach students in accordance with their aptitude, pay
attention to the exercise of ability; be strict with oneself, set
an example for students; care for students, deeply loved by
students} [20]. )e construction of the evaluation system in
this study draws lessons from the hierarchical method of
index system construction in intelligent manufacturing
project evaluation [21].

4.3.2. Establish Evaluation Set Y. Whether the teaching
quality of physical education teachers is good or bad can be
reflected through the evaluation set, in which different
grades represent the degree of teachers’ physical education
teaching quality. Y� {excellent, good, fair, poor}, and the
evaluation result is reflected bymembership degree.)e four
grade values in the evaluation set Y are determined by a
range of values, which are very vague and difficult to cal-
culate accurately. So, in the actual evaluation process, a
specific range of values can be used to limit the levels in-
cluded in Y. Based on the above analysis, the domain of
discourse can be set to [50, 100] and then divided into four
decreasing intervals. If the obtained scores are placed in the
interval [80, 100], the median value of 90 can be taken, that
is, the teaching situation of this physical education teacher
can be evaluated as “ “excellent”; if the obtained grade is
placed in the [70, 90] interval, the median value of 80 can be
taken, that is, the teacher’s teaching situation can be eval-
uated as “good”; if the obtained grade is placed in the [60, 80]
interval, then the median value of 70 can be taken. )at is to
say, the teacher’s teaching situation can only be evaluated as
“average”; if the obtained grade is placed in the [50, 70]
interval, the median value of 60 can be taken, that is, the
teacher’s teaching situation is not ideal and expressed as
“poor.” However, it is actually stipulated that the median
value of each achievement interval represents the basis of
grade division, and the parameter column vector can be set
as Y� [90, 80, 70, 60]T. )e result is shown in Figure 1 [21].

4.3.3. Establish the Weight Set of Evaluation Factors.
Each factor occupies a different key position in the evalu-
ation factor set, that is, the weight is different, so it is very
important to formulate the weight of different factors. How
to reasonably distribute the weights of each factor deter-
mines the accuracy of the evaluation results. )e Delphi
method is an authoritative method of assigning weights. )e
core idea of the Delphi method is to anonymously ask ex-
perts for their opinions. After sorting and summarizing, they
are anonymously passed on to the experts. )e experts give
their opinions again. An ideal set of weights can be obtained.
)e evaluation scores given by experts listening to teachers’
lectures are used to verify the scientificity of the fuzzy
evaluation method. Take two classes in a certain semester as
an example. Both classes A and B have 200 students.
According to the evaluation of experts, the scores are ranked
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6th and 8th. Randomly check the data in the database of their
class, from the beginning of the evaluation to the end of the
evaluation, a total of 11 sampling points are selected, and the
evaluation results are obtained.

4.3.4. Establishment of Fuzzy Relationship Matrix. All
evaluation personnel give objective evaluations based on the
daily behavior of physical education teachers in various
factors, establish a fuzzy relationship matrix R through
induction and sorting, and further obtain the possibility
measure. Suppose there are 200 people who participate in
the evaluation to give an evaluation to a certain aspect of
physical education teachers, of which 140 people’s evalua-
tion results are “excellent,” 40 people determine “good,” and
20 people determine “average,” so the result is “excellent.”
)e probabilities are as follows: 140/200� 0.7; the proba-
bility of “good“ is 40/200� 0.2”; the probability of fair” is 20/
200� 0.1”; the probability of poor” is 0/200� 0.

4.3.5. Obtaining Fuzzy Comprehensive Evaluation Results.
)e following fuzzy evaluation model based on weight set A
and fuzzy relation matrix R can be obtained:

B�A×R�(b1, b2, b3 . . ., b4).
Use.
S�B×V� 90 ∗b1 + 80b2+70b3 + 60b4.
)e obtained value can be used as the final evaluation

score of the evaluated physical education teacher. If the fuzzy
evaluation matrix of a physical education teacher is

R �

0.418 0.348 0.201 0.033

0.625 0.218 0.115 0.042

0.740 0.165 0.080 0.015
0.365

0.732
0.620

0.431
0.755

0.632

0.424

0.168
0.219

0.358
0.155

0.214

0.169

0.170
0.118

0.202
0.075

0.114

0.042

0.019
0.043

0.034
0.015

0.039

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2)

B�A×R� (0.534, 0.286, 0.146, . . ., 0.034).
Use.
S�B×V� 90∗ b1+80b2+70b3+60∗ b4.
)e comprehensive evaluation value S� 83.2 is obtained

by calculation. According to the range in the evaluation set
Y, it can be known that the teaching quality of the physical
education teacher is evaluated as “good.”

5. Design and Implementation of Physical
Education Teaching Quality
Evaluation System

5.1. Overall Design. )e most commonly used and widely
implemented architectural design pattern includes three
parts: presentation layer, business logic layer, and data access
layer.)emain idea of this architecture pattern is to simplify
a complex problem by decomposing it. More importantly, it
can efficiently reuse business logic and maintain the con-
nection with resources to further control the development
cycle of the system. )en, the physical education quality
evaluation system is mainly based on the model of the three-
tier B/S architecture.

5.1.1. Model of #ree-Tier B/S Architecture. Hierarchical
structure is a representative and most classic structure in
the software system design process. )e three-tier ar-
chitecture has matured over the years and has been
welcomed by developers. )is commonly used application
architecture is usually divided into three layers: data
access layer, business logic layer, and presentation layer.

Table 1: Hierarchical structure of physical education quality evaluation indicators.

Target layer Criterion layer Indicator layer

Physical education
quality

Teacher teaching
situation

Tl l fully prepared before class and serious teaching attitude
T12 )e key points are highlighted and the teaching content is substantial

T13 reflect the latest achievements, link theory with practice
T14 teacher-student interaction is appropriate, and teaching methods are flexible

T15 diverse teaching methods, using modern technology
T16 strengthen ability training and focus on teaching students in accordance with their

aptitude
T17 care for students and strictly require management

T18 pay attention to teaching and educating people and be a teacher everywhere
T19 comprehensive teaching effect

Course information T20 course content
T21 course load

1

50 60 70 80 90 100

Figure 1: Four standard fuzzy partitions of the universe of dis-
course Y� [50, 100].
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)e presentation layer includes all forms of controls and
components involved in the interactive interface, the
business logic layer includes how to complete all business
rules and logic, and the data access layer includes all
database components as shown in Figure 2. Architecture
design is the primary task of a system design. A simple and
functional system architecture can facilitate developers
and users to maintain and expand the system, and the
reusability can also be greatly improved. )e operability,
practicality, extensibility, and development cycle of this
system have been improved. )e architecture-building
process clarifies the concept of packages and describes
how packages interact and communicate.

)e three-layer B/S mode is extended to the two-layer
mode. )e graphical operation interface implemented in the
presentation layer is helpful for users to digest and master
the efficient operation and positioning application services
as soon as possible; the business logic layer is in the middle
layer, and the purpose is to realize the application method,
encapsulate the application mode, and associate the client
application with the data service involved. Together, the data
access layer is at the bottom, and its main task is to define,
query, and modify data and respond to requests sent by
application services to data.

5.1.2. System Planning and Analysis. For users, it is very
convenient to use the web method. )ey can log in to the
system in the browser to query the results without down-
loading the client. Taking into account user demands and
excellent system processes, an evaluation system should
follow the following principles:

(i) Allow users to generate questionnaires to evaluate
the survey through a variety of evaluation index
systems;

(ii) Allows users to define the importance of any in-
dicator system by selecting models with differences;

(iii) Allow users to select a certain index system to
generate any batch of questionnaires;

(iv) Managers can inquire about the progress of the
investigation and manage it at any time;

(v) Users can evaluate the questionnaire by using dif-
ferent evaluation models and conduct a compre-
hensive analysis of the results obtained. In order to
meet the above requirements, this system applies a
three-tier B/S model and uses the structure in
Figure 2 to plan and deploy, using SQL Server as the
background database.

)e staff controls the whole evaluation process. )e
evaluation form, the relevant data of the participants, and
the relevant data of the people being evaluated are all stored
in the SQL Server database. As for how to determine the
weight and how to determine the results of the compre-
hensive evaluation, all these data need to be processed by the
staff. It is presented to the server through the web side, and
then, the server calls the corresponding program for man-
agement and finally delivers the result to the presentation
layer. Participating evaluators can fill in the price list on the
web page, and the final evaluation results of the evaluators
can be viewed via the web page.

5.1.3. Functional Design. )e purpose of this system is to
provide online teaching evaluation services: evaluators
can use this system to evaluate all teachers online and
adjust teachers’ work through comprehensive evaluation
results. )is system covers system entry, relevant quantity
input, determination of evaluation system indicators and
weights, real-time scoring, evaluation result confirmation,
evaluation result sorting, evaluation data maintenance,
and other functions. )e functional frame structure is
shown in Figure 3. )e relevant function windows can
meet the needs of current teachers during the trial
operation.

5.2. Evaluation Process. )e evaluation process consists of
index design, real-time evaluation, data query statistics, and
result analysis as shown in Figure 4.

5.3. Front-End System Implementation. )e system can be
run on the campus network and uses a three-layer structure
model. )e front desk is mainly developed with Active
Server Page program, and Excel is used to query and export
the results and print the report.

“Evaluation” includes “student evaluation,” “peer eval-
uation,” and “expert evaluation”, and “inquiry” includes
“personal inquiry” and “department inquiry.”

Student evaluation: the purpose is to evaluate all
teachers in the current semester and can only evaluate
once, and students can also maintain information and
passwords.

Peer evaluation: the purpose is to evaluate the teaching
situation of other teachers in the same semester.)emethod
is that any course can only be evaluated once, and teachers
can also check their own evaluation scores and maintain
their personal passwords.

User Interface User Interface User Interface

presentation layer business logic layer data access layer
database

Figure 2: Schematic diagram of three-layer B/S structure.
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Expert evaluation of teaching: the purpose is for experts
to evaluate all teachers in the current semester, can only
evaluate once at the same time, and can also maintain the
personal information and passwords of experts.

5.4. System Test. )e system test is carried out in order to
achieve two conditions: first to check whether the system
can meet the expected expectations and second to check
the possible errors during the operation of the system and
modify them in real time.)e purpose of error checking is
to comprehensively retrieve possible errors so that it can
be modified before the system works normally to avoid
the avoidable difference that may occur after the system
works. Generally speaking, software testing generally
includes white-box testing and black-box testing. )e
white-box test is also called structure or logic-driven test.
)e principle of this test method is to test the program
according to the internal structure of the program so as to
check whether there is any behavior that violates the
design regulations in the product and whether any path in
the program can be tested. )is testing method regards
the test object as an open box. )e tester refers to the
internal logic structure of the program, designs or selects
the example, and tests all the logic paths of the program.
After checking the state of the program at each point, to
confirm the state that appeared to meet the expected
goals. Black-box testing is also known as functional
testing or data-driven testing. )is testing method is to
know all the functions that the product should have in
advance and test these functions to verify whether any
function can operate normally. During the test, the
program is assumed to be a black box that cannot be
opened. At the same time, under the condition of ig-
noring the internal structure and coding nature of the
program, the tester can test whether the function of the
program can realize the normal operation of the function
described by the software function by testing at the

program interface and whether the program can rea-
sonably receive input data and output information that
meets expectations while ensuring the integrity of ex-
ternal information. )e black-box method focuses on the
structure outside the program, does not take the internal
logic structure of the program into consideration, and
tests the interface and function of the software at the same
time. )e black-box method is a typical exhaustive input
testing method. Only by testing all possible situations can
all errors in the program be detected by this method. In
fact, there should be an infinite number of such tests, and
workers need to test not only all legal possibilities but also
illegal but possible inputs. In general, white-box testing
and black-box testing have different applications. White-
box testing is suitable for code rereview and individual
testing phases, but in the case of combined testing and
system testing, black-box testing is best used. In this case,
the method of dividing equivalence classes in black-box
testing is used, and the dividing equivalence classes are
shown in Table 2.

Examples of selected test cases in black-box testing are
shown in Table 3.

Log in

student

teacher

administrator

evaluate

Inquire

Statistical Analysis

data maintenance

System Management

database

Figure 4: Evaluation process.

Table 2: Dividing equivalence classes.

Enter equivalence
class

Effective equivalence
class

Invalid equivalence
class

Date type and
length (1) 8 digit characters

(2) nonnumeric
characters

(3) less than 8
characters

(4) more than 8
characters

Year range (5) between 1990 and
2050

(6) less than 1990
(7) greater than 2050

Month range (8) between 01 and 12 (9) is equal to 0
(10) greater than 12

Date range (11) between 01 and
31

(12) is equal to 0
(13) greater than 31
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6. Conclusion

As we all know, the content involved in pedagogy at this
stage can be mainly divided into three fields, which are the
research of basic theory, education development theory, and
education evaluation system, and there is a certain internal
connection between these three modules. Among them, the
education evaluation system has a very prominent position
and role in the evaluation of educational research and the
actual education system. )e primary reason is that it can
not only evaluate the level of students but it can also evaluate
the level of teachers, truly feedback the state of the education
system, and evaluate the education of colleges and univer-
sities. It also has the function of detecting the educational
reform achievements of colleges and universities, which
provides a good basis for improving the educational system.
)is paper uses the structure of teaching quality evaluation
based on the fuzzy overall evaluation method. At the same
time, the uncertainty in the system is solved by the method
of fuzzy mathematics, and the evaluation index system is
constructed by the standard fuzzy division method and the
Delphi method. )e ambiguity of the data has been im-
proved, and the combination of quantitative and qualitative
analysis makes the teaching evaluation system more com-
prehensive, which greatly improves the authenticity and
credibility of the evaluation results. Based on the three-tier
B/S system framework, combined with ASP and SQL Server
technologies, a web-based teaching quality evaluation sys-
tem is researched and developed. However, there are still
some areas that need to be improved and optimized. For
example, in the actual process of software design, developers
need to maintain communication with users in order to
achieve a better dynamic user interface that meets user

needs. It is necessary to further improve teaching methods
and provide ideas to improve teaching quality and efficiency.
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Human recognition models based on spatial-temporal graph convolutional neural networks have been gradually developed, and
we present an improved spatial-temporal graph convolutional neural network to solve the problems of the high number of
parameters and low accuracy of this type of model. �emethod mainly draws on the inception structure. First, the tensor rotation
is added to the graph convolution layer to realize the conversion between graph node dimension and channel dimension and
enhance the model’s ability to capture global information for small-scale tasks. �en the inception temporal convolution layer is
added to build a multiscale temporal convolution �lter to perceive temporal information under di�erent time domains hier-
archically from 4-time dimensions. It overcomes the shortcomings of temporal graph convolutional networks in the �eld of joint
relevance of hidden layers and compensates for the information omission of small-scale graph tasks. It also limits the volume of
parameters, decreases the arithmetic power, and speeds up the computation. In our experiments, we verify our model on the
public dataset NTU RGB+D. Our method reduces the number of the model parameters by 50% and achieves an accuracy of 90%
in the CS evaluation system and 94% in the CV evaluation system.�e results show that our method not only has high recognition
accuracy and good robustness in human behavior recognition applications but also has a small number of model parameters,
which can e�ectively reduce the computational cost.

1. Introduction

Computer vision technology is a key link in the realization of
arti�cial intelligence, and its emergence has given arti�cial
intelligence great potential in visual perception. Among
them, human action recognition is the most challenging
technology in computer vision. �e implementation of this
technology can add to intelligent applications such as pe-
destrian following and behavior analysis. �e most widely
researched human behavior recognition methods are based
on the human skeleton and, of course, image-based human
behavior recognition methods. Human skeleton-based and
image-based approaches are very di�erent [1–4]. Skeleton-
based methods take human skeleton recognition data as
input, focus on analyzing the depth, spatial and temporal
information of human skeletal joints, and then combine all
features to achieve a behavior prediction result. Compared
with image-based methods, human skeletal data are denser
and reduce the computational cost by replacing a large
number of pixel points with dense skeletal data. �e

skeleton-based action recognition method also performs
better in the working environment of multiple targets and
complex backgrounds [5–7].

Traditional skeleton-based methods rely on skeletal joint
trajectories, with all method models based on recurrent
neural networks of skeletal joint point data [8–11]. Some
researchers would prefer to adopt deep neural network
models, for which there is already relevant literature dem-
onstrating their substantial advantages as well as their
shortcomings. �e skeletal data distribution is rather frag-
mented, and each skeletal joint point data are not locally
linked. �erefore, for deep neural networks, a separate
neural network needs to be tailored to accommodate the
structured skeletal data to coordinate with all the skeletal
joint point data [12, 13].

In the deep recurrent network model, only the con-
nections in the feature point space can be analyzed, and the
connections between features at the temporal level cannot be
obtained. To solve this problem, researchers in the literature
[14, 15] used a long short-term memory network (LSTM)
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[16] to feature extraction from skeletal data, where the
authors first divided the skeletal data into slices, each cor-
responding to an individual LSTM unit, and merged all. Such
an architectural design improves the model’s spatial per-
ception of the skeletal data. However, this method suffers
from the manual architecture predetermined to the rule
limitation, which reduces the generalization ability and ro-
bustness of the network [17]. Considering the spatial and
temporal features of skeletal data, the literature [18] intro-
duced a graph convolutional network, which breaks the
limitation of 2-dimensional data and can handle any graph
structure. It transposes the computation of graph convolu-
tional network to skeletal nodal data, which can dimen-
sionally integrate the connections between spatial feature
points. (e literature [19] presented a spatial-temporal graph
convolutional neural network based on the previous study,
which can represent each skeletal data point in a graph
structure and then perform feature extraction in a graph
convolutional pattern as a way to obtain the spatial features
between skeletal joint points [20–22]. In addition, the model
adds a temporal convolution unit to integrate the temporal
links between skeletal joint points, estimate the trajectory of
skeletal joints, and finally predict the class of behavior [23].

Based on preliminary research and experiments, this
paper proposes the Inception-ST-GCN (IST-GCN) method,
which aims to reduce the complexity of building the neural
network architectures while capturing the global informa-
tion of the graph. In this paper, a tensor rotation module will
be added to rotate the graph dimension to the RGB di-
mension and use the one-dimensional convolution Conv
1× 1 to capture the global information afterward. A new
inception layer multiscale temporal convolution filter is
added to divide it into four branches with different temporal
perception domains to capture richer temporal information
and greatly decrease the volume of model parameters. (e
IST-GCN method achieves a compact and efficient network.
To test the effectiveness of the method in this paper, we
perform experimental validation on the public dataset NTU
RGB+D. (e results show that the number of parameters of
the method in this paper is greatly reduced compared with
the original ST-GCN model, and the accuracy and precision
of action recognition are greatly improved.

(e remainder of this paper is laid out as follows: Section
2 introduces the construction of the basic network and the
principles of mathematical equations. Section 3 details the
principles and implementation procedures related to the
improved human action recognition network. Section 4
presents the relevant experimental datasets and analysis of
the results. Finally, Section 5 reviews our findings and re-
veals some additional research.

2. Basic Network

(rough our preliminary examination, we apply the graph
convolutional neural network as the base network, and its
network structure is shown in Figure 1. (is network is an
upgrade for the graph convolutional network, aiming to
optimize the perceptual domain of the graph convolution
and increase the joint of the graph convolutional network for

the feature relations at the temporal level. (e main purpose
of this network is sequence encoding the skeletal data and
predict the joint behavior by the spatial features and tem-
poral associations between skeletal joint points. For skeletal
feature acquisition, we usually use the OpenPose [24] al-
gorithm to localize the human body using 25 skeletal points
and the connections among different skeletal points as
human joints. (e input is usually a video sample in AV
format, and each frame of the sample video corresponds to
this set of joint coordinates. (e OpenPose algorithm can
split and resolve each set of joint coordinates and map them
to each skeletal unit map node of the human body, using the
joints and the edges of the human body as boundaries to
build a complete spatial-temporal map. In other words, the
input of OpenPose can also be understood as a set of joint
coordinates of skeletal points in the same way as the 2-di-
mensional pixel intensity vector input of the convolutional
neural network. To obtain a wider range of information, the
graph convolutional network is then stacked and all outputs
are then fed into the classifier in parallel.

(e input in Figure 1 is a fixed skeleton sequence, as-
suming that T represents the constituent sequence of the
total number of skeletons, V represents the number of
skeletal joints, and G � (N, E) denotes the set of constructed
skeleton spatial-temporal sequences, where
N � vti|t � 1, ..., T, i � 1, ..., V  traverses the skeleton joints
obtained along with all-time sequences, and vti denotes all
nodes. E denotes the set of connections between joints, and
consists of ET and ES. An arbitrary human skeleton joint
(i, j), ES � (vti, vtj)|i, j � 1..., V, t � 1, ..., T  denotes the
composition of skeleton intra-joint connections within time
t. (e subset of intra-skeletal connections ES is divided into
K disjoint regions in the center of gravity rule and is rep-
resented using the adjacency matrix encoding
Ak ∈ 0, 1V×V . ET � (vti, v(t+1)i)|i � 1..., V, t � 1, ..., T  de-
notes the union of connections between all skeletal joints in a
continuous time series. (e fusion of the above features
results in a sequence diagram that can be extended in the
spatially mapped temporal dimension.

(e literature [25] optimized the spatial submodule of
the spatial-temporal graph convolutional neural network
and proposed the following graph convolution equation:

fout � 

Ks

k

finAk( Wk,

Ak � D
(−1/2)
k

Ak + I D
(−1/2)
k ,

Dii � 

Ks

k

A
ij

k + Iij ,

(1)

where As denotes the adjacency matrix of internal con-
nections of skeletal nodes, I denotes the unit matrix, Ks

denotes the size of the convolution kernel in spatial di-
mensions, and Wk denotes the training weights. (e tem-
poral convolution module is 1 × Kt. In 2D graph
convolution, and the perceptual field of the convolution
kernel is not considered when operating (Cin, V, T) in the
(V, T) dimension, where Kt denotes the number of frames.
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�e graph structures in graph convolution are pre-
de�ned, and to increase their adaptability, the literature [26]
uses a �xed adjacency matrix and proposes an adaptive
graph convolution formula as follows:

fout �∑
Ks

k

fin Ak + Bk + Ck( )Wk, (2)

where Bk denotes the parameters learned in training and Ck
denotes the connected vertices determined with the over-
similarity function.

3. Improved Action Recognition Network

�e spatial-temporal graph convolution model uses a pre-
de�ned structural graph as a topological constraint to
achieve the ability of di�erent time-step graphs to share the
same topology, and such a structure leads to the inability of
the graph task to fully capture the relevant features of the
hidden joint layer. To solve this problem, our most common
approach is to build a regional neural network using a local
perceptual domain as the starting point and a small-scale
graph task in the experimental region. �is can easily
produce global information omission. To simulate the
principle of computation of pixel points by convolutional
neural networks, each graph node and adjacent graph nodes
become the key nodes for graph convolution computation in
the graph convolution task. Considering the problem of
density heterogeneity and narrow local structure between
neighboring nodes, in our improved network, we employ
node features of �xed size for feature learning in the tem-
poral dimension, selectively ignoring the size of cluster
features, and being able to capture more features in the
temporal dimension. �erefore, we present the inception
spatial-temporal graph convolutional network (IST-GCN),
which applies the inception structure to some network layers
as a way to reduce the model parameters, broaden the
network width, and enhance the robustness of the model.

3.1. Inception Module. �e inception module is a sparsity
structure proposed in 2015, which has excellent feature
expression capability and local topology capability. When

the image is input, the pixel point population is involved in a
series of convolution operations and pooling operations to
obtain features at di�erent scales from di�erent scales of
convolution kernels. All the output results are taken for
parallel processing to �lter out the best image features. �e
original structure of inception is shown in Figure 2. Its
network structure mainly contains three scales of con-
volutional kernels and a 3×3 pooling, through which a
combination of 1, 3, and 5 convolutional kernels can fully
acquire large-scale sparse features and small-scale nonsparse
features. Such structures not only increase the network
width but also increase the adaptability of the network to
di�erent scales. Finally, all features are synthesized by a
concatenation operation to obtain the nonlinear properties
of the features.

3.2. Graph Convolutional Layer Improvement Strategy.
Our proposed IST-GCN model originates from a two-part
optimization of the spatial-temporal graph convolutional
network. �e �rst part is to optimize the graph convolutional
network layers; the second part is to add the inception layer.
In the graph convolutional layer, the original model aims to
obtain spatial location information between the human
skeletal joint points to achieve the representation of the joint
points. It should start from the initial neighboring nodes to
build up a local perceptual domain, in which a large number
of sample nodes are generated. Although many false samples
are generated at this point, adding topological angle re-
strictions in the subsequent process of �ltering the sequence
in Euclidean space can �lter the false samples. When all
sample nodes are in Euclidean space, all sample nodes can be
considered as point from the global level view, and the se-
quence of points is considered as a one-dimensional vector. In
this case, to capture a large number of sample node features, a
large-scale graph convolution sum is required, whose size is
consistent with the number of nodes. To properly solve this
problem, we propose a tensor rotation strategy. We add a
tensor rotation module, which we call Rotate tensor GCN (R-
GCN), at the beginning and end of the graph convolution
layer. �e detailed network structure is shown in Figure 3.

By the action of the tensor rotation module, each sample
node can share the same set of identical topological matrices,

ST-GCN ST-GCN

…...

BN ATT POOL FCGCN TCN ATT GCN TCN

Input Output

Figure 1: ST-GCN network.
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and all nodes can participate in the process of capturing
global information. Taking human nodes as an example,
each graph contains 25 nodes, and in the fully connected
layer, we choose a �lter of size 25. �e rotation tensor
module will rotate a tensor according to the di�erent nodes
separately so that the dimensionality of the nodes and the
dimensionality of the channels remain the same. By tensor
rotation, the prede�ned topological matrix is discarded and
the global features are learned adaptively according to the
self-cycling unit for joint relevance. Finally, the global in-
formation is integrated through the tail-Conv 1× 1 di-
mensionality reduction. Such a structural design can
e�ectively reduce the use of higher-order polynomial esti-
mation layer by layer to capture higher-order features, thus
achieving a reduction in the number of parameters.

3.3. Inception Layer Design Strategy. We consider using the
inception structure to broaden the spatial-temporal graph
convolutional network because of the sparse structure ad-
vantage of inception. More feature information can be
obtained by the layout of the sparse structure while avoiding
the increase in the number of parameters. We refer to the
optimization process of inception from V1 to V4 and dis-
cover the one-dimensional convolutional dimensionality
reduction method [27–29]. We are building the inception
time convolution network (I-TCN), and the expansion of
parameters is exacerbated by the exponentially growing
expansion coeªcients in the time convolution layer to widen

the network. In contrast, the inception tiling structure is
incremented according to layers, and each branch is pre-
ceded by adding Conv 1× 1 dimensionality reduction to
assign di�erent expansion settings to each branch, allowing
the time-scale information to be graded into the inception
branches and achieving information integration in di�erent
time dimensions. �rough the above structure of time co-
eªcient assignment, the exponential growth of coeªcients is
avoided and the purpose of reducing the number of pa-
rameters is achieved.

Two two-layer I-TCN layers are added at the end of each
IST-GCN cell, and the TCN is divided into 4 branches
according to the hierarchical principle, with each branch
producing output to the corresponding group, whose
structure is shown in Figure 4. �e initial value of the ex-
pansion coeªcient n of the network is 1. As the network
deepens, the layer units increase step by step, and the
maximum value of the expansion coeªcient is 4. �is ex-
ternal connection refers to the residual structure, which
passes through a one-dimensional convolution with a step
size of 2 in the middle, and this design can avoid the gradient
dispersion problem. Improving the temporal convolutional
network by inserting the inception structure allows for
capturing more time-scale information while reducing the
number of network parameters by a large amount and re-
ducing the computational cost. A compact and eªcient
temporal feature extraction network is achieved by using
di�erent temporal �lters to adaptively select the best feature
information to optimize the classi�cation problem.

Filter
concatenation

1×1 Conv 3×3 Conv 5×5 Conv 3×3 Max
Pooling

Previous layer

Figure 2: Inception network.

OutputConv1
Input

Tensor
Rotate

Tensor
Rotate

Self-loop

Figure 3: R-GCN network.
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3.4. IST-GCN Action Recognition Process. �e process of
human action recognition based on the IST-GCN model is
shown in Figure 5. Firstly, the sample video data are input,
and the video data are processed in frames during the
analysis process. �e human joints under di�erent frames
have the problem of position change, but the set of all joint
points in di�erent frames obeys random distribution.
�erefore, we �rst select the batching standard module
(BN) in the �rst layer of the network hierarchical dis-
tribution to normalize the joint point data at the temporal
level and spatial level to make the input skeletal data more
standardized, reduce the error volatility, and optimize the
algorithm’s convergence. In the second layer of the net-
work, we choose the attention mechanism (ATT), which
connects our new R-GCN layer and the I-TCN layer in the
next network. �e R-GCN layer relies on the tensor ro-
tation operation to obtain global information, after which
the obtained global features are input into the I-TCN to
analyze the linkage relationship among the nodal features
at the temporal level, supplemented by the ATT mecha-
nism to weaken the non-conforming features that do not
conform to the bounded range of the model and �lter
features of di�erent time-scales. �e whole network
consists of nine IST-GCN units sequentially connected to
fully capture and fuse the graph feature information, then
perform average pooling, then classify the features
through the fully connected layer, and �nally output the
behavior prediction results according to the classi�cation
weights.

4. Experiment

4.1. Datasets. To validate the performance of our method,
we chose the public dataset NTU RGB+D [30] for exper-
imental test validation. �is dataset is one of the more
comprehensive datasets covering categories in human action
recognition studies. �e dataset contains a total of three
types of production speci�cations, which are the two-person
interaction dataset, the medical interaction dataset, and the
daily interaction dataset. It can be subdivided into 60 cat-
egories of actions based on action types, with a total of 56880
sample sequences. All videos are stored in a uniform dataset
standard, and the maximum video frames of each sample
video do not exceed 300 frames. At the same time, all sample
data are preprocessed by OpenPose human skeleton de-
tection, and the corresponding skeleton data and Jason �les
are stored separately. In addition, a set of independent
evaluation criteria, namely, Cross-Subject (CS) and Cross-
View (CV), is proposed for this dataset. �e CS evaluation
system is evaluated based on the ID number of the person in
the dataset as a sequence, and the CV evaluation system is
evaluated based on the camera ID number as a sequence.�e
detailed volume of the training and testing datasets are
shown in Table 1.

4.2. Experimental Details. In the action recognition exper-
iments, we mainly focus on action jogging as the control
standard to verify whether the action recognition results

Concatenate

Conv 1

Conv 3
Dilation=n

Conv 3
Dilation=n+1 Max Pooling

Input

Conv 1 Conv 1 Conv 1

Output

Conv1
stride=2

Add

Residual
path

Figure 4: I-TCN network.
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match with the real action, each test sample is 300 frames,
while the experiments are divided into single-player action
recognition experiments and multiplayer action recognition
experiments to test the performance of the improved
method hierarchically while comparing with the spatial-
temporal map convolutional neural network model.

4.2.1. Single Action Recognition Experiment. �e perfor-
mance of single-person recognition result is shown in
Figure 6, it can be seen that the action recognition result
matches with the experimental preset result, the e�ect is
better and the action recognition result is accurate.

Compared with the spatial-temporal map convolutional
neural network model, the single-person action recognition
e�ect is not much di�erent, and the comparison experiment
is shown in Figure 7. Although there are a few frames that
recognize the action as a triple jump and occasionally
misrecognition occurs, the �nal score voting result still
matches the real action and has little impact on the overall
action recognition result.

4.2.2. Multiplayer Action Recognition Experiment. �e
performance of multiperson recognition result is shown in
Figure 8, which shows that the action recognition e�ect is
good, and a few frames appear to misrecognition situation,
but it does not a�ect the overall action recognition, and the
recognition result is accurate.

Compared with the original spatial-temporal map
convolutional neural network model, the recognition e�ect
of our method is superior, and the comparison of the action
recognition e�ect is shown in Figure 9.

As shown in Figure 9 Experiment A, two-thirds of the
frames of the original ST-GCNmethod identify the action as
triple jump, although there are also some frames identi�ed as
real action jogging, but the overall triple jump action score is
higher, so the �nal action recognition result is triple jump.

Our method uses di�erent scales of time windows to capture
information and has better control of global information, so
it performs well in the multiperson action recognition ex-
periment and the recognition results are accurate. From
Figure 9, experiment B in the recognition e�ect of the
original ST-GCN algorithm, one person was obscured and
although the skeletal information was recognized, the action
could not be classi�ed, and then the overall action was
recognized as roller skating, which could not be matched
with the real action. �e e�ect of multiperson action rec-
ognition experiments is not as good as that of single-person
recognition experiments. �e more the number of people,
the lower the accuracy of human skeleton recognition and
the eªciency of action classi�cation. We try to control the
multiperson action recognition experiment to less than three
people in the experiment. Our method can recognize and
correctly categorize the occluded part of the action, further
highlighting the advantages of our proposed IST-GCN
method.

4.3. Experimental Results Analysis. Our proposed IST-GCN
method involves the improvement of two main parts,
namely, the rotated tensor module in the graph convolution
layer (R-GCN) and the inception structure embedding in the
temporal convolution layer (I-TCN). To verify the e�ect of
each, ablation experiments were performed. First, the GCN
in ST-GCN was replaced with R-GCN, and the group of
experiments was named with the letter R to construct the
R-GCN eªciency testing experimental group. Secondly, the
TCN in ST-GCN was replaced with I-TCN, and the group
was named with the letter I. �e experimental group was
constructed to verify the performance of the I-TCN module.
�e above two groups were validated with the spatial-
temporal map convolutional neural network and our pro-
posed IST-GCN on the NTU RGB+D dataset. �e results
were compared in terms of accuracy (Acc), bone recognition
accuracy (Bone), joint recognition accuracy (Joint), and
number of parameters (Param) levels as shown in Table 2.

�e R-GCN technique improves overall accuracy by 3.7
percent, and the number of parameters is lowered pro-
portionally, as shown in Table 2. �e I-TCN approach
improves overall accuracy by 7.5 percent and reduces the
number of parameters by half. �e results reveal that I-TCN
has a greater impact on overall performance than R-GCN,
although less e�ective than I-TCN in terms of overall

IST-GCN IST-GCN

…...

INPUT BN ATT POOL FCR-GCN I-TCN ATT R-GCN I-TCN I-TCNI-TCN OUTPUT

Figure 5: IST-GCN human action recognition process.

Table 1: �e detailed information of datasets.

NTU RGB+D
CS CV

Train 40320 37920
Test 16560 18960
Total 56880 56880
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performance improvement, is indispensable in capturing the
global feature level.�e two optimizations mirror each other
and prove the e�ectiveness of the IST-GCN method.

To verify the e�ectiveness of our IST-GCN, we compare
four di�erent kinds of skeleton-based action recognition
models, dynamic skeleton [31], ST-GCN [18], P-LSTM [30]

Figure 6: Single-person action recognition.

ST-GCN

IST-GCN

Figure 7: Comparison of ST-GCN and IST-GCN single-person action recognition e�ects.

Figure 8: Multiperson action recognition.
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ST-GCN

Experiment A

IST-GCN

Experiment B

ST-GCN

IST-GCN

Figure 9: Comparison of multiperson action recognition e�ects between ST-GCN and IST-GCN.

Table 2: Results of ablation experiments.

Method Joint(%) Bone(%) Acc(%) Param(M)
ST-GCN 79.1 79.8 80.1 3.14
R 82.9 83.2 83.8 2.36
I 86.8 87.1 87.6 1.61
Ours 88.9 89.5 90.2 1.36
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and TCN [32]. (e dynamic skeleton represents a series of
action recognition models based on hand-crafted labels,
P-LSTM denotes a series of recurrent neural network classes,
TCN denotes a series of convolutional neural network
classes, and ST-GCN denotes a series of hands-on models
based on graph convolutional neural networks. (e above
four methods and our method are validated on the NTU
RGB+D dataset. (e experimental data is shown in Table 3.

(e experimental comparison results in Table 3 indicate
that in the validation experiments of the dataset NTU
RGB+D, the GCN-based action recognition method greatly
outperforms other types of action recognition methods,
proving that graph convolutional networks have great ad-
vantages. Our method compared with the spatial-tempo-
ralspatial-temporal graph convolutional neural network
model improves the accuracy in CS metrics by 9%, reaching
90% and in CV metrics by 6% and reaching 94%.

To verify the effectiveness of our method among similar
optimization methods for graph convolutional neural net-
works, we compared four algorithms that perform better
among current variant methods for graph convolutional
neural networks in terms of both number of parameters
(Params) and accuracy (Acc), namely AS-GCN [33], 2S-
AGCN [26], NAS-GCN [34], and Shift -GCN [35]. (e
validation was carried out in dataset NTU RGB+D with CS
evaluation metrics, and the comparison results are shown in
Table 4.

Table 4 reveals the findings of the experimental com-
parison. (e comparison results between AS-GCN, 2S-
AGCN, and NAS-GCN under the evaluation index of CS
indicate that our method has better efficiency with an ac-
curacy of 91%, both in the number of model parameters and
accuracy. Given the Shift-GCN method, which introduces a
more complex hyperbolic space structure, the classification
accuracy is further optimized. Even though the accuracy is
not as good as that of Shift-GCN, the number of model
parameters in this paper adopts the inception structure to
form a more compact model, and the number of model

parameters in our improved method is only one-fifth of that
of the Shift-GCN method, which greatly decreases the
computational cost. Furthermore, there are fewer parame-
ters in this model than in previous ones. All of this dem-
onstrates the efficacy of our strategy.

5. Conclusion

In this paper, we present a deep learning method for human
action recognition based on the IST-GCN framework, which
optimizes the recognition accuracy of the model by reducing
the model parameters. First, we add a tensor rotation
module in the graph convolution layer to better capture the
global features of the graph task. (en we add the inception
structure in the temporal convolution layer to build a
multiscale temporal convolution filter to obtain temporal
information in different temporal perceptual domains and
reduce the arithmetic power. Finally, we perform experi-
mental validation on the public dataset NTU RGB+D. (e
accuracy of CS evaluation reaches 90% and the accuracy of
CV evaluation reaches 94%. (e results reveal that our
optimized method is robust and accurate, which not only
improves the efficiency of the graph topology learning
process but also greatly decreases the volume of parameters.
Compared with the spatial-temporalspatial-temporal graph
convolutional neural network model and similar graph
convolutional optimization algorithms, the advantages of
our method are outstanding.

As can be seen from the experimental results in Table 4,
there is still a certain gap between the accuracy of our
method and the Shift-GCN. Although we have a clear ad-
vantage in the number of parameters, accuracy is always the
first assessment index as the effect of human action rec-
ognition. In the next work, we will consider using hyperbolic
spatial structure to optimize the accuracy, and also ensure
that the volume of parameters is small. To achieve a human
action recognition model with high accuracy, few param-
eters, high robustness, and good stability.
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�ere is a lack of objective and rapid methods to evaluate and extract design elements in the development of museum cultural
creation products. Aiming at this, an analysis method of museum cultural creation from the perspective of cultural industry is
proposed. �e order relation method and entropy weight method are applied to extract cultural characteristics. �e optimality
evaluation of the features based on the ordinal relation method aims to make a preliminary judgment on the representation value
of the feature. At the same time, the entropy weight method is introduced to make decisions among various categories of cultural
features. Combining the two methods makes the feature extraction process both objective and scienti�c. It also ensures that the
selected design elements are distinct in priority and do not con�ict with each other. Taking the museum cultural creation product
design based on brocade patterns in the Qing Dynasty as an example, it is proved that the proposed method can e�ectively extract
and transform the cultural features of the cultural relics, which provides a reference for the development of cultural and creative
products of the museum.

1. Introduction

Cultural creation industry, which �ourished in European
and American countries in the 1990s, has become a well-
deserved sunrise industry in the post industrial era and
under the background of knowledge economy [1]. Museum
cultural creation refers to the cultural creation and devel-
opment based on the speci�c cultural relics, culture, regional
style, and spirit in the museum. Museums and their col-
lections carry the unique culture and memory of a country, a
city and a place, and become the main body of the devel-
opment of museum cultural and creative industry [2].

�e development and sales of cultural creation products
can bring additional income to museums and play a better
role in promoting and educating the culture and realizing its
social value [1–3]. When designing museum cultural crea-
tion product, whether it emphasizes interest or marketing
methods, the cultural relics in their collections must be used
as a source of inspiration for design and innovation to
ensure that cultural creation products have cultural attri-
butes and are closely related to the culture they represent.

2. Related Works

�e museum’s tens of thousands of collections provide rich
materials for cultural creation products. Still, the mix and
stack of style elements are insu�cient to design excellent
cultural creation products.Whether the public can recognize
the sales of cultural creation products depends on whether
cultural symbols can bematched with speci�c design carriers
in the design. In the research on the design of cultural
creation products with museums as the main body, Liu et al.
proposed that museum cultural creation products not only
have a symbolic role but also bring a sense of public
awareness by maintaining consistency with museums based
on qualitative interviews and quantitative questionnaires [4].
At the same time, the higher the correlation between cultural
creation products and the exhibits in the museum, the more
likely it is to be accepted by the audience. Prameswari et al.
explored the cognitive process of cultural creation products
from the perspective of cultural schema and constructed a
framework for cultural identi�cation which contains general
mode, plot input, and instantiation model [5]. Gao et al.
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pointed out that the collections are systematic and can be
serially designed using their associations and combinations
[6].

Because of the large number and complexity of a series of
cultural relics with the same theme in the collection, the
extraction of relevant cultural factors is particularly im-
portant. Wang et al. proposed Yantu cultural creation
products design idea by which design factors were extracted
from representative cultural relics, the aspect was evaluated
and screened by combining eye movement experimental
correlation and Kansei engineering, and finally a set of tea
sets was designed [7]. Li et al. proposed an evaluation
method for cultural creation product modeling based on
fuzzy set theory by which an evaluation index system for
product modeling design was established through AHP. 'e
example of fuzzy evaluation shows that this method can
effectively reflect the satisfaction of users, and the analysis
and screening of design elements can improve the quality of
design results [8]. In addition, multiattribute decision-
making [9–14] also provides an idea for museum cultural
creation analysis from the perspective of cultural industry.

However, in the above research, there is still a lack of a
method for evaluating and extracting design elements for
collection resources. As the main body of cultural creation
development, museums are ambiguous in using their re-
sources. 'erefore, in the design process, we must first
excavate the cultural relics in the museum collection around
a certain theme, analyze the cultural characteristics that are
most consistent with the design proposition or have themost
extended value, and assign cultural factors to cultural cre-
ation products. 'is process is usually obtained by visiting
and surveying designers, and the opinions are often sub-
jective without considering the entire creative product de-
velopment process. 'e selected cultural characteristics, that
is, the design elements derived from the connotation and
externality of cultural relics, are important factors for
expressing regional culture in products and indirectly de-
termine the quality of design results.

'erefore, it is necessary to apply scientific methods to
analyze and evaluate them, so as to avoid the strong sub-
jective will of R&D personnel, resulting in the final inability
of cultural and creative products to convey basic semantics.

3. Museum Cultural Creativity Process Analysis

Based on a specific cultural and creative product development
theme, the cultural features are divided according to explicit
and recessive factors through interviews, surveys, and col-
lection of relevant cultural relic information, that is, the
interpretation of cultural features. Secondly, taking the target
user as the object of analysis, the process of using and feeling
the product is explored and the perceptual vocabulary is
obtained. 'e key to the development of museum cultural
creation products is to extract cultural characteristics from the
collection resources, so the early design stage needs to extract
many cultural features comprehensively [15–17].

'e process includes combining perceptual vocabulary
and other index factors, superiority assessment of cultural
characteristics, and obtaining the representative

characteristics of each category and using the entropy weight
method to obtain the most valuable cultural characteristics,
that is, the key dominant characteristics. Based on the
feature extraction results, the transformation process of
designers' design cultural features is guided. Finally, the
effectiveness of the method is verified by taking a repre-
sentative cultural creation product design as an example.'e
process of cultural feature extraction and application is
shown in Figure 1.

3.1. Cultural Feature Extraction. In the extraction of design
elements of museum cultural relics, it is necessary to com-
prehensively consider the influence of the various attributes of
the cultural relics evaluated on the design results of creative
products, such as the dominant features of the beauty of the
product’s external form and the recessive features of the
cultural properties of the cultural relics themselves.

'e explicit appearance of cultural relics collections
carries people’s intuitive experience of the past culture, such
as shape, color, material, texture, pattern, and graphic dec-
oration. 'e dominant characteristics of four dimensions,
including shape, color, material and texture, have been
established through relevant literature and field research.
Recessive features provide the significant cultural value of
museum cultural and creative products, which have tradi-
tional cultural connotations that general commodities do not
have. Recessive features include two dimensions: semantic
layer and connotation layer. 'ey are shown in Figure 2.

'e semantic level of cultural relics reflects its essential
meaning and spiritual outlook, and it is a particular emotion
integrated into the creation. 'e audience can experience it
by appreciating and browsing the cultural relics; the con-
notative level refers to the context and allusions hidden
behind the cultural relics: history and other deeper cultural
information. 'e stories behind these cultural relics reflect
the spiritual core of the times, so they need to be embodied in
the design of cultural and creative products.

'e evaluation indicator is very important for the
implementation of this study. Evaluation indicator system
refers to an organic whole with internal structure composed
of multiple indexes representing the characteristics of all
aspects of the evaluation object and their interrelations.
Cultural feature extraction needs to establish evaluation
indicators and consider the following factors:

(1) 'e matching degree between users’ attitudes and
emotional preferences in the process of using cul-
tural creation products and the perceptual images of
cultural characteristics: a higher matching degree can
avoid the problem of unclear semantics of cultural
creation products, and users can feel the connotation
and temperament of the collection.

(2) Feature scalability: it refers to the elements that can
provide scalability in terms of line, outline, color, and
so on. 'e more complex and changeable the ex-
ternal form of cultural relics, the more evidence-
based the design of cultural and creative products,
and the more ornamental the final result.
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Figure 1: Museum cultural creativity process analysis.
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(3) Feature identifiability: it refers to whether cultural
features are specific, intuitive, and easily understood
by the public. 'e higher the identifiability, the more
representative and salient the feature it is easier to
reflect in creative product design and stimulate users’
cultural identity.

Since the recognition and extensibility of recessive
features do not have an external form, they are abstract
connotations. 'erefore, the evaluation of the two implicit
features only considers the relevance of perceptual seman-
tics, so scalability and identifiability will not be included in
the evaluation indicators.

Finally, the explicit and implicit cultural characteristics of
the cultural relics in the collection are explained, and the legend
and text description of each characteristic are listed. At the
same time, designers with experience in product modeling and
design are invited to score the preliminarily selected series of
cultural relics and cultural characteristics.'ey use four groups
of perceptual word to score the recognizability and scalability.
Scores are all measured using the Likert seven-level scale.

3.2. Cultural Feature Evaluation. Analyzing and evaluating
the indicators of cultural feature can achieve the extraction of
cultural feature of cultural relics in the collection. Extracting
cultural features that are highly recognizable, highly scalable,
and fit with the emotional preferences of cultural creation
product users can ensure the rationality of cultural creation
design results. 'e weight coefficient is determined by the
subjective weightingmethod.'en, the overall evaluation value
of each type of cultural feature is obtained, and they are sorted
separately to get the ranking of the features.

Subjective weighting methods include set-valued sta-
tistical iteration method, AHP, G1 method (order relation
method), and G2 method, among which AHP and order
relation method are the most commonly used. 'e ordinal
relation method improves some of the defects of the AHP. It
can achieve that there is no need to construct a judgment
matrix and no need to carry out a consistency check, thereby
significantly reducing the amount of calculation, and the
method is highly operable. 'e evaluation steps of order
relation method [18, 19] are shown in Figure 3.

Its details are as follows:

(1) Determine the order relationship. Under a certain
evaluation criterion (or objective), the evaluation
indicators x1, x2, . . . , xm of cultural characteristics of
cultural relics are arranged according to the im-
portance, that is, x∗1 >x∗2 > · · · >x∗m; it is considered
that x1, x2, . . . , xm has established an order rela-
tionship according to “>.” Here, x∗j is the i-th
evaluation index (i, j� 1, 2, . . ., m) after {xi} is sorted
according to the order relation “>”. To avoid losing
generality, the order relation is written as
x1 >x2 > · · · > xm.

(2) Determine the degree of importance. Let the expert’s
rational judgment on the importance ratio wk−1/wk

between the evaluation indexes xk−1 and xk of cul-
tural characteristics of cultural relics be

rk �
wk−1

wk
, k � m, m − 1, . . . , 3, 2. (1)

For two indicators xk−1 and xk, the assignment of rk

is as follows:

(i) When xk−1 and xk are equally important, rk � 1
(ii) When xk is slightly more important than xk−1,

rk � 1.2
(iii) When xk is obviously more important than xk−1,

rk � 1.4
(iv) When xk is strongly more important than xk−1,

rk � 1.6
(v) When xk is extremely more important than xk−1,

rk � 1.8
(vi) 1.1, 1.3, 1.5, and 1.7 correspond to the middle of

two adjacent judgments

(3) Calculate the weight coefficient, that is,

wk � 1 + 
m

k�2


m

i�k

ri
⎡⎣ ⎤⎦

− 1

,

wk−1 � rkwk, k � m, m − 1, . . . , 3, 2.

(2)

(4) Calculate the overall evaluation value of each feature
as follows:

yi � 
n

j�1
bijwj(i � 1, 2, . . . , m). (3)

Among them, bij is the value of each evaluation index
of cultural characteristics of cultural relics.

3.3. Key Dominant Features Determination. 'ere is no
absolute relationship between the optimal evaluation re-
sults of different types of cultural characteristics. If they are
directly applied in a superimposed manner, the design will
be unreasonable and even the elements will conflict with
each other. 'erefore, it is also necessary to conduct an
overall evaluation of dominant features (shape, color,
texture, and material), clarify which features have the most
representative value, regard them as key dominant features,
and focus on them in the process of cultural feature
transformation.

Determine the order relationship

Determine the degree of importance

Calculate the weight coefficient

Calculate the overall evaluation value

Figure 3: Order relation method for cultural feature evaluation.
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Considering that the subjective weight calculation
method inevitably has the risk of being affected by subjective
factors, the weighting method is based on the difference-
driven principle; that is, the objective weighting method is
used to evaluate the representative value of each dominant
feature. Objective weighting methods commonly include
meaning square error, range, open grade, and entropy
weight. 'is paper uses the entropy weight method [11, 12]
to determine the corresponding weight coefficient according
to the amount of index information, avoiding the influence
of experts’ subjective factors on the index weight.

Let Xij be the j-th indicator for the i-th cultural feature
(i� 1,2,3, . . ., m; j� 1,2,3, . . ., n). For a given index j, the
greater the difference of Xij, the more information it con-
tains and transmits, and the greater the impact on the entire
system. 'e steps of using the entropy weight method to
evaluate the dominant feature are shown in Figure 4.

Its details are as follows:

(1) Normalize the decision matrix as X � (xij)mn.
(2) Calculate the entropy weight. Let the entropy weight

of the j-th index be ej, then

pij �
xij


m
i�1 xij

,

ej �
−1

ln(m) 
m
i�1 pij ln pij 

,

(4)

where pij is the feature proportion of the i-th
evaluation object of the j-th indicator.

(3) Calculate the objective weight of each indicator el-
ement as

wj
′ �

1 − ej 


n
j�1 1 − ej 

, j � 1, 2, . . . , n. (5)

(4) Calculate the overall evaluation value of each
dominant feature as

yj
′ � 

n

j�1
bijwj
′, i � 1, 2, . . . , m. (6)

3.4. Cultural Feature Transformation. 'e reason why cul-
tural relics can continue and spread cultural values is that it
has a symbolic function for its characteristics, which to-
gether constitute the cultural symbols of cultural relics.
Cultural feature extraction for cultural relics in museum
collections is to reconstruct the symbols representing the
semantics of cultural relics and apply them to the devel-
opment of cultural and creative products.

Step 1. Obtain the optimal results of key dominant features
by the entropy weight method and use them as the core
elements of cultural and creative product modeling. After
feature variation, extension, and other operations, and at the
same time, cross and combined experiments with different

dominant feature optimization results are carried out to
form product design schemes.

Step 2. Use the methods of metaphor, symbolism, and
exaggeration to combine invisible features with the use and
interaction of products and integrate them into the design
elements of cultural and creative products as an added value.

4. Case Study

Based on the above processes and methods, we apply the
proposed method to actual design cases for verification. Buzi
pattern of Nanjing Yunjin in the Qing Dynasty is taken as
the development object of cultural creation products and
used to design daily necessities. After on-site visits and
investigations, six cultural relics in the collection are se-
lected, as shown in Figure 5. 'e cultural features of cultural
relics are interpreted according to the meaning of explicit
and implicit characteristics. For example, the cultural fea-
tures of the sample cultural relics can be split and named as
the shape feature F11, the color feature F12, the texture
feature F13, the material feature F14, the implicit semantic
feature F15, and the connotation feature F16. A table of
interpretations of cultural characteristics of cultural relics in
the collection is established for subsequent evaluation, which
is shown in Figure 5.

In the early design stage, it is necessary to analyze the
attitudes and perceptual images in the target population (such
as history lovers, tourists, collectors) towards cultural creation
products to provide a reasonable basis for evaluating and
extracting cultural characteristics. By consulting books and
literatures, we collected 346 words from user comments on
the online platform that could express target population’s
perceptual attitudes toward cultural creation products,
remove similar and repeated words, and preliminarily select
80 effective words, including positive and negative attitudes.

K-means cluster analysis method [20, 21] is used to
divide the perceptual vocabulary into four categories, and
the samples with the closest Euclidean distance to the center
are selected according to their classification.'e four groups
of word pairs are obtained, respectively, as shown in Table 1.

'e various cultural characteristics of cultural relics are
evaluated by the order relation method. 'e four groups of
perceptual word pairs and the degree of feature recognition

Normalize the decision matrix

Calculate the entropy weight

Calculate the objective weight of each
indicator element 

Calculate the overall evaluation value of each
dominant feature 

Figure 4: Entropy weight method to evaluate the dominant feature.
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and the degree of feature expandability are recorded as
X1, . . . , X6 in turn. As mentioned above, 20 designers with
experience in cultural and creative product design were
invited to score each characteristic element in the cultural
characteristic definition table according to 6 indicators.

For example, the experts’ scores on the morphological and
cultural characteristics of 6 cultural relics were calculated by the
average and variance. 'e ranking of the evaluation indicators
by experts is as follows: mild/incisive> feature recog-
nition> feature expandability>flamboyant/steady>mascu-
line/feminine>delicate/dignified, establishing an order
relationship:X2 >X5 >X6 >X1 >X4 >X3; the ratio is r2 � 1.4,
r3 � 1.0, r4 � 1.5, r5 � 1.2, and r6 � 1.2. 'erefore, the weight
coefficients w1 � 0.1312, w2 � 0.2751, w3 � 0.0913, w4 � 0.1093,
w5 � 0.1971, and w6 � 0.1972 are obtained.

Based on the screened scoring results, the overall evaluation
value of the morphological characteristics of each cultural relic
is obtained as y1� 4.8955, y2� 4.1889, y3� 4.3645, y4� 3.9322,
y5� 3.1666, and y6� 3.5731. 'e optimality ranking is
F11>F31>F21>F41>F61>F51, indicating that the cultural relics
of the brocade tiger pattern in Qing Dynasty have the best
evaluation results ofmorphological characteristics and aremost
suitable for use in the design of cultural creation products.

In the same way, the rest of the dominant cultural
characteristics (color, texture, and material) are evaluated
and processed using the ordinal relation method. When
evaluating the implicit features, the two indicators of rec-
ognition and scalability are omitted. Only the matching
degree between the semantics and connotation of cultural
relics and the four sets of perceptual word pairs is con-
sidered. 'e assessment results for all cultural features are
shown in Table 2.

'e entropy weight method is used to evaluate the four
dominant features and analyze their importance. First, the
expert scoring results of the six sample cultural relics are
averaged according to each feature, and the overall evalu-
ation scores of the features shown are obtained by rear-
rangement as shown in Table 3.

'e weights of the six evaluation indicators can be
obtained as follows: w1′� 0.1072, w2′� 0.1471, w3′� 0.1263,
w4′� 0.1204, w5′� 0.1002, and w6′� 0.3962. 'en, the overall
evaluation value of each dominant feature can be obtained:
y1′� 3.9234, y2′� 3.7228, y3′� 3.6808, and y4′� 3.8664. 'e
order of dominant features is obtained:
shape>material> texture> color. 'erefore, shape and
material are the key dominant features, and the corre-
sponding features F11 and F54 are the most worthy of ap-
plication in the design of cultural creation products.

In the design and application of cloud brocade patterns
in the Qing Dynasty, the first is to carry out design posi-
tioning, that is, select reasonable products and analyze the
product category, actual function, target population, and so
on. 'en, the brocade pattern of the Qing Dynasty is or-
ganically integrated with the product as a cultural and ar-
tistic symbol, so as to increase the cultural added value of the
product itself, realize the functional transformation of
brocade art in the contemporary era, and realize the in-
heritance and promotion of Chinese culture. Based on the
results of cultural feature extraction, an artistic and creative
product of daily necessities and its packaging design is
developed for the museum. While reflecting the theme, it
expresses the long history of Chinese traditional culture, so it
is named “white tiger” series design, and poster design is
carried out to promote the design as shown in Figure 6.
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Figure 5: Cultural relics and their cultural feature interpretation.
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5. Conclusion

Brocade patterns in the Qing Dynasty have high aesthetic
value and cultural value and are very valuable Chinese
traditional cultural heritage. In the new era, we need to
promote and inherit this traditional art by enhancing the
spiritual function and artistic modernity. Taking the four
grade tiger pattern of military officer as an example, we
extract the artistic elements and make secondary artistic
innovation and regenerate the design and application of the
brocade pattern of the Qing Dynasty in combination with
modern design and current aesthetics, so as to better inherit
this excellent cultural heritage and make contemporary
people better understand the brocade culture. At the same

time, the design application of “white tiger” series design
also reflects the organic integration of tradition and mo-
dernity, provides new ideas for the inheritance of traditional
culture and the improvement of the added value of modern
products, and can be used as a reference for the design of
visual cultural and creative products.

Using museum collection resources to develop and
market cultural creation products can present culture and
exhibition content vividly to the public, which are the
common needs of museums and society. In the designing of
cultural creation products for a certain theme, the cultural
symbols need to be incorporated into the shape and the
emotional preferences of the target group need to be fit.
'erefore, it is necessary to integrate perceptual factors into
assessing cultural relic features.

'e cultural feature application is based on the feature
extraction results. Some features are taken as the key content
to be expressed in the design, and relying on human-
computer interaction, the “lively and flexible” semantic
features can be shown by the designed products. 'e final
design example proves that the order relation entropy weight
method can effectively extract and transform the cultural
features of the cultural relics, which provides a reference for
the development of cultural and creative products of the
museum. With the continuous development of artificial
intelligence andmany other technologies, the evolution of its
enabling interactive experience from graphical interactive
interface to natural interactive interface has become an
inevitable trend. Museum cultural creation design research
also needs to actively explore new research fields under
artificial intelligence, emotional computing, and emotional
recognition from the perspective of interaction design and
experience design.
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At present, sports dance teaching still tends to “demonstration” training. Students have limited time and space for autonomous
learning, and their enthusiasm for participation is not high, which leads to a decline in classroom learning e�ciency. In view of
this, video teaching has become popular in sports dance classrooms, providing a new model for sports dance teaching. Video
recommendation is particularly important for the improvement of teaching quality. A sports dance video recommendation
method based on style is proposed.  e factorization machine model is used to combine features and process high-dimensional
sparse features, the deep neural networkmodel is adopted as the value function network of the deep Q-learning algorithm, and the
deep Q-learning algorithm is used as the decision function to solve the recommendation accuracy and diversity question. rough
the application experiment of sports dance video recommendation, it is resulted that the recommendation accuracy of the
proposed model is slightly higher than that of traditional recommendation algorithm and the recommendation diversity is
obviously better than that of traditional recommendation algorithm.  e advantages and feasibility of the proposed model
are veri�ed.

1. Introduction

Sports dance is a way of sports, which needs re�ning, or-
ganization, arrangement, and technical processing. Its main
mean of the expression is to show the �exible footwork and
beautiful dance posture of various rhythms of the human
body, and express feelings and re�ect social life through this
artistic form [1–3]. It is mainly composed of 10 dance types in
two series: modern dance and Latin dance. With the progress
of society, there has been an upsurge of national �tness, and
there has been an upsurge of popularizing and popularizing
sports dance in the society. Due to the accelerated pace of life
today, many people are busy with work and hope to enrich
their spare time activities. However, because dance learning
is usually taught by participating in training courses, many
people do not have much time to learn.  erefore, it has
become a trend to teach students sports dance by recording
videos and video recommendations.

 e traditional manual teaching process of sports dance
is mainly divided into two parts: teachers’ explanation of
theoretical knowledge and teaching purpose, learning, and
guidance of practical courses [4–7].  e second part is the
focus of learning. It includes teachers’ dance demonstration
performance and explanation, correct requirements and
practice of dance posture, decomposition practice of turning
step and �ower step, mutual cooperation between male and
female partners, dance practice, dance appreciation, har-
monious practice of music, etc.

 e sports dance video recommendation system actually
uses the existing computer technology to present the process
of sports dance teaching to students in the form of video
recommendation and applies the recorded sports dance
teaching video course to real teaching [5, 7].  e design and
development of sports dance teaching video recommen-
dation system make the teacher’s teaching content displayed
in the form of video.  rough the real-time recording of the
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teacher’s dance scene, students can learn more clearly and
quickly. At the same time, it also plays a positive role for
students to watch the teaching process repeatedly and take
care of students at different levels. In addition, through
computer technology, the video teaching of sports dance can
also be presented to the students in the form of forums or
discussion groups so that the students can no longer learn at
a single point, but can learn and communicate with other
students in time through the network, learn from each
other’s strengths, and make up for their weaknesses, to
promote communication among students, improve stu-
dents’ learning interest, and stimulate students’ learning
enthusiasm [7].

It can be seen that sports dance video recommendation is
of great significance to improve the quality of sports dance
teaching. +e research on sports dance video recommen-
dation method not only solves the learning constraints of
time and space in the process of sports dance teaching but
also makes the teaching process reproducible and decom-
posed, and provides support for the development of video
teaching.

2. Related Works

Recommendation systems [8, 9] have gradually produced a
variety of solutions and become an independent discipline
now. Many achievements have been achieved in industry
applications. +e recommendation system itself analyzes
and studies the behavioral preferences of users through data
information mining and establishes a user-specific interest
model, thereby recommending information that may satisfy
their interests. Traditional recommendation system algo-
rithms can be roughly divided into three types: collaborative
filtering recommendation, content-based recommendation,
and hybrid recommendation.

Although traditional recommendation algorithms can
solve most information filtering problems, they cannot solve
the problems of data sparseness, cold start, and repeated
recommendation problems. In recent years, many compa-
nies have used deep learning, multi-arm gamblingmachines,
and other algorithms to improve and have obtained good
recommendation results in response to the above issues.
YouTube [10] used deep learning for video recommendation
prediction for the first time in the recommendation system.
It successfully filtered and extracted the video content users
were interested in from the large-scale data volume and
recommended it. Acar et al. [11] proposed an offline eval-
uation method and controlled experiment based on
streaming data. Karatzoglou et al. [12] systematically pro-
posed to apply deep learning to traditional recommendation
systems, adding deep learning to the conventional content
recommendation and collaborative filtering recommenda-
tion methods to deal with recommendation prediction of
large-scale data volume.+erefore, deep learning has become
a hot spot in current recommendation system research.

At present, most of the recommendation algorithms are
based on the static recommendation process and generate a
fixed recommendation strategy by collecting and processing
a large amount of data information, such as multicriteria

decision-making method [13–22], which has a significant
improvement in solving the diversification of information
recommendation. +e problem of cold start is also unable to
adapt to the short-term interest changes of users and make
effective information recommendations. +erefore, many
scholars began to try to use reinforcement learning [23] to
solve the problems in the recommendation system. Rein-
forcement learning is a learning algorithm based on the
interaction of the environment. It has developed indepen-
dently from the two fields of animal behavior research and
optimal control. It has been abstracted and formalized as a
Markov decision process problem. Later, through the study
of many scientists, a relatively complete system, approximate
dynamic programming was formed. Reinforcement learning
[23] is a dynamic interactive learning strategy algorithm.
+erefore, reinforcement learning is used to solve cold start
problems and the inability to adapt to users’ short-term
interest recommendation in recommendation algorithms.
Taghipour et al. [24] first proposed to use the Q-learning
algorithm combined with web page information to solve the
problem of web page recommendation. However,
the Q-learning learning algorithm cannot effectively solve
the recommendation task of the Markov decision process
with large state space and action space. Choi [25] proposed a
biclustering learning algorithm to alleviate the above
problems, but the effect was not expected. +e deep
Q-learning deep reinforcement learning algorithm [26] used
the value function estimation method, and it solves the
problems existing in the Markov decision-making process
[27] by iterating the Bellman equation to achieve conver-
gence to the optimal value function. +e proposal of policy
gradient solves the problem that the value is difficult to
calculate, and this method can directly learn the policy.

3. Markov Decision Process

Markov decision process is a mathematical model of se-
quential decision. It is used to simulate the randomness
strategy and return that can be realized by agents in the
environment where the system state has Markov nature.

Markov decision process is built based on a set of in-
teractive objects, that is, agents and environment. +e ele-
ments include state, action, strategy, and reward. In the
simulation of Markov decision process, the intelligent ex-
perience perceives the current system state and acts on the
environment according to the strategy, so as to change the
state of the environment and get rewards. +e accumulation
of rewards over time is called reward.

+e theoretical basis of Markov decision process is
Markov chain, so it is also regarded as a Markov model
considering action.+eMarkov decision process established
in discrete time is called “discrete-time Markov decision
process”; on the contrary, it is called “continuous time
Markov decision process.” In addition, Markov decision
process has some variants, including partially observable
Markov decision process, constrained Markov decision
process, and fuzzy Markov decision process [27].

+e factorization machine algorithm is used to combine
features and deal with high-dimensional sparse features,
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effectively learn the cross-hidden relationship between
features, and then use the deepQ-learning algorithm to solve
the optimal value of the recommendation decision. First, the
core point of sports dance video recommendation is to
simulate the recommendation process as a Markov decision
process.+e initial state of the agent is s0, and then, an action
a0 is selected from the action set to execute. After execution,
the agent will follow the action a0. +e agent s0 changes to
the next state s1 according to the reward function of action
a0, and then, the action a1 is selected, and the above steps are
continuously looped until a strategy chain reaches the re-
ward accumulation value, which is selected.

Combined with sports dance video recommendation, the
Markov solution process can be more refined. +e user and
the recommendation system can be simulated as two dy-
namic interactive objects, as shown in Figure 1. In a time
slice t, the recommendation system obtains the user’s
viewing record st, trains the action set A through the reward
function of st, and then selects the sports dance video with
the highest reward value in A to recommend to the user,
obtain the user’s rating for the video, and put it into the
experience pool to continue training the recommendation
strategy.

In general, the Markov decision process is a Markov
reward process with decision making, which means that all
states have Markov properties, that is, when a random
process is given a current state and all past states. In the case
of the conditional distribution probability of its future state
depend only on the current state, the Markov property can
be expressed in mathematical form as a state st has Markov
property if and only if it satisfies

P St−1|St  � P St+1|S1, . . . , St . (1)

A Markov decision process can consist of quintuples
〈S, A, P, R, c〉.

S is the set of all environmental states, and st ∈ S rep-
resents the current Agent’s state st at time t. +e evaluation
of sports dance video is used for testing, and s is defined as
st � movie1t , . . . ,movien

t , here denoted as the top n videos
watched and rated by the user.

A is the set of limited executable actions of the agent, and
A is the set of all videos recommended to the user. +e text
at ∈ A is represented as the recommended action obtained by
the agent through the reward function training at time t, that
is, the sports dance video advised by the recommendation
system agent to the user through st at the current time.

P is the state transition probability matrix, and the
mathematical formula is as follows:

p
aτ
ss′

� P St+1 � s′|St � s, At � at , (2)

where St represents the state at time t, St+1 represents the
state at time t + 1, and At represents the actions of different
videos recommended by the recommendation system agent
to the user at time t. When the time t ends, it turns to time
t + 1, and then, the recommendation system agent will
update the state St+1 at time t + 1 to st+1 � movie1t ,

. . . ,movien
t , at}.

R is the reward function of the current Markov reward
process [10]. At time t, state st is the reward expectation
obtained by A entering state st+1. +e mathematical formula
is defined as follows:

Rs � E Rt+1|St � s . (3)

For the videos recommended by the recommendation
system agent, users have different scores of movie ratings to
generate various movie feedback, so at time t, the recom-
mendation system agent will obtain instant rewards
according to varying feedback as Rt � (st, at). c is the dis-
count factor, and its value range is generally specified as
c ∈ (0, 1). +e discount factor is used to adjust the impact of
future rewards on the current accumulated rewards. If c � 0,
it means that the recommendation system agent pays more
attention to the earned reward in time; when c � 1, it means
that the recommendation system agent pays more attention
to the long-term accumulated reward.

From the above definition, it can be concluded that the
task of the recommendation system agent is to achieve the
learning process of maximizing the reward function through
the optimal recommendation strategy [11]. At time t, the
mathematical definition of reward Gt is as follows:

Gt � Rt+1 + cRt+2 + c
2
Rt+3 + · · · � 

∞

k�0
c

k
Rt++k+1. (4)

4. Algorithm

4.1.Concepts. One-hot coding combined with the FMmodel
is used to preprocess the data, and then, the deep Q-learning
algorithm in deep reinforcement learning is used as the
sports dance video recommendation algorithm. +e deep
Q-learning algorithm is based on the approximate iteration
of the value function. It uses a deep neural network as a
Q-value network to extract complex features. One-hot
encoding can represent the discrete features in the dataset
with numbers. Still, one-hot encoding will introduce the
problem of sparse features, so the factorization machine
algorithm is used to solve the problem of difficulty in dealing
with combined features under the condition of light features.

+e ultimate goal of using the deep Q-learning algorithm
for a sports dance video recommendation is to obtain the
optimal recommendation strategy by maximizing the long-
term cumulative reward. +e first step is to perform feature
extraction on the original data and use the user’s rating for
the movie as the reward value. Figure 2 shows the corre-
sponding original data structure. Due to the existence of
discrete features in the original data set, the deep Q-learning
algorithm cannot directly use it as the input data of the value
function network.

+erefore, one-hot coding encodes the discrete features
and expands the discrete features into the Euclidean space.
+e values of discrete features can correspond one-to-one
with points in Euclidean space. From the aspect of model
training, not only can the distance between different features
be calculated more reasonably, but also can the nonlinear
ability of the model be improved. +e principle of one-hot
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encoding is to use the N-bit status register to encode n states
with different codes, each attribute has its independent
register bit, and only one bit indicates whether it is valid or
not at any time. As shown in Table 1, the feature set is
processed by using one-hot encoding.

Since one-hot encoding will introduce the problem of
feature sparseness, which will cause the dimensional disaster
of the neural network, the factorizationmachine algorithm is
used to perform further feature processing on the feature set.
A second-order polynomial model is used. A combination of
features xi and xj is used, where xixj represents the com-
bined feature, xi is the value of the ith feature, and n rep-
resents the number of features of the sample. w0, wi, and wij

are model parameters, respectively. +e second-order
polynomial model is as follows:

y(x) � w0 + 
n

i�1
wixi + 

n−1

i�1


n

j�i+1
wijxixj. (5)

Matrix decomposition is used to solve wij. It is known
that in model-based collaborative filtering, the user matrix
and the sports dance video matrix can form a unique rating
matrix. For each user and video, a hidden vector can be used
to represent it. Different users and videos are represented as
different two-dimensional vectors. +e dot product of the
user vector and the movie vector is the user’s rating of the
movie in the matrix.

It can be seen from the definition that for any N × N real
symmetric matrix, this real symmetric matrix has N linearly
independent and can be orthogonalized to get a set of ei-
genvectors, which are orthogonal and have amodule of 1. So,
the real symmetric matrix A can be decomposed into

A � ς∧ςT
, (6)

where ∧ is defined as a real diagonal matrix, andQ is defined
as an orthogonal matrix.

Similarly, suppose there is asymmetric matrix W con-
sisting of all the current quadratic parameters wij; in that
case, this matrix can be decomposed in the form of
W � V∧VT, where the jth column of V is defined as the
latent vector of the jth dimension feature. +e inner product
of the latent vector corresponding to xi and the latent vector
corresponding to xj is equal to the cross-term coefficient of
the feature components xi and xj, so each parameter of the
symmetric matrix can be defined as wij � 〈vi, vi〉.

+e deep Q-learning algorithm uses a deep neural
network with a weight parameter of θ as the network model
of this deep neural network’s action-value function. +e
weights and biases are represented by θ and c, respectively.
+e loss function of the deep neural network model is as
follows:

Li θi(  � E r + cmaxQ s′, a′, θi  − Q s, a, θi(   . (7)

+e structure diagram of the deep neural network is
shown in Figure 3.

It can be seen from the structure diagram that the deep
neural network consists of an embedding layer and three

video 1
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video 3

sports dance videos
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Modern 
dance
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Figure 2: Sports dance video and its features.

user's viewing record
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reward
function

highest reward value

recommendation
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user

ASt

Figure 1: Reinforcement learning basic architecture.
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fully connected layers, and each neuron will use the acti-
vation function for calculation before outputting the result.
Sigmoid function is used as the activation function of the
deep neural network to meet the requirements of effectively
learning sparse features.

To facilitate the calculation, the number of neuron nodes
in the embedding layer and the fully connected layer is set to
the exponential power of 2. +e depth of the network is
increased in multiples of 2 in turn. Assuming that the
number of sports dance videos in the recommendation
system is M, the number of output nodes is M, and the
output node will output the predicted reward value of each
video after it is recommended.

4.2. Deep Q-Learning Algorithm for Sports Dance Video
Recommendation. Due to using the same network to gen-
erate the following target Q and estimate the current Q, it
can lead to oscillations and even divergence. +erefore, deep
Q-learning uses experience replay and target network
methods to solve this problem.

Experience playback means that during the interaction
between the agent and the environment, the experience is
stored in the experience pool D. Each training will randomly
sample a small batch of data fromD for training to eliminate
the correlation between samples. Its function is to destroy
the correlation between the series and solve the correlation
between the Q-value and the target Q-value. +e target
network does not interact with the environment, nor is it
updated at every step, only at certain stages. Each update
assigns the current network parameters directly to it.

+e process of the deep Q-learning movie recommen-
dation algorithm is as follows:

(1) Initialize experience poolDwith capacity N, which is
used for historical experience recovery. Use the deep
neural network as the network model of the current
predicted action-value function Q value, and ini-
tialize the weight parameter θ of the network model.
Set the number of rounds of model training asM, the
maximum number of training times the agent can
perform. Initialize the input of the Q-value network
model, information the scoring matrix processed by
the FM algorithm, and calculate φ1 � φ(s1).

(2) Repeat the single empirical trajectory time step
from t � 1 to T.

(3) Repeat the sports dance video recommendation
training for each user from u � 1 to U.

(4) Take the user’s initial rating as the initial movie
recommendation state S, and select a randommovie
plan with probability ε for recommendation.

(5) If the recommended movie is a movie that the user
likes, update the current movie recommendation
state as

St + 1 � St ∪ a. (8)

(i) +en set the reward to r� 1, and calculate the
input sequence as follows:

(6) If the recommended movie is a movie that the user
likes, update the current movie recommendation
status to St+1 � St, set the reward to r� 0, and add
(φt, a, r, φt+1) to the experience pool D, and
compute the input sequence φt+1 � φ(St+1) for the
next time step.

(7) Randomly sample a small batch of stored samples
(φt, a, r, φt+1) from the experience pool D.

(8) If the current state is an end state, set yi� ri, if the
current state is a nonend state, then set

yi � ri + cmaxa′Q ϕj+1, a′, θ . (10)

(9) Calculate loss function using gradient descent
algorithm

Li θi( �E r+cmaxa′Q ϕj+1,a′,θ −Q s,a,θi(   . (11)

(10) Output value function network.

+e flow chart of the algorithm is shown in Figure 4.

Table 1: Sports dance video feature set based on one-hot encoding.

Sports dance videos
Features

Modern dance Latin dance Elegant Melody sense Dignified Enthusiastic Ebullient
Video 1 1 0 1 1 0 0 0
Video 2 1 0 0 0 1 0 0
Video 3 0 1 0 0 0 1 1

Embedding
layer

Fully
connected

layer

Fully
connected

layer

Fully
connected

layer

Output
layer

Figure 3: Deep neural network structure.
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5. Case Study

Experimental hardware environment is one PC, 8GB
memory, and 256GB hard disk. +e operating system of the
testing platform is Windows 10, the programming language
is python language, and the programming is carried out on
the Jupyter Notebook. +e experiment uses the dataset of
sports dance video evaluation, including 10000 rating rec-
ords for 100 sports dance videos by 400 users (teachers and
students).

To verify that the video recommendation algorithm
based on deep reinforcement learning is better than the
traditional collaborative filtering algorithm, we will compare
the deep Q-learning algorithm (DQLA) and the collabo-
rative filtering algorithm (CFA) on recommendation ac-
curacy and video recommendation diversity at the same
dataset and then analyze the two algorithms.

+e recommendation accuracy in the experiment is
defined as the proportion of users’ scores for sports dance
videos, and the diversity of videos recommendations in the
experiment is defined as the proportion of the types of
recommended videos in the total types.

According to the experimental design, the accuracy of
the two algorithms is compared. +e comparison results are
shown in Table 2.

A comparison of recommendation accuracy of DQLA
and CFA is shown in Figure 5.

It can be seen from the comparison chart that when the
recommendation number of sports dance videos is less than
45, the accuracy of DQLA is slightly lower than that of the
traditional CFA. Still, its recommendation effect shows an
upward trend. When the recommendation number of sports
dance videos is more than 45, the recommendation accuracy
of DQLA is obviously better than that of CFA; when the peak
of the optimal number of recommendations is reached, the

recommendation accuracy gradually decreases, but it is also
higher than the recommendation accuracy of CFA under the
same conditions. +is shows that under the premise of
increasing the number of video recommendations, the
recommendation accuracy of DQLA is significantly higher
than that of CFA. +erefore, it is proved that using the deep
Q-learning algorithm of deep reinforcement learning for
sports dance video recommendation is beneficial to improve
the accuracy of recommendation.

According to the experimental design, the recommen-
dation diversity of the two algorithms is compared. +e
comparison results are shown in Table 3.

A comparison of recommendation diversity of DQLA
and CFA is shown in Figure 6.

It can be seen from the comparison chart that DQLA
always has a higher diversity ratio of sports dance video
recommendation than CFA in the sample interval, and its
diversity recommendation effect has been on the rise. +is
shows that when the deep Q-learning algorithm of deep
reinforcement learning is used for sports dance video rec-
ommendation, the diversity effect of video recommendation
has been significantly improved.
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Figure 4: Sports dance video recommendation algorithm.

Table 2: Recommendation accuracy of DQLA and CFA.

Number of sports
dance videos

Recommendation accuracy
DQLA CFA

15 0.1609 0.2122
25 0.1768 0.2036
35 0.1877 0.2001
45 0.1956 0.1944
55 0.2066 0.1912
65 0.2102 0.1867
75 0.1978 0.1841
85 0.1861 0.1812
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Figure 5: A comparison of recommendation accuracy of DQLA
and CFA.
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6. Conclusion

By using the deep reinforcement learning method, the deep
Q-learning algorithm is used for sports dance video rec-
ommendation training and compared with the collaboration
filtering algorithm in the accuracy and the diversity of sports
dance video recommendation. +e comparison results show
that the accuracy of sports dance video recommendation is
better than the traditional collaboration filtering algorithm
when the number of sports dance video recommendation
reaches a specific number, and the diversity of sports dance
video recommendation is obviously better than that of the
collaboration filtering algorithm. It can be proved that the
application of deep reinforcement learning to sports dance
video recommendation can effectively solve the problems of
inaccurate recommendation of traditional recommendation
algorithms and single recommendation content. At the same
time, the deep reinforcement learning algorithm can better
learn the user’s interest characteristics to provide a better
video recommendation solution for the user. However, the
deep Q-learning algorithm cannot solve the cold-start video
recommendation problem. +erefore, next we will be to
study how the recommendation system can still accurately
locate the user’s video of interest when there is no user’s
video viewing history data.
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and burnout in sport and dance,” Physikalische Medizin,
Rehabilitationsmedizin, Kurortmedizin, vol. 59, no. 03,
pp. 135–140, 2020.

[7] A. F. Zhao, “Sports dance teaching based on virtual envi-
ronmen,” Basic and Clinical Pharmacology and Toxicology,
vol. 127, p. 244, 2020.

[8] M. Robillard, R. Walker, and T. Zimmermann, “Recom-
mendation systems for software engineering,” IEEE Software,
vol. 27, no. 4, pp. 80–86, 2010.

[9] R. Kumar, P. Raghavan, S. Rajagopalan, and A. Tomkins,
“Recommendation systems: a probabilistic analysis,” Journal
of Computer and System Sciences, vol. 63, no. 1, pp. 42–61,
2001.

[10] Y. Gao, S. Chen, and X. Lu, “Research on reforcement
learning technology: a review,” Acta Automatica Sinica,
vol. 30, no. 1, pp. 86–100, 2004.

[11] E. Acar, F. Hopfgartner, and S. Albayrak, “Fusion of learned
multi-modal representations and dense trajectories for
emotional analysis in videos,” in Proceedings of the 2015 13th
International Workshop on Content-Based Multimedia
Indexing (CBMI), Prague, Czech Republic, June 2015.

[12] A. Karatzoglou and B. Hidasi, “Deep learning for recom-
mender systems,” in Proceedings of the 11th ACM Conference
on Recommender Systems (RecSys), Como, Italy, 2017.

[13] L. Li, C. Mao, H. Sun, Y. Yuan, and B. Lei, “Digital twin driven
green performance evaluation methodology of intelligent
manufacturing: hybrid model based on fuzzy rough-sets AHP,
multistage weight synthesis, and PROMETHEE II,” Com-
plexity, vol. 2020, Article ID 3853925, 24 pages, 2020.

[14] A. A. Ganin, P. Quach, M. Panwar et al., “Multicriteria de-
cision framework for cybersecurity risk assessment and

Number of sports dance videos
15 25 35 45 55 65 75 85

0.42

0.43

0.44

0.45

0.46

0.47

0.48

0.49

0.5

0.51

Re
co

m
m

en
da

tio
n 

di
ve

rs
ity

DQLA

CFA

Figure 6: A comparison of recommendation diversity of DQLA
and CFA.

Table 3: Recommendation diversity of DQLA and CFA.

Number of sports
dance videos

Recommendation diversity
DQLA CFA

15 0.4711 0.4322
25 0.4801 0.4388
35 0.4878 0.4431
45 0.4892 0.4492
55 0.4913 0.4551
65 0.4934 0.4580
75 0.4966 0.4652
85 0.4981 0.4698

Scientific Programming 7



management,” Risk Analysis: An Official Publication of the
Society for Risk Analysis, vol. 40, no. 1, pp. 183–199, 2020.

[15] L. Li, J. Hang, H. Sun, and L. Wang, “A conjunctive multiple-
criteria decision-making approach for cloud service supplier
selection of manufacturing enterprise,” Advances in Me-
chanical Engineering, vol. 9, no. 3, Article ID
168781401668626, 2017.

[16] M. Sayan, T. Sandlidag, N. Saltanoglu, and B. Uzen, “+e use
of multicriteria decision-making method—fuzzy VIKOR in
antiretroviral treatment decision in pediatric HIV-infected
cases - ScienceDirect,” Applications of Multi-Criteria Deci-
sion-Making @eories in Healthcare and Biomedical Engi-
neering, vol. 18, pp. 239–248, 2021.

[17] L. H. Li, J. C. Hang, Y. Gao, and C. Y. Mu, “Using an in-
tegrated group decision method based on SVM, TFN-RS-
AHP, and TOPSIS-CD for cloud service supplier selection,”
Mathematical Problems in Engineering, vol. 2017, Article ID
3143502, 14 pages, 2017.

[18] L. Li, T. Qu, Y. Liu et al., “Sustainability assessment of in-
telligent manufacturing supported by digital twin,” IEEE
Access, vol. 8, Article ID 175008, 2020.

[19] G. Sir and E. Sir, “Pain treatment evaluation in COVID-19
patients with hesitant fuzzy linguistic multicriteria decision-
making,” Journal of Healthcare Engineering, vol. 2021, Article
ID 8831114, 11 pages, 2021.

[20] L. Li and C. Mao, “Big data supported PSS evaluation decision
in service-oriented manufacturing,” IEEE Access, vol. 8,
no. 99, p. 1, 2020.

[21] Y. Li and L. Li, “Enhancing the optimization of the selection of
a product service system scheme: a digital twin-driven
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As an emergingmultimedia technology, VR technical ability has gradually become the discuss direction ofmany scholars.�e 3d virtual
space created by computer allows users to get the feeling and depth of the real environment in VR interaction.. �e application of VR
technical ability in relevant disciplines that integrate both ideological and political aspects is to promote ascension of the limitations of
time and space in the teaching process, to add more impetus to politics, and to continuously innovate ideas in academies and
universities. �e diversi�cation of political teaching models is heightened, and teaching e�ects in multiple dimensions are improved.

1. Introduction

In the wake of vigorous becoming di�erent of high and new
technology, information technology has built a digital world,
digital survival has become a new form of human survival,
and VR technical ability has gradually become a �eld of
research by scholars in current social development and ap-
plication. Virtual reality technology uses sensing devices to
enable experiencers to interact with things in all directions in
virtual space without limit [1]. VR technical ability is con-
sidered to have the general characteristics of high immersion,
interaction, and imagination. By simulating reality realisti-
cally, VR technical ability has a profound impact on people’s
practical activities, cognitive activities, and ways of thinking
[2, 3]. Guide College deeply roots their patriotism and strives
to become newcomers of the era who are responsible for
national rejuvenation. �erefore, the integration is of great
signi�cance to enhance the e�ectiveness of education, and it is
also an urgent task for college educators [4].

2. The Application Status of Ideological and
Political Education of Virtual
Reality Technology

VR technical ability is an original computer that gradually
grows and reaches certain heights in 20th-century

technology. “Father of Virtual Reality” Jaylen Lanier crea-
tively pointed out in his book “Virtual Reality: A New
Beginning of Vientiane” that virtual reality is a medium that
can carry the hope of dreams [5–7].

2.1. Application of VR Technical Ability in Ideological and
Political Education Courses. �e essence of the application
of VR technical ability in thought together with political
courses is the innovation of guiding pattern, speci�cally the
integration of online and o�ine and virtual and real
teaching. Although the virtual reality teaching mode can
improve the single, it cannot completely replace the con-
ventional guiding pattern and it still occupies a central
position. �erefore, it is required to interact online and
o�ine and combine virtual and reality [8, 9].

(1) VR technical ability connects historical and real
knowledge, enriching the guiding content of thought
together with political courses in the �ve thousand
years of Chinese history, and it is a signi�cant re-
source and material for thought together with po-
litical teaching. Crouch said that “All history is
contemporary history.” Di�erent histories stand in
di�erent eras and have di�erent interpretations and
understandings. For the study of former times, David
Tebrau once proposed the “history room.” As an
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educational environment, the “history room” can
help scholars better understand specific historical
figures or complex historical events and help them
see Qing’s position in constant up-growth in former
times. VR technical ability is equivalent to providing
a “history room” in thought together with political
guiding, which can restore the substance of the
former times in a virtual form, and educated people
can feel and experience from a contemporary per-
spective. History is engaged, learned, and analyzed.
%e spark of knowledge created by the combination
of the former times and modernity not only enriches
the content of thought together with political lesson
but also broadens the thinking and thinking of the
educated. An analogy is made: CCTV launched a
digital online exhibition hall of the same name,
which uses panoramic virtual technology to display
360 degrees. Visitors can get an immersive and
roaming viewing experience with their mobile
phones or computers and experience the great his-
tory and brilliant achievements of the 70 years.

(2) VR technical ability promotes the combination of
theory and practice and improves the guiding
function of thought together with political courses.
Practice is the basis of cognition, and cognition in
turn has a guiding part in practice. %e development
of thought together with political guiding activities
requires the combination of theory and practice. %e
presentation of the effect of thought together with
political guiding is also a process from internaliza-
tion to externalization, from theory to practice. In
the process of thought together with political
teaching, classroom teaching focuses on the learning
of theory, while practical teaching emphasizes the
application of theory. Only the combination of the
two can achieve the best teaching effect. %e appli-
cation of VR technical ability in thought together
with political lesson is a simulated experiential
teaching that transforms theory into practice. Vis-
iting teaching practice can be realized without
leaving home. An analogy is made, and the Beijing
Institute of Technology used virtual technology in
thought together with political lesson to implement
activities to retake the LongMarch, allowing learners
to experience the hardships during the Long March.
%e use of virtual technology can inspire educators
far beyond the general class explanation. %is
immersive teaching mode enables the educated to
feel the spirit of the Long March more truly in the
immersive practical learning, which is more con-
ducive to internalizing the spirit of the Long March
in the heart and externalizing it in the action [10].

2.2. Problems Existing in the Ideological and Political Edu-
cation Curriculum

(1) %e teaching mode is single. %e environment is one
of the significant factors affecting the effect of

thought together with political guiding. Time and
space together constitute the environment of
thought together with political teaching. However,
due to the limitations of space and time, the thought
together with political teaching mode is single [11].
First, the limitation of space makes the teaching
mode single. Conventional thought together with
political teaching is limited to without end 60 square
meters of classrooms, most of which are taught by
teachers and indoctrinated theoretical guiding that
learners listen to, which limits the diversity of
guiding modes in space. Second, the limitation of
time makes the guiding mode single. %e thought
together with political education is a comprehensive
discipline involving political science, education,
psychology, ethics, and other disciplines. Due to the
large guiding task and limited classroom time, some
teachers adopt the method of scripting to complete
the guiding task. %is single guiding mode makes
thought together with politics class boring and
greatly reduces the enthusiasm of the educated.

(2) %e guiding effect is not good. %eory and practice
complement each other. In thought together with
political guiding, only when theory is used in practice
the curriculum can be effective. At present, my
country’s thought together with political courses
focuses on theoretical guiding, and its main form is
classroom instillation of theoretical education, and
the indicator tomeasure the guiding effect of thought
together with political courses is the level of scholars’
test scores. %is test-oriented guiding and evaluation
method only attaches importance to the improve-
ment of scholars’ theoretical knowledge and ignores
the cultivation of practical ability. As a result,
scholars are seriously separated, resulting in poor
guiding effect of thought together with political
lesson.

3. Feasibility Analysis of VRTechnical Ability in
Ideological and Political Education

%e virtual reality instructing of thought together with
political theory relevant subjects taught by the school
conforms to the needs of the development of the times and
the growth of students. In the Internet era where everything
is interconnected, the wave of digitization, informatization,
and virtualization has had a significant and far-reaching
influence on individual behavior habits and manner of
thinking. College students are the main force active in the
network society in the 5G era. %ey are keen to obtain
information from social networking platforms such as fo-
rums BBS, Weibo, and WeChat and like to make friends,
shop, entertain, and study in the online world. %e mobile
Internet makes the survival mode of college students move
from realistic survival to virtual survival. %e digitization,
informatization, and virtualization of the survival mode of
college students pose challenges to the guiding of thought
together with political education theory courses in colleges

2 Scientific Programming



and universities. VR technical ability helps teachers repro-
duce specific social scenes or build virtual simulation
classrooms for guiding and eliminates limits in time and
space as so to students can experience virtual guiding sit-
uations and accept thought together with relevant subjects
taught by the school without leaving home. %e virtual
reality classroom of thought together with relevant subjects
taught by the school conforms to the needs of individual
virtual survival and the development of the era of frag-
mented learning.

3.1.TechnicalFeasibilityAnalysis. %ebasic technical lines of
the immersive virtual reality classroom are as follows: first, it
is the initial setting and the entire application development
process, and the setting of the connection points between the
software and the hardware; the second is the three-di-
mensional construction: the model is divided into two parts
from the perspective of the role and the model; the third is
motion capture: this part has two parts: bodymotion capture
and expression capture; the fourth is VR/AR: giving char-
acter animations and expressions; the fifth is Android APK:
the scene and character are imported into the Unity 3D
project, and the Android SDK package is used to output the
APK software package; and the sixth is the effect test. %e
virtual reality classroom is mainly composed of two core
components, one is to create a virtual reality classroom
scene. Maya is the mainstream 3D animation software used
in the field of 3D visual art creation at home and abroad [12].
%e Maya software is used to realize the modeling, material,
lighting, and camera of the basic scene, construct a three-
dimensional object model, and create an immersive guiding
environment. %e Maya software has comprehensive
functions, and the interface is simple and easy to operate.
%eMaya software combination tool is used to construct the
3D model required for guiding. %e Maya software takes the
standard primitives as the modeling basis and converts them
into two-dimensional plan views of editable polygons and
then constructs complex shapes by adding lines, turning,
adjusting points, twisting, extruding, and chamfering. %e
second, Unity 3D, is mainly used to realize the interactive
function of virtual reality classroom. Unity 3D is a pro-
fessional game development engine that can visualize virtual
scenes, create terrains, add sky backgrounds, create first- and
third-person perspectives, and more. %e 3D model built by
Maya software is imported in Unity 3D in FBX format, and
JavaScript language is used to write programs for virtual
objects to achieve interactive settings for virtual objects. VRP
3D art virtual reality software is directly applied to fully
realize the construction of virtual interactive scenes [13].

3.2. Economic Feasibility Analysis. %e immersive virtual
reality classroom effectively fills the deficiencies guiding by
visualizing abstract theoretical knowledge, transferring
dangerous experience to the computer interface, and con-
verting expensive experience equipment into digital infor-
mation. At the same time, the immersive virtual classroom
expands the time and space of practical guiding of thought
together with political theory courses, which is conducive to

strengthening the effectiveness of practical guiding. Building
a virtual reality classroom mainly uses Maya and Unity 3D
software packages. Maya and Unity 3D software technology
is mature, powerful, and easy to operate. After training,
teachers of thought together with political theory courses
can use software to create virtual simulation guiding and
reduce guiding expenses.%e classroom is shared, which can
realize remote guiding. %rough the extensive application of
virtual reality classrooms, students in areas where guiding
funds and resources are scarce can enjoy high-quality
guiding resources, promote education fairness, and have
good economic and social effects. Virtual reality guiding can
better develop students’ subjectivity. %e college students
who grew up in the network environment are different from
the conventionally educated people. %ey have the con-
sciousness of independent learning, and they have psycho-
logical needs such as longing for interpersonal relationships
with peer groups and showing their individuality. %erefore,
they are not used to passively listening to guiding and prefer
independent exploration way of learning. Virtual reality is an
advanced human-machine interface with a sense of im-
mersion, presence, and multidimensionality [14]. Students
can interact with the computer through a variety of sensory
channels and learn through the mode of “subject-object” or
“subject-object-subject” and “all-to-all communication,”
which stimulates the enthusiasm for independent learning
and highlights the learners’ subject position.

4. Research on the Application of VR Technical
Ability to Ideological and Political
Education in Colleges and Universities

Virtual reality as an academic term originated from
Sutherland’s (1965) paper “%e Ultimate Display.” “Com-
puters, drawing tools, and other corresponding equipment
use virtual reality to make participants feel three-dimen-
sional, and the multiple senses of the body are integrated
with the environment. Let the participants experience the
response between behavior and the environment, so that the
environment and people can achieve deep interaction and
integration.” [15] As a novel multimedia technology, VR
technical ability has attracted widespread attention and
heated discussions. With the help of this new media tech-
nology, “%e work related to politics has been effectively
improved and deeply integrated with the related information
technology of conventional thinking” will promote the ef-
fectiveness and interest of thought together with political
guiding.

(1) Virtual reality guiding courseware is developed to
promote the integration of VR technical ability and the
guiding content of thought together with political
theory courses in colleges and universities [16]. %e
form and the content complement each other, and the
form must fully exert its function and cannot be
separated from the right content. As a tool andmethod,
VR technical ability is the carrier or “form” of the
guiding content of thought together with the politics
curriculum [17]. With the help of modern virtual
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reality technology, instructing of thought together with
the politics curriculum in colleges and universities
designs simulation interactive situations based on the
theme of guiding content and creates “guiding games”
that students can operate according to certain proce-
dures and rules to achieve guiding goals. %e virtual
simulation technology in form is improved, the
shortcomings of dizziness caused by the experience of
using the helmet are overcome, and the application of
virtual simulation technology on mobile phones is
gradually expanded to ensure the update and upgrade
of the virtual simulation system. In terms of content,
guiding content or guiding topics are selected through
collective lesson preparation, research, or consultation
with experts, cases with thought together with political
education value are selected, and virtual reality class-
rooms are created according to the principle of
“combining the virtual with the real, being able to be
true, and complementing each other.” %eoretical
knowledge is effectively integrated into the simulation
practice guiding activities.

(2) Looking to teacher guidance, the integration of VR
technical ability and instruct methods of thought
together with political theory class in colleges and
universities is boosted. %e materialist view of for-
mer times believes that in the process of trans-
forming the world, only by promoting the unity of
the subject and the object we can achieve the
“consistency between the change of the environment
and the change of people’s activities or self.”
Instructing of thought together with political theory
class in colleges and universities must adhere to the
unity of dominance and subjectivity. On the one
hand, the virtual reality instructing of thought to-
gether with politics class fully mobilizes the sub-
jectivity of learner and opens up a broad space for

scholar to learn independently, explore indepen-
dently, and construct knowledge. Students inde-
pendently establish learning goals, select appropriate
virtual guiding content on the online guiding plat-
form, and carry out self-education learning. On the
other hand, to achieve good results in virtual reality
guiding in thought together with political theory
curriculum also depends on the active guidance of
teachers. Teachers should actively discuss learning
goals with students and provide suggestions for
students to develop learning plans. In the virtual
reality studying of the thought together with political
theory course, the interactive communication link
between the designers and the students is encour-
aged to retell the experience process and talk about
the guiding feelings and gains. Teachers listen
carefully to students’ speeches, grasp keywords to
guide students to use theoretical knowledge to think
and analyze problems, and enhance the effectiveness
of virtual reality schooling [18].

5. Conclusion

In terms of quality, to ensure the application effect of VR
technical ability in thought together with politics class, it is
necessary to increase the research and development of this
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Figure 1: Statistical results of questionnaires on the integration of virtual reality technology into ideological and political education.

Table 1: Student users make multi-dimensional evaluation of VR
experience results.

Variable Mean Standard deviation
Immersion 4.66 0.24
Interactivity 4.55 0.27
Conceptual 4.29 0.22
VR environment adaptability 4.21 0.35
Problem-solving skills 3.96 0.27
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technology and constantly innovate the virtual environment,
so that the intrusive feeling of characters is more real, and
the scenes and modes are more diverse. “Students can forget
the interference of the surrounding environment and im-
merse themselves in the environment of autonomous
learning, which can achieve a historic breakthrough in
changing passive acceptance learning to active autonomous
learning” [19]. VR technical ability is currently only a
guiding method, and it will be developed into a way of
thought together with political education art in the future.
%is art mainly reflects the creation of virtual environment
that fully considers the cultivation of students’ values of
truth, goodness, and beauty [20].

5.1. Case Analysis of the Application of VRTechnical Ability in
Ideological and Political +eory Courses. %e application of
VR technical ability in the field of thought together with
political education needs to be evaluated in many aspects. A
University’s School of Marxism randomly selected 100
students to experience the “Nineteenth National Congress of
the Communist Party of China Virtual Reality Simulation
Platform” and complete the questionnaire survey (see Fig-
ure 1). In addition, 100 students experience the virtual reality
work “%e Last Battle” in which Chinese soldiers stubbornly
resisted the Japanese army in the Anti-Japanese War and
conduct multidimensional evaluations on the experience
results. %e five dimensions of VR environment adaptability
and problem-solving ability are evaluated. Immersion is
used to evaluate the user’s concentration, interactivity is
used to evaluate the system’s human-computer interaction
ability, and conception is used to evaluate the user’s ability to
patriotic feelings and firm beliefs during the experience
process. To reflect whether the user is adaptable to the VR
experience environment, and “problem-solving ability” is
used to obtain whether the user’s subjective feeling after
experiencing the virtual reality system is in line with the
official theme goal. %e above five dimensions are, respec-
tively, evaluated with 0–5 points. Each user experience
system needs to be scored from each dimension.

After the students experience, the five dimensions were
evaluated without distinguishing between genders, and the
mean and standard deviation were used for statistics. %e
statistical results are shown in Table 1. Research shows that
all students highly agree with the two dimensions of virtual
reality immersion and virtual reality interactivity; in the
conceptual evaluation of virtual reality, SD= 0.22, the
standard deviation is the smallest among the five dimen-
sions, reflecting all of students have highly consistent
evaluations on the conception of thought together with
political schooling produced by the virtual reality system,
and the mean value of feedback is M= 4.29; in the dimension
of “fitness to VR environment ” M� 4.21 and SD� 0.35..
Although the standard deviation of the VR environment
fitness evaluation is the largest among the five dimensions,
the average value is still at a good level. It can be considered
that most students can adapt to VR environment guiding;
the average value is shown in the dimension of “problem-
solving ability.” %e lowest value (M� 3.96) indicates that

there is still some gap between the ideological and educa-
tional purposes brought by the VR system to the experiencer
and the expected purpose, but the value is still close to a good
level.

%e above analysis can verify the previous research
plan; that is, VR technical ability can enhance student
attention, learning initiative, and sense of experience in the
process of thought together with political education and
enhance the effectiveness of thought together with political
culture in colleges and universities. In practice, we have
verified the advantages of VR technology, and the char-
acteristics and advantages of VR technical ability can bring
new educational territory and guiding method innovation
to thought together with political schooling [21]. Virtual
reality equipment will become more and more convenient,
which will provide a better learning space and a good
practice platform for thought together with political
schooling, expand educational ideas, and innovate edu-
cational and guiding methods. %is study proposes im-
mersion methods, interactive methods, and role-playing
methods for the integration of VR technical ability into
thought together with political education. It advocates the
increase in virtual reality communication media in thought
together with political education communication media
and conducts virtual simulation experiments and simula-
tion experiments on 100 students. After the questionnaire
survey, the feasibility of the plan was verified, and the
guiding method was also welcomed and praised by the
students. Because of its technical advantages and thought
together with political education goals, VR technical ability
is highly compatible with the goals of thought together with
political culture.

5.2.+e Future Prospect of VR Technical Ability in Ideological
and Political +eory Courses

(1) %e application of VR technical ability in scale and
quantity is popularized, and a network of thought
together with political courses between “virtual” and
“real” is built. %e Beijing Institute of Technology’s
application of VR technical ability in student training
has achieved initial results, and it has built a “three-
step process”: using VR technical ability to build an
emotional intelligence gas station; building a sim-
ulation platform for students’ professional quality
and assessment; and releasing the “I do my own way”
system; the concept of “Internet + quality education”
is gradually formed, the whole process is tracked and
recorded, and a quality database of domestic college
students is gradually established, in line with General
Secretary Xi Jinping’s speech in the 2016 National
thought together with political theory class “To do a
good job of thought together with political work in
colleges and universities, we must change it
according to the situation” [22]. %e organic inte-
gration of information technology and ideological
and party political courses produces “re-walking the
long march” and explores the application of VR
technical ability in the guiding of ideological and
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governmental courses. At present, with the devel-
opment of the times, the application of VR technical
ability in thought together with political theory
courses in colleges and universities has become
possible. In the future, VR technical ability will be
introduced into more ideological and governmental
classrooms in colleges and universities on a larger
scale to fully mobilize students’ enthusiasm for
learning. %e overall improvement of guiding effect
is realized; let VR technical ability become a mul-
timedia bridge between teachers and students,
guiding and learning, and dynamic and static and
truly make the guiding mode of ideological and
politics class develop in line with the times. Of
course, to realize the expansion of VR technical
ability in scale and quantity, it is necessary for
colleges and universities to configure a professional
R&D team of virtual reality technology, improve the
guiding innovation awareness of thought together
with political teachers, form thought together with
political courses between schools, and realize VR
technical ability [23]. %e “real” experience beyond
the limitations of time and space is pursued, and the
thought together with political guiding into a net-
work of “virtual” and “real” is connected, the contact
method is “virtual,” and the learning and commu-
nication are “real”; the guiding environment is
“virtual,” and the guiding content is “virtual.”; sit-
uational experience “virtual”; and emotional training
“real.”

(2) %e application of VR technical ability is deepened
in depth and quality, and a good campus with
ideological, political, and cultural atmosphere is
built. At present, the submission of VR technique in
courses that combine politics and ideas is only in the
primary stage, and it is only a guiding method used
by some colleges and universities and a few class-
rooms. We must play its radiating and leading role.
At the same time, we should also consider deepening
the submission of VR technique in courses that
combine politics and ideas in terms of depth and
quality. VR technical ability not only serves class-
room guiding and social practice but also should
serve the central link of cultivating people with
morality, which runs through the whole process of
subjects that combine ideology with politics, and
finally, it can “achieve the whole process of edu-
cating people, educating people in all directions, and
strive to create A new situation in the development
of higher education in my country.” In the future,
classrooms and campuses should be connected,
study and life, and be committed to building a good
campus ideological, political, and cultural atmo-
sphere, so as to have a subtle impact on students. An
analogy is made, and some things have happened in
today’s society, which are contrary to the core values
of socialism. It is difficult to stimulate students’ in-
depth reflection on the incident with the guidance of

teachers alone. We might as well place students in
the environment at that time. Teachers conduct
timely guidance and education by observing stu-
dents’ every move, so that students truly understand
the core socialist values instead of empty slogans.
Everyone should strive to be “a firm believer, an
active communicator, and a model of the socialist
core values [24, 25].

%e application of VR technical ability in the guiding of
ideological and politics class in colleges and universities has
broad prospects, and it can be specifically applied in the
guiding links of four ideology together with politics classes
to make an analogy, and the guiding of moral and legal-
related content in “Ideological and Moral Cultivation and
Legal Foundation” can be combined with specific social
events to develop relevant special software courses, such as
the simulation of court scenes and related software courses
in the guiding of “Outline of Modern History.” VR technical
ability can bring students back to the field scene, mobilize
students’ enthusiasm for learning, and then improve the
guiding effect of ideology together with political courses
through VR technology. Subjects that combine ideology
with politics in colleges and universities are an major part of
thought together with political work. %e application of
virtual reality technology ability can combine ideological
and political courses, enhance the attractiveness and at-
traction of ideological and political courses, and promote
college students to establish correct national, national, and
cultural concepts.
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With the rise of digital campuses, online learning platforms, and the improvement of educational technology, the interaction
between teachers and students has entered a new stage. Especially under the in�uence of CSCL (Computer Supported Col-
laborative Learning), computer-assisted collaborative learning, and E-learning (Electronic Learning) network digital learning that
emerged in recent times, new technologies are changing the way people learn. Students’ learning is not limited to one-way
absorption of knowledge taught by teachers, and the interaction between students and teachers, students and students, and the
interaction between students and the teaching environment are increasingly appearing inmodern teaching classrooms.�is paper
optimizes the physical education management based on the clustering algorithm under the background of big data, uses the
popular Java language to write codes to realize all the functions of the algorithm, and uses some small examples to prove the
correctness of the fuzzy clustering algorithm sex. �e algorithm reads a �le through the input and output streams FileReader and
Bu�eredReader.�e content of the �le is the relevant information of the physical educationmode. It gives themethods to calculate
the cluster center (i.e., the center of mass), calculate the distance, correct the fuzzy classi�cation matrix, and display the matrix.
(i.e., output matrix), conversion to deterministic classi�cation method, calculation of classi�cation coe�cients, and basic
functions such as average fuzzy entropy. According to the data, if the FCM clustering method is not used, but the previous average
method is used as the evaluation basis, there will be results that we do not want to see, but if we use the FCM algorithm, the
evaluation result is that what we want to see is more speci�c. From the analysis results, thematic teaching + basic teaching seems to
be the most popular mode of physical education.

1. Introduction

With the rapid development of today’s society, a large
amount of data are generated due to people’s close com-
munication. �is era has promoted the rise of big data and
the development of the Internet, and the data are also in-
creasing. Cloud computing makes it di�cult to use big data.
It became easy to use. Data mining based on the clustering
algorithm has become the future development trend of
physical education model optimization, and data mining
technology will provide new innovation points for future
education reform. Clustering is a process of dividing things
without any prior knowledge. �rough clustering, the
similarity between things can be found, so that the results

can be better revealed. First of all, the quality of teaching is
clear. In addition to the evaluation of teaching facilities,
teaching tools and other hardware, the evaluation of
teaching quality also includes the level of teaching and the
seriousness of teaching. �is paper selects the most widely
used FCM clustering algorithm, but it is di�cult to achieve
the optimum by relying only on the FCM algorithm, and it
also has many limitations. �is paper introduces some
improved algorithms of the FCM algorithm. �e popular
improvement is generally carried out from the selection of
the cluster center and the adjustment of the cluster center.
After the program is improved, we need to verify whether
the algorithm is e�ective or not through simulation ex-
periments. �e physical education management model
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designed by the clustering algorithm in this paper mainly
includes the design model to analyze teaching data and
student information, including comprehensive evaluation of
students, evaluation of student performance, evaluation of
classroom teaching, student status, student achievement,
classroom teaching, student affairs, psychology health,
comprehensive assessment, andmany other information can
also teach students according to their aptitude according to
the clustered information [1–9] (e research results of this
paper, combined with the current teaching management
methods, can reduce the unreasonable and unscientific
defects of the evaluation caused by subjective factors in the
previous evaluation system and can make the teaching
evaluation more scientific and reasonable.

2. Related Work

At present, the current physical education teaching system
in colleges and universities in our country is not stan-
dardized enough, and the evaluation methods that have been
used such as AHP, fuzzy comprehensive evaluation method,
one-way analysis of variance, neural networkmethod, and so
on. Although there are many teaching evaluation methods,
we cannot get the information we need from the evaluation
data obtained, or what we finally find are some superficial
and worthless information. (erefore, we need to obtain
hidden valuable information. Clustering methods are gen-
erally divided into hard clustering and soft clustering. Hard
clustering is an algorithm whose degree can only be 1 or 0. It
takes less time and can draw conclusions quickly. However,
this algorithm also has significant shortcomings because this
algorithm ignores the connection between the data, which
makes the obtained results have a large error from the
correct results. (e fuzzy clustering algorithm is an algo-
rithm that requires the sum of the membership degrees of
the data to be 1. (is regulation greatly improves the cor-
rectness of the clustering results because this algorithm does
not only consider the membership of the data. It also takes
into account the influence of noise data on the clustering
results. (is algorithm can avoid the influence of noise data
on the final result and is suitable for cluster analysis with
noisy data. (e research on the optimization of teaching
mode is carried out through the improvement of the
method. In the early twenty-first century, people’s main
research direction is to use more complex mathematical
models to process teaching information, and the fuzzy
comprehensive evaluation method is a typical example.
Some domestic scholars have proposed the methods of UML
and KDD. (ey have carried out detailed research on the
subject and process of teaching, but they are still only in the
stage of theoretical verification, which is still far from
practical application. Data mining technology integrates
fuzzy mathematics, statistics, machine learning, logical
reasoning, and many other fields. It has now received ex-
tensive attention in many fields such as business, finance,
medical care, education, Internet, and government. Based on
the background of big data, this paper conducts a cluster
analysis on the physical education teaching mode and

optimizes it through quantitative analysis based on the
current physical education teaching mode [10–14].

3. Related Theoretical Methods

3.1. Big Data. (e definition of the connotation of relative
big data mainly focuses on three aspects. As shown in Ta-
ble 1, big data can summarize their connotation from the
data set, technical system, and way of thinking. First of all,
from the perspective of datasets, big data is an information
dataset with enormous value. Different from the previous
data sets, the characteristics are the diversification and
complex association of data objects. (is is because the data
source of big data is not only the regular data of the in-
formation system but also the scraped data of network logs
and the original content data of users.(e emergence of new
mobile devices such as mobile phones and tablets, as well as
sensors and the Internet of (ings, has accelerated the di-
versification and high growth of data. Among them, data
forms include structured, semi-structured, and unstructured
data, and semi-structured and unstructured data account for
the majority. Structured data mostly refer to databases that
have been artificially organized in advance, while unstruc-
tured data refer to actively generated data such as videos,
voices, web logs, and original texts. Big data can also be
called massive data. Second, from a technical point of view,
big data are a technology to obtain valuable information
from massive data, including a series of technical systems
such as new data storage technology, mining technology,
data processing technology, data analysis technology, and
data visualization technology. (e most widely used tech-
nology in education are educational data mining, learning
analysis technology, and technology applications in large-
scale online education platforms.(ird, in terms of mindset,
big data have a broader meaning. (is study reflects the
connotation of big data from this perspective with the help of
the discussion in “(e Age of Big Data”. Big data are a
worldview, a quantitative worldview of “the essence of the
world is data”; big data are an empirical methodology, in-
cluding three major thesis “not samples, but all data”, “not
causality but correlation”, “it is not accuracy but hybridity”;
it forms a big data value chain with massive data and data
technology series, which are intertwined vertically and
horizontally to form a big data system. However, as far as the
nature of big data is concerned, big data are a technology for
recognizing and solving problems, and its role lies in peo-
ple’s rational control over it. Mass data are the realistic basis
and environment for generating and using technology.
Analysis and other technologies are the realization paths to
accomplish its purpose, and its data thinking is the value
load of the technical connotation, which specifies the pur-
pose and means of the technology [15].

3.2. Cluster Analysis. Clustering is a very common data
mining method. (e general algorithm is good at dealing
with spherical clustering without isolated points. (e CURE
algorithm can better solve the spherical problem and can
also better solve the isolated point problem. Its advantage is
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that it can better handle the problem of outliers. It selects c
points from the cluster and shrinks them to the centroid by a
shrinking factor. (e clusters represented by these points
can better represent the shape of the cluster. Clustering is a
kind of classification that does not rely on any prior
knowledge, but only relies on the characteristics of the data,
and finds out the same set of objects with higher density of
objects in one area than other areas. In cluster analysis,
outliers are a special class of points. In data analysis, we want
to avoid the impact of these outliers on cluster analysis
because outliers behave differently from other points. When
analyzing, they should be excluded, which is the only way to
reduce the impact of these outliers on cluster analysis
[16–19].

Fuzzy C-means clustering algorithm (i.e., FCM) is a
widely used algorithm in cluster analysis. It is one of the
most commonly used algorithms. It is widely used in data
analysis and pattern recognition. Its essence is mountain
climbing. (e FCM algorithm is a clustering algorithm
based on fuzzy partitioning, because the parent target of
fuzzy clustering is not a convex function. If the initiali-
zation is not done well, the final result will converge to the
local extreme point. At this time, the resulting classifi-
cation of the data is not optimal. (is algorithm is very
time-consuming for processing large amounts of data,
which is a big disadvantage in practical industrial and
scientific applications. (e fuzzy C-means clustering al-
gorithm is obtained, that is, the FCM algorithm. (e
criterion for evaluating the clustering degree of the FCM
algorithm is measured by the membership function. Its
objective function is evolved from the objective function
of HCM. (e clustering algorithm is obtained by applying
the fuzzy theory.(e difficulty of the FCM algorithm is the
selection of the C value. It is difficult to determine the C
value only based on experience when we do not know
what the data are distributed according to.

Many scholars have improved the FCM algorithm, and
the FCM algorithm based on information entropy is one of
the improvements. (is improvement helps to reduce the
error generated in the iteration and improves the efficiency
of the system. Weighted coefficient helps to improve the
accuracy of the initial value of the cluster center. (e FCM
algorithm based on information entropy is an algorithm that

uses information entropy to initialize cluster centers. After
initialization, the number of cluster centers can be obtained,
which has a great effect on reducing errors. It is easy to
obtain an algorithm with high operating efficiency, which
greatly reduces the possibility of local optimum caused by
improper selection of the initial value of the traditional fuzzy
C-means clustering algorithm.(e fuzzy C-means clustering
algorithm based on entropy weighting evolves on the basis of
the appeal algorithm, and the weighting coefficient is quoted
in the traditional fuzzy clustering algorithm. Such an al-
gorithm can continuously select the center of the cluster in
the clustering and make it as close as possible to the actual
cluster center position.

Assuming a P-order vector X, the object is divided into c
cluster sets by the clustering algorithm, and the centroid of
each set is a P-order vector V, and the set composed of the
fuzzy classification method is defined as follows:

Ifc � U ∈Rcn|

∀
1≪ r≤ c

1≪ k≤ n
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⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
uik ∈ [0, 1],



c

i�1
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i�1
uik < n.

(1)

R is a matrix of c rows and n columns with an objective
function as follows:

Among them, Ifc is the weight coefficient, and the
distance between the element Xk and the centroid Vi of the
ith cluster is as follows:

J(U, V) � 
c

i�1


n

k�1
uik( 

m
d
2
ik. (2)

Among them,U ∈ IfcV ∈ Rpc,m ∈ [1,∞) is the weight
coefficient, and the distance between the element Xk and the
centroid Vi of the ith cluster is as follows:

d
2
ik � xk − v

����
����
2
i
. (3)

By optimizing the objective function, the FCM algorithm
obtains the fuzzy classification of the object set by iterative
optimization of the objective function.

Table 1: Definition of the connotation of big data.

Angle Description Application in the field of education

Data set

Very large data collections, which are different from typical
databases in terms of data objects and data forms are more
diverse and complex, and have exceeded the ability of

traditional databases to acquire, store, manage and analyze
data

Massive teaching resources (text, video) and student
learning behavior data, student learning logs, teacher-

student interaction, student original data, etc.

Technology
system

Big data technology for mining data value, new data
acquisition, data storage, data analysis, data interpretation,
data warehouse, data query, data visualization technology,

etc.

Educational data mining and learning analysis technology,
adaptive learning system, MOOCs, and other open

education platforms

Way of
thinking

Quantitative worldview and quantitative empirical
methodology, full-sample data analysis methods, pursuit of

correlation, tolerance for hybridity

Educational quality quantification and evaluation thinking,
etc.
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4. Construction of the Optimization Model of
Physical Education Teaching Mode Based on
Cluster Analysis under the Background of
Big Data

If teachers are regarded as an observation object, the scores
of each teacher will form a matrix X, which is the data object.
We know that the optimization of the physical education
management system is a fuzzy process, and the FCM al-
gorithm is a mature algorithm to a certain extent, so we
choose this fuzzy clustering algorithm in the teaching
management system.

4.1. Model Construction. We built the model shown in
Figure 1 below based on the above ideas, where A is the
clustering process, X is the teacher’s score, c (the number of
categories, the initial setting is 5), and m (smoothing co-
efficient, the initial setting is 5) (2) is a parameter.

4.2. Example of Cluster Analysis Model Implementation.
(e scores of each teacher on the 10 factors constitute a 10-
column vector, the number of columns is the same as the
number of teachers, thus forming a matrix X, which will be
used as the initial data for the clustering algorithm.

Teaching 
administrators

Fuzzy Clustering 
Results

(U matrix)

Cluster data 
matrix X

Clustering 
parameters c,m

Administrator Comment rating 
vector

Weight A1

Weight A2

Factor set, 
comment set

student Evaluation data

Frequency

Evaluation matrix 
R Factor score

Secondary 
evaluation result Bi Secondary score ei

Level 1 evaluation 
result B

Evaluation score e
Faculty and 

Instructional 
Administrators

1. Set system
parameters

2. Get factor set 
and comment set

3. Enter 
evaluation data 4. Modify the 

evaluation data

5. Count the frequency 
of each grade

6. View the results

Figure 1: Analysis system of the physical education teaching mode.

4 Scientific Programming



4.2.1. Clustering Algorithm

(1) Algorithm steps.① Each teacher is a sample point in the
10-dimensional space defined by the system, and each such
sample point is initialized into a class before the program
runs and② the distance between the sample point and the
class is calculated. In this system, we choose the Euclidean
distance.③ Next, the two points with the smallest distance
as a cluster is defined and the cluster center is set as the
middle point of these two points. ④ Steps 2 and 3 are
continued to run until the cluster center becomes stable. (2)
(e flowchart of the clustering algorithm, as shown in
Figure 2.

Fuzzy Mean Clustering Algorithm: (e fuzzy mean
clustering algorithm used in this paper is more complicated
than the systematic clustering algorithm. We setm as a fixed
value and c as a variable.

(1) Algorithm steps:

(i) ① Set an initial c, and randomly select c samples
from the sample points as the cluster center;

(ii) ②For all i, update U(t) to U(t + 1);
(iii) ③ Update the centroid V(t + 1) according to

U(t + 1);

(iv) ④ Compare v(t) and v(t + 1), if ‖V(t)−

V(t + 1)‖≤ t, the algorithm terminates; other-
wise, let t� t+ 1, go to step 2. (where ε is set to
0.001).

(2) (e flow chart of the algorithm is shown in Figure 3.

5. Optimization Model Analysis of Physical
EducationTeachingModeBased on the Fuzzy
Clustering Algorithm under the
Background of Big Data

5.1. Several Optimized Physical Education Teaching Modes.
Aiming at the problems brought by the prominence of
different categories of characteristics of college students to
education and teaching, this paper proposes a teaching
mode optimization plan of classified teaching and
teaching students in accordance with their aptitude. (at

Start

enter x

Initialize N classes

U(Cm, Cm), and calculate

Calculate dist (Cj,Cj)

Cluster centers tend
to be stable?

output

end

Figure 2: Flowchart of the clustering algorithm.

Start

Enter x, determine m

Initialize Cη ~P

i=i+1

U(t+1)<-U(t)

i<N?

end

t

Cycle Xi,i=o

Update V(t+1)

||V(t)-V(t+1) ||⊥t

Output C1,C2,...Ck

F

T

F

Figure 3: Flowchart of fuzzy clustering algorithm.
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is to say, on the basis of knowing the teaching objectives
and the groups to be taught, it is necessary to have a
detailed understanding of the groups to be taught and
analyze their category characteristics. (ere are four types
of students involved in this paper, as shown in Table 2,
among which:

Class A is active exploratory teaching + basic teaching,
mainly on the basis of the basic teaching model, adding
active exploratory teaching methods, which not only im-
proves their subjective self-learning ability but also helps
divergent thinking and strengthens language organization
and expression ability, further deepening understanding of
theoretical knowledge.

Class B is guided teaching + basic teaching. On the basis
of the basic teaching model, students add guided teaching
methods to enhance their learning initiative.

Class C is attraction-based teaching + basic teaching,
which is based on the basic teaching method and adds at-
traction-based teaching.

Class D is subject-based teaching+basic teaching, and
subject-based teaching is added on the basis of basic teaching
methods. In this way of teaching students in accordance with
their aptitude and targeted education, it is expected to com-
prehensively promote the cultivation of college students’
ideological awareness and behavior habits, knowledge, and
skills.

Table 2: Four different types of optimized teaching modes.

Types of Teaching mode Standard
Class A Active exploratory teaching + basic teaching

Differentiated assessment against teaching objectivesClass B Guided teaching + basic teaching
Class C Attractive teaching + basic teaching
Class D (eme-based teaching + basic teaching

Figure 4: File reading related code.

Figure 5: Calculated distance related code.
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5.2. Fuzzy Clustering Code Writing

5.2.1. File Reading. First, you need to read a file through the
input and output streams FileReader and BufferedReader.
(e content of the file is the relevant information of teaching
quality evaluation:

5.2.2. Calculating Distance. (e code to calculate the dis-
tance is as follows:

5.2.3. Calculating Cluster Centers. (e following code im-
plements the calculation of cluster centers (aka centroids).

Figure 6: Code related to calculating cluster centers.

Figure 7: Correction code related to fuzzy classification matrix.
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5.2.4. Revised Fuzzy Classification Matrix.

5.2.5. Calculate the Classification Coefficient and Average
Fuzzy Entropy.

5.3. Teaching Mode Optimization Structure Hierarchy.
Figure 9 shows the structure levels under different teaching
modes.

5.4. Statistical Results of Teaching Evaluation. (e statistical
results are shown in Table 3.

5.5. Results and Analysis. (e final output of the code is a
number of non-fixed matrices composed of 1 and 0. (e
input data are clustered and calculated. According to the
obtained data, if the FCM clustering method is not used, the
previous average method will be used as the evaluation basis.
(e following results appear: Category D has the highest
score and should focus on inquiry-based teaching + basic
teaching. According to the results of FCM clustering, but the
classification results of fuzzy clustering are fixed, the eval-
uated indicators are clustered and the threshold of clustering
is delimited, so as to achieve the effect of clustering and
complete fuzzy clustering. It can also be used to evaluate the
management mode of physical education teaching.

Figure 8: Calculated classification coefficients and average fuzzy entropy related codes.

Figure 9: Teaching mode optimization structure hierarchy.

Table 3: Scores under different PE teaching modes.

Types of Teaching mode Score
Class A Active exploratory teaching + basic teaching 7.759
Class B Guided teaching + basic teaching 8.652
Class C Attractive teaching + basic teaching 8.375
Class D (eme-based teaching + basic teaching 9.615
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6. Conclusion

(e clustering algorithm is a very commonly used algorithm,
and fuzzy clustering is a clustering algorithm that applies the
fuzzy theory. (is paper first gives a brief overview of the
background of big data and the development status of cluster
analysis at home and abroad. Next, it mainly introduces the
operating environment and language for developing the
algorithm and organizes and presents some codes. (is
paper studies the teaching management system for the fuzzy
clustering algorithm. Among many clustering algorithms,
the FCM clustering algorithm is the most widely used al-
gorithm. It can deal with these problems by transforming the
principle of nonlinear programming. It can process these
physical education data by transforming the principle of a
nonlinear programming. It is a fuzzy clustering method, and
each iteration moves in the direction approaching the
minimum point. Although the FCM algorithm also has
many imperfections, with the continuous improvement of
this algorithm by scholars, this algorithm has a good
prospect. (e main task of this paper is to construct a new
teaching mode optimization algorithm, improve the original
physical education teaching mode, and propose a new
cluster analysis model. Judging from the research results,
thematic teaching + basic teaching seems to be the most
popular mode of physical education.
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An automatic intelligent coloring model of animation sketch based on enhanced deep learning is proposed. In the proposed
model, generative adversarial networks (GANS) are adopted.  e U-net network based on the Swish function residual en-
hancement is used in the generative model, and the ResNet network is used in the discriminant model.  e U-net embedded with
the Swish Gate module is adopted to transmit feature map information.  e perceptual network on the discriminator is used to
perceive the perceptual features of the generated image and the actual image and calculate the perceptual loss. Experiment results
show that perceptual loss can better capture the di�erence between black-and-white images and color images, so as to better train
the network end-to-end. After comparative analysis, it can be concluded that compared with the existing methods, the proposed
model has greater advantages in processing animation sketches. e color images it generates have higher visual quality and richer
color diversity and matching.

1. Introduction

At present, the coloring of animation sketches mostly de-
pends on the hand-painted coloring of professional ani-
mation painters, which will spend a lot of time and energy.
At the same time, the coloring e�ect is also a�ected by
individuals [1, 2].  e emergence of convolutional neural
networks [3] provides a new perspective for the coloring of
gray images. Its emergence makes it possible to complete
many tasks in computer vision at the same time. It is
necessary for the computer to automatically color the ani-
mation sketch. At the same time, for some ordinary people,
they can use this method to color the line sketch and create
their favorite color pictures.  ese methods can automati-
cally colorize animation line art to generate rich color
pictures; in addition to manual selection of speci�c colors
color to color, the coloring time is much faster than hand-
painted coloring. However, generative adversarial networks
(GANS) have always had a long training time, unstable
generation e�ect, and non-convergence of the network
[4, 5].  ese problems can lead to poor quality of color

pictures generated by the GANS-based animation line art
coloring model. For example, the color �lling is unrea-
sonable, the �lling color exceeds the �lling area, and the
color brightness is inconsistent.

As far as GANS-based coloring models are concerned,
it is challenging to meet the actual needs, and the coloring
results also need to be screened. Some color pictures of
poor quality are inevitable, time-consuming, and laborious.
GANS consists of a generator and a discriminator [5].
When the animation line art is colored, the generator
inputs the animation line art and outputs the colored
image. Moreover, the choice of the generator network
structure and loss function will directly a�ect the quality of
the �nal output color picture.  erefore, designing a
suitable stable network and a suitable loss function can
improve the quality of generated color images.  e role of
the discriminator is to discriminate whether the generated
color image is close to the e�ect of arti�cial coloring
avoidance.  e �nal output is a color image with poor
quality, and the discriminator will a�ect the training sta-
bility of GANS. Training GANS needs to achieve the Nash
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equilibrium; the discriminator network needs to be further
optimized to ensure training stability.

2. Related Works

In recent years, GANS has received increasing attention in
deep learning. A generative adversarial model usually
consists of a generator and a discriminator. *e generator
captures the underlying distribution of actual samples and
generates new data samples. *e discriminator is often a
binary classifier that distinguishes real examples from
generated samples as accurately as possible. *e discrimi-
nator guides the training of the generator, and the alter-
nating movement between the two models is used for
continuous confrontation. Finally, the generative model can
better complete the generation task. With the emergence of
more and more GANS variants, GANS has achieved sig-
nificant results in various fields of images. In image coloring,
GANS also occupies an important position in mainstream
algorithms. At present, the deep learning-based automatic
coloring model mainly adopts the architecture of GANS.

Pix2Pix [6] is also a significant variant of GANS, using
conditional generative adversarial networks (CGANS) to
achieve image-to-image conversion; it can do many things,
such as drawing sketches, convert outlines to pictures,
converting night scenes to day scenes, auto colorize, and
more.

Moreover, Style2paints, as a style transfer coloring
model variant of GANS, needs to provide a reference image
for color use in advance when converting the anime line art
into color images [7]. *e generator network proposed by
Style2paints also uses U-net with residual enhancement. In
the web, a residual module is added between each level in the
right half of the network to enhance the coloring detail
texture, and an auxiliary classifier is added to the generator
network structure. *e discriminator can distinguish the
true and false of the generated image and classify its related
styles to achieve style transfer.

PaintsChainer, which is now widely used, uses an un-
conditional discriminator and has achieved remarkable
results [7]. Users only need to input an animation line art
picture to get a color picture, and they can also get the effect
under the color style by adding the color they want.
However, because no labels make it easy to pay too much
attention to the relationship between lines and feature maps,
the image composition will lead to overfitting, and the line
filling will be confusing.

It can be seen that to improve the performance of the
GANSs network, much research has been done on its
network structure. Moreover, GANSs have also achieved
outstanding results in animation line art coloring. U-net has
been proven to have an excellent effect on the coloring of
anime line drafts. Still, the biggest problem is that the up-
sampling convolutional layer and the down-sampling
convolutional layer of U-net are directly spliced [8, 9]. When
the first layer is discovered, it can simply jump-connect all
the features directly to the last layer of the decoder, thus
minimizing the loss, which results in the middle layers of the
network not being able to learn anything, no matter how

many times it is trained. In the network, there will be a
problem of gradient disappearance in the middle layer.

A deep learning model for animation line draft coloring
is proposed to solve the above problems. *e overall
structure of the model is an adversarial generative network
model. *e generator structure of the model uses the im-
proved residual-enhanced U-net network structure, and the
discriminator uses the ResNet network structure [10–12].
Inspired by the ResNet network, the original U-net network
sampling up-convolutional and down-sampling convolu-
tional layers changed directly. *e method is no longer a
jumper connection. *e Swish activation function is used,
and two connection modules are proposed. *e proposed
Swish module can better filter the feature information
transmitted in the network and improve the network’s
learning ability. When the low-level convolutional layer
completes the task, the high-level convolutional layer can still
obtain the filtered feature information for learning. After
coloring the animation line draft, the color details are con-
fused, and the gradient disappears during the training process.
In addition, the discriminative network is used as a perceptual
network, and the perceptual features of the generated image
and the actual image can be obtained to calculate the per-
ceptual loss. *e coloring model with perceptual loss can
generate qualitatively better color images.

3. ColoringModelofAnimationSketchBasedon
Enhanced Deep Learning

U-net network is a U-shaped convolutional neural network
structure, which is initially used in the field of image seg-
mentation. It has two branches, the left one is the encoding
network structure, and the right one is the decoding net-
work. U-net has also been widely used in image synthesis.
However, it is easy to form gradient disappearance in the
middle layer during network training. *e emergence of
non-linear activation functions makes neural networks more
expressive.

To improve the quality of the generated color images, a
generative adversarial model for coloring animation sketch
is proposed, as shown in Figure 1. *e generator network
uses the residual enhanced Swish activation function based
on U-net to convey feature map information. *e selection
in the discriminator uses a ResNet network. It has the
following advantages.

(1) Two kinds of connections are proposed based on the
residual module and the Swish function. *is can
solve the problem of the gradient disappearance of
the middle layer in the U-net network training
process, better filter the feature map, better learn the
feature map of each level, will not cause the gradient
to disappear, and the convergence curve can also
converge faster.

(2) Propose using perceptual loss to better capture
reference images and the difference between the
generated image, making the resulting color image
more textured and color-to-color transitions are
smoother.
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(3) *e experimental results in the Anime Sketch Col-
orization Pair dataset show that the coloring effect of
the method proposed in this paper is better than the
current coloring method and is close to the impact of
artificial coloring.

3.1. Whole Network Structure. *e generator network
structure is based on an improved version of U-net, as
shown in Figure 2, which is a Swish U-net network structure
enhanced by residuals. *e network has six different reso-
lution levels, and as the level increases, the resolution
gradually decreases. Like U-net, Swish U-net can also be
regarded as the left and right branches. Still, a Swish Mod is
embedded between the left and right components of the
same resolution level to filter the information transmitted
from the encoding path to the decoding path; instead, of the
original jumper, Swish Mod can speed up the convergence
speed of the network and improve the performance of the
network. Each green dotted box in Figure 2 is a Swish Gated
Block, and there are 10 in total. In the left branch, the output
of each Swish Gated Block consists of the feature map output
by the residual part and the feature map filtered by Swish
Mod; In contrast, in the right department, the output of each
Swish Gated Block consists of three parts, which are the
feature map output by the residual part, the feature map
filtered by the input Swish Mod, and the feature map filtered
by the Swish module corresponding to the left branch.

Except for the last convolutional layer of the network, all
convolutional layers use normalization and LReLU func-
tions. *e input of the Swish Gated Block of the i-th layer is
the output of the Swish Gated Block of the i-1 layer for 1× 1

convolution obtained after the operation. In addition, the
number of convolution kernels for the 1× 1 convolution
operation in the i-1th layer is the same as the number of
convolution kernels for each convolutional layer in the i-th
layer. From resolution level 1 to resolution level 6, in each
resolution level, the number of convolution kernels of each
convolutional layer is 96, 192, 288, 384, 480, and 512 in turn.
*e last convolutional layer will output the final color image,
consisting of 27 1× 1 convolution kernels, and no nor-
malization and activation functions are used.

Generally speaking, the role of the discriminator is to
distinguish between authentic images and generated im-
ages. ResNet is selected as the discriminator network on the
discriminator. Here, the discriminator has two tasks: (1) It
discriminates between generated images and authentic
images. (2) *e generated and authentic images’ perceptual
features are extracted by calculating the perceptual loss as a
perceptual network. *e discriminator network is finally
normalized to improve the stability of network training.
*en, the ReLU activation function is used to make net-
work training faster while preventing gradients from
disappearing.
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Figure 2: Network structure of Swish U-net.
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Figure 3 shows the training process. Each step includes
two processes of forwarding propagation and back-
propagation. *e two processes are completed once as one
epoch.When the number of times is less than the set training
value Num, it will continue to cycle; Figure 4 shows the
prediction flow chart after the model is trained, only forward
propagation.

3.2. Swish Module and Loss Function. *e new residual
module Swish Gated Block proposed in this paper improves
the residual module in ResNet [12–14]. *e Swish Gated
Block is composed of Swish module and residual, Swish
module contains a convolutional layer and Swish activation
function. In the structure of the proposed residual module,
x represents the input data, F(x) represents the residual,
F(x) + x is the output of the residual module, and “+”
represents the corresponding addition of pixel points, G(x)

denotes the result of the convolutional layer in Swish
module, “·” means the corresponding multiplication of
pixels; T(x) represents the output of the convolutional layer
in Swish Gated Block after the non-linear LReLU function,
S(x) is the output of Swish module, “⊕” represents the
splicing between feature maps, and “T(x)⊕S(x)” is the final
output of Swish Gated Blok.

In the residual module, the input data x are directly added
to the residual without processing; In Swish module, x is
processed, and the Sigmoid function is used; its advantage is
that it can control the magnitude of the value, and in the deep
network, the importance of the data can be kept from sig-
nificant changes. In addition, non-linear LReLU is used for the
convolutional layer in SwishGatedBlock, which has a better
effect than ReLU for generating classes. Swish module filters
the input data x, like a gate that controls the transmission of
the input data x from the bottom layer to the high layer
through a shortcut feature map. Swish module is defined as
follows:

S(x) � X · σ(G(x)), (1)

where S(x) is the output of Swish module, x is the input data,
G(x) is the output of the convolutional layer, σ(∙) represents
the Sigmoid function, and “∙” represents the multiplication
of the corresponding pixels.

*e output of Swish Gated Block is as follows:

y � T(x)⊕ S(x), (2)

where T(x) is the residual part in the module, S(x) is the
information filtered by Swish module, and finally spliced
together to output the obtained feature map.

*e generator and discriminator proposed in this paper
are trained separately, using pairs of matching images as a
data set of images. Anime line art is the input data, and paired
color images are the labels. For colorization tasks, simply
comparing the pixel colors of the generated image and the
reference color image can seriously affect the quality of the
output image. Because a black and white image is given, the
hair color can be silver or black. *e black and white image
has a one-to-many relationship with the colored image. Still,
there is only one label, so it is unreasonable only to consider
the L1loss of each pixel. Perceptual missing is proposed for
this purpose, which can help capture the difference between
the generated color image and the reference image, and L2
regularization is added to prevent the model from overfitting
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[13]. *e perceptual loss is calculated based on the feature
map and expressed as follows:

Lg � 
1
λ1‖φl(T) − φl(G)‖1 + α

n

l�1
λ2l . (3)

Among them, 1 takes the value [0, 5], T represents the
generated image, G represents the actual image, φ0 (G)
represents the convolution operation with the network
structure of the discriminator, φ represents no convolution
operation, represents the original image, φ1 (G) denotes the
output result (feature map) of the first layer of convolution,
representing the perceptual feature, and so on. λ1 � {0.88,
0.79, 0.63, 0.51, 0.39, 1.07}, indicating the weights of different

layers. *e regularization coefficient α� 0.009, and the
optimizer adopts Adam.

*e network of the discriminator uses ResNet, and the
data are normalized after the convolutional layer so that the
data will not be too large and lead to unstable training
[14, 15]. *e loss of the discriminator here is the discrim-
inator loss proposed by GANS.

Ld � −E⌈bσ(D(T)) + lb(1 − σ(D(T)))⌉, (4)

where G represents the actual image, T represents the
generated image, D represents the discriminator, σ (·)
represents the sigmoid function, and E represents the
mathematical expectation.

Figure 5: Colored images obtained from animation sketch.
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4. Case Study

4.1. Datasets and Evaluation Indicators. To verify the per-
formance of the proposed method, training is performed
on large datasets, Anime Sketch Colorization Pair, which has
a large number of paired anime line art images and anime
colorization images. Training is conducted on 15432 anime
line drawings and their corresponding color images, and all

pictures of the experiments are resized to 512× 512 reso-
lution. Assessing the quality of generated images has always
been a complex problem. *e colors generated by different
coloring models in other areas of the same coloring image
are also different during the coloring process. In addition to
differences in color, images generated by different shader
models also vary significantly in image quality (texture,
shading, brightness) and visual quality of images. *erefore,
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Figure 6: Comparisons of Swish U-Net model (with perceptual loss), SwishU-Net-WPL model (without perceptual loss) and U-Net model.
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we use several standard image quality quantitative indicators
to evaluate and compare SwishU-net and other existing
colorization methods.*e quantitative evaluation indicators
used in the experiments include peak signal-to-noise ratio
(PSNR), structural similarity (SSIM), and feature similarity
(FSIM) [15–17]. To confirm the role of perceptual loss in the
colorization model, we use Fréchet inception distance (FID)
[15–17] as an evaluation criterion to quantify the quality of
color images. Figure 5 shows the coloring results of the
proposed coloring model. To get a color image of eight
different colors, only an animation line draft is needed to
input.

4.2. Experimental Results. Figure 6 shows a comparison of
two colorization models with and without perceptual loss. It
can be seen that the color image generated by the shading
model with perceptual loss is more vivid and complete,
especially the color gradient is smooth, the shadow distri-
bution is reasonable, and there is no sense of violation; the
color image generated by the shading model without per-
ceptual loss. *e colors are not rich enough, and there are
fewer gradients of color changes. In addition, the color
image generated by the colorization model without per-
ceptual loss is also low in color saturation, and there is no
apparent boundary between the characters and the back-
ground in the picture. *erefore, the perceptual loss sig-
nificantly influences the shading effect, and the image
texture generated by the shading model with the perceptual
loss is more detailed. *e transition between colors is also
smoother.

To further investigate our approach, quantitative analysis
was used to evaluate the quality of the generated images, as
shown in Table 1. We used FID as a quantitative indicator to
assess the generated color images’ quality (sharpness) and
color diversity. *e automatic colorization model is a one-
to-many transformation, where FID is used to determine the
quality of the generated color images; SwishU-net without
perceptual loss is abbreviated as SwishU-net-WPL. In ad-
dition, PSNR, SSIM, FSIM are used here to evaluate the
performance of the three algorithms, and the best results are
shown in bold. SwishU-net achieves the best performance on
all metrics. SwishU-net without perceptual loss has the worst
performance on all metrics, indicating that perceptual loss
plays a vital role in the colorization model. *e quality of the
color image generated by the proposed Swish module re-
sidual enhanced network is better than the image generated
by the U-net network, indicating that the Swish module
residual enhanced generative model has a better coloring
effect.

4.3.AlgorithmComplexityCalculation. Table 2 compares the
algorithmic complexity of SwishU-net and the current
mainstream algorithms. All algorithms are based on python
language and implemented on GPU; only 512× 512 images
are tested here. 16 parameter layers are selected for the above
experiments to balance performance and computational
efficiency.

It can be seen that Style2paints and PaintsChainer
consume much time due to the complex optimization
process. At the same time, the generative network of
SwishU-net reduces the running time by not using nor-
malization layers. Despite using a lightweight framework,
the average running time and the number of parameters
results show that SwishU-net performs better after quan-
titative analysis.

5. Conclusion

It takes time and energy to color the animation sketch by
manpower. As a popular color generation technology of
network animation sketch, GANS has not achieved certain
results in the past few years.*ere are some basic problems,
such as color confusion, poor color gradient, unreasonable
color sketch, and so on. *erefore, the GANS network
based on a Swish function module proposed in this paper
can better learn the details of sketch during color filling and
avoid color confusion when the color exceeds the filled
area. At the same time, it can directly carry out end-to-end
training from animation sketch to color picture. *e
module can automatically color the sketch and generate
color pictures with rich colors and clear textures. *e
experimental results show that this method has better
coloring ability than the existing methods and can obtain
more realistic and better visual effect color images. In the
future, if there are better conditions, it will make up for the
shortcomings of this paper, use the GPU with stronger
performance to increase the network parameters, and
expand the network scale, in order to generate higher
resolution images and solve the problems of complexity
and diversity. Although the U-net network structure has
better generation effect than the self-encoder, it also in-
creases the parameter quantity and complexity of the
model. In the future, we will consider looking for a more
suitable network structure as the discriminator model to
reconstruct the image, so as to achieve better generation
effects while simplifying the model.

Data Availability

*e data set can be accessed upon request.

Table 1: Comparisons of SwishU-Net model (with perceptual loss),
SwishU-Net-WPL model (without perceptual loss), and U-Net
model on four quantitative indicators.

FID PSNR SSIM FSIM
Swish U-net model 108.23 18.55 0.85 0.86
U-net model 115.96 17.62 0.87 0.85
Swish U-net-WPL model 119.25 15.97 0.84 0.84

Table 2: Comparisons of the Swish U-Net model, Style2paints
model, and PaintsChainer model on average running time and
model complexity.

Average running time Model complexity
Swish U-net model ≈30 ≈58000
Style2paints model ≈41 ≈70000
PaintsChainer model ≈46 ≈77000
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With the continuous innovation of Internet technology and the substantial improvement of network basic conditions,
e-commerce has developed rapidly. Online shopping has become the mainstream mode of e-commerce. In order to solve the
problem of information overload and information loss in the selection of e-commerce online shopping platform, a personalized
recommendation system using information �ltering technology has come into being. An e-commerce online shopping platform
recommendation model is proposed based on integrated multiple personalized recommendation algorithms: random forest,
gradient boosting decision tree, and eXtreme gradient boosting. �e proposed model is tested on the public data set. �e
experimental results of the separate model and mixed model are compared and analyzed. �e results show that the proposed
model reduces the recommendation sparsity and improves the recommendation accuracy.

1. Introduction

Internet technology has been innovating and developing
continuously in recent years. As the representative of digital
technology, it a�ects all �elds of economy and society and
has become a strong driving force for the consumption
upgrading. With the growth of mobile Internet users and the
rapid development of mobile payment, e-commerce trans-
action applications are constantly upgraded and further
integrated into people’s life [1–7]. With the cooperation and
integration of online and o�ine transactions and the e�-
cient development of the logistics express industry, online
shopping has become a major trend of economic develop-
ment [8–10].

For businesses, promoting and selling products through
an e-commerce platform can expand the business and ex-
pand consumer groups more quickly and conveniently and
save a lot of costs. Under the condition that the state pro-
motes the reform and upgrading of retail, more businesses
use the way of online and o�ine integrated development to
sell products simultaneously, further optimize the user

experience, and improve the user value. For consumers,
online shopping makes them get rid of the restrictions of
time and place, and it is easier to compare the types and
quality of goods horizontally. In addition, online shopping
allows customers to buy goods rarely seen in physical stores.
Cross-border e-commerce, which has developed well in
recent years, has met the needs of consumers in this regard.

Personalized recommendation system [11–13] is an
advanced business intelligence platform based on massive
data mining. It recommends goods for users and meets their
personalized needs. E-commerce recommendation system
can greatly improve the turnover of online shopping mall.
Amazon has increased the sales volume of online shopping
mall by 35% through personalized recommendation system.
Compared with traditional search engines, personalized
recommendation system �nds users’ interest points by
studying users’ behavior, so as to guide users to �nd products
they are interested in faster. A good recommendation system
can not only improve users’ purchase e�ciency but also
establish a good relationship with users and improve users’
sense of belonging.
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However, traditional recommendation algorithms, such
as collaborative filtering algorithm, still have problems such
as data evacuation, cold start, poor scalability, and difficulty
in extracting multimedia information features. In order to
solve the above problems, scholars introduced users’ de-
mographic information, social information, and trust into
similarity calculation, which have specific instructions on
solving data sparsity and cold start problems, respectively
[14,15]. How to effectively solve these two problems si-
multaneously requires further research. *erefore, an
e-commerce online shopping platform recommendation
model is proposed based on integratedmultiple personalized
recommendation algorithms. *e data set of real online
shopping platform is used to preprocess user behavior data.
*rough visual analysis to understand the underlying
business logic, the platform selects meaningful features from
the dimensions of users, goods, and interactions within
them. Experimental results show that the performance of the
proposed fusion model is better than that of other models.

2. Personalized Recommendation
and Algorithms

2.1. Recommendation System. Recommendation system can
successfully solve the problems of information overload and
information loss by using information filtering technology.
As one of the main applications of personalized service, it
has attracted extensive attention. Its typical application is in
the field of e-commerce, such as Amazon, eBay, and Taobao,
which have invested a lot of research and development in the
recommendation system. *e recommendation system can
effectively improve the utilization of the platform and en-
hance the user’s dependence on the platform, so as to achieve
greater economic benefits. At present, the widely recognized
informal definition of recommendation system is “using
e-commerce websites to provide users with product sug-
gestions, help users make purchase decisions, simulate
marketing, and enable users to complete the purchase
process” given by Resnick and Varian in 1997 [16].

*e recommendation system consists of three parts:
input module, output module, and recommendation algo-
rithm. *e input module collects and records the user’s
historical behavior and other information and converts it
into user interest data. After the calculation of the recom-
mendation algorithm, the items suitable for the user are
given. Finally, the output module presents the recommen-
dation results for the user. *e whole recommendation
process includes three basic elements: users, items, and
recommendation methods. How to model user and item
information and what recommendation strategy to adopt are
the core issues of recommendation system. *e recom-
mendation system model is shown in Figure 1. *e rec-
ommendation system models the user according to the
implicit or explicit information obtained from the input
module, models the items at the same time, and selects the
best recommendation object to present to the user through
the matching of the recommendation algorithm.

*e mathematical expression of the recommendation
system is as follows: set the user set as C and the

recommendation object set as S. *e scale of C and S sets is
usually large, and S can be any object recommended to users,
such as goods, articles, advertisements, and songs.*e utility
function u() can calculate the recommendation degree of
object s to user c, which can be expressed as

u: C × S⟶ R, (1)

where R is a fully ordered nonnegative real number in a
certain range.

*e problem of the recommendation algorithm is to find
the object S∗ that can maximize the recommendation R
calculated by u(), which can be expressed as

∀c ∈ C, S
∗

� argmax
s∈S

u(c, s). (2)

*e utility value of the recommended object is expressed
by score, which represents a user’s preference for an object.
*e utility function u() changes according to the actual
recommendation scenario and recommendation strategy.
Because the utility value of the recommended object is not
given in the whole space, how to build a recommendation
engine to estimate it is the core of the recommendation
problem.

2.2. Classification of Recommendation System. *e recom-
mendation system adopts different recommendation strat-
egies and technical means [17], which can be divided into
three categories according to the degree of providing per-
sonalized services for users as shown in Figure 2.

(1) Nonpersonalized Recommendation System. General
recommendation: *e recommendation system will
not generate recommendations according to the
user’s personal characteristics but through the
marketing strategy formulated by the background
operator of the web system or the statistical analysis
tool based on the background of the system. *is

User library Goods library

Get
user interest 

User modeling

Get item
information 

Item modeling

Recommendation
algorithm 

Provide recommendations

Figure 1: Recommendation system model.

2 Scientific Programming



kind of recommendation system is not targeted to
users but presents the same recommendation results
for all users. Specific forms of recommendation
include advertising recommendations and sales
ranking recommendation.

(2) Semipersonalized recommendation system: *e
system obtains the user’s preference information and
generates recommendations by analyzing the user’s
browsing behavior or current shopping data. *e
user’s behavior data affect the recommendation re-
sults, and its degree of personalization is higher than
that of nonpersonalized recommendation system.

(3) Fully personalized recommendation system: *e
user’s historical information in the system is retained
according to its value extracted from personalized
features, such as user’s browsing information, pur-
chase history, registration information, scoring data,
collection list, and registration information. Because
this kind of recommendation system makes use of
the long-term data of users, it can build a relatively
stable user preference model and analyze it in
combination with the current behavior of users, so it
can provide users with fully personalized recom-
mendation services. *is kind of recommendation
service has the highest degree of personalization and
is generally only for registered users.

From the perspective of algorithm and implementation,
recommendation systems can be divided into the following
categories: content-based recommendation system, collab-
orative filtering algorithm-based recommendation system,
association rule-based recommendation system, knowledge-
based recommendation system, and hybrid recommenda-
tion system, which are also shown in Figure 2. *e rec-
ommendation system based on collaborative filtering
algorithm and content-based recommendation system have
the longest research time and the most applications.

2.3. Recommendation Algorithms. In the recommendation
of e-commerce online shopping platform, multicriteria
decision-making [18–24] is a common method, but this
method has been proved to have many shortcomings, such
as uncertainty and subjectivity in the decision-making
process [25–28]. Many researchers classify recommendation
algorithms differently from different perspectives. From the
perspective of information technology, they can be divided
into collaborative filtering and content-based recommen-
dation according to the algorithm and generation mecha-
nism of recommendation results.

Collaborative filtering algorithm is a mature recom-
mendation algorithm recognized in the industry. Goldberg
et al. [29] first proposed the collaborative filtering algorithm
and applied it to the Tapestry e-mail filtering system. *e
algorithm mainly recommends items based on users’ pre-
vious preferences and the choices of users with similar in-
terests. Different from Tapestry’s single-point filtering
mechanism, Resnick et al. [30] proposed a cross-point and
cross-system news filtering mechanism, GroupLens. *is

automatically helps people find what they like from a large
number of articles available. *e drawback of the above
nearest neighbor method is that it requires a lot of calcu-
lation. *erefore, Verbert et al. [31] proposed a collaborative
filtering algorithm based on items. *e algorithm replaces
the nearest neighbor method by finding similar goods.
Online computing costs have nothing to do with the number
of users or items. It can generate high-quality recommen-
dations in real time on huge amounts of data. *e advan-
tages of collaborative filtering algorithm are obvious. In
engineering, the model is simple, effective, and versatile. If
the scale of the e-commerce system expands, the rapid in-
crease of user and project data will lead to data sparsity. In
addition, it also has a serious cold start problem. Pereira et al.
[14] introduced user demographic information into the
recommendation algorithm. *is forms the hybrid collab-
orative filtering recommendation algorithm, which can solve
the cold start problem well. Shambour et al. [15] incorpo-
rated the idea of project rating trust into the traditional user-
based collaborative filtering recommendation algorithm.
*ey abandoned the traditional method of similarity cal-
culation. Experiments show that this algorithm can alleviate
the problem of data sparsity.

In addition, the content-based recommendation algo-
rithm can effectively solve the cold start problem of the
collaborative filtering algorithm and its whole operation
process. In the collaborative filtering recommendation al-
gorithm, if the condition that the project is evaluated by
many relevant users is met, it will make recommendations
for other relevant users. In content-based recommendation
algorithm, feature vectors describing related content are
established by extracting features from content for users.
*en, the preferences of the users are calculated to determine
whether to recommend relevant content to the users.

A review of relevant research found that the online
shopping platform has specific business scenarios for product
recommendations. It needs to select an efficient recom-
mendation algorithm from the perspective of accuracy, ef-
ficiency, and explainability of the algorithm. In addition,
collaborative filtering and content-based recommendation
algorithms have their own advantages and difficulties. In fact,
most recommendation systems carry out a hybrid recom-
mendation by integrating different recommendation algo-
rithms in various forms. It can use the results of the respective
models to carry out the weighted combination and waterfall
mixing. *erefore, random forest (RF), gradient boosting
decision tree (GBDT), and eXtreme gradient boosting
(XGBOOST) models are selected as the basic models.

Random forest (RF) is composed by Breiman et al. [32]
on the basis of a classification and regression tree (CART).
Its principle is to form different data sets by randomly
sampling the original data set. By training decision trees on a
single dataset, multiple decision trees are combined to form
a classifier. *e specific steps are shown in Figure 3.

*e first step is to preprocess the RF model. *e
downsamplingmethod was adopted to avoid the influence of
sample imbalance on the experimental results (the ratio of
positive and negative samples in the original data set was 1 :
1100).
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(1) K-means clustering algorithm is used to cluster
negative samples

(2) Based on the subsamples of each group set with the
same ratio, the optimal ratio is selected through
testing in random subsamples

(3) RF model is used to train and predict the lower
sample set.

*e second step is parameter tuning.

(1) *e imbalance rate N/P of positive and negative
samples was optimized.

(2) *e number of forest scale trees is optimized.
(3) For the setting of the probability wide value, the

predicted value can be obtained by inputting the
sample characteristics of the trained model. *e
predicted value is the probability value. *e de-
fault value is 0.5. By constantly adjusting and
modifying the condition that the probability value

reaches the broad value, the purchase prediction
classification label for the user and the sample is
changed.

*e third step is using RandomForestClassifier() in
sklearn package to establish the model and train to generate
a subset P of predicted results.

GBDT [33] belongs to boosting algorithm, which is
different from the bagging algorithm to RF. Boosting al-
gorithm adopts a series serialization model. Individual
learners are strongly correlated; that is, the new model
generates training results based on the old learning model.
GBDT algorithm is learned from the generated CART
classification regression tree. Samples with large residuals
output from existing models and actual samples. So, gen-
eration is selected to generate a new CART tree.*rough the
above training methods, residuals are constantly reduced to
ensure the accuracy of the results. *e specific steps are
shown in Figure 4.

*e first step is to use k-means clustering to cluster
negative samples. *e second step is to select the optimal
ratio by adding human GBDT into the random subsample
based on the subsample of each population with the same
ratio. *ird, GBDT classifier selects the best parameters.

(1) *e imbalance rate N/P of positive and negative
samples was optimized

(2) GBDT selects the best number and learning rate of
forest scale trees

(3) *e best maximum depth value of the base tree, the
minimum number of samples required for internal

Preprocess
RF model

Parameter tuning

Establish model
and generate
predicted results

Figure 3: Random forest model.
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node subdivision, and the minimum number of
samples for leaf nodes are selected

(4) Probability wide value is tuned

*e fourth step is using GradientBoostingClassifier() in
sklearn package to establish the model and train to generate
a subset P of predicted results.

Both of them belong to boosting algorithm, and
XGBOOST efficiently implements and optimizes GBDT
algorithm. In the choice of the base learner, XGBOOST [34]
model can adopt the tree model and other models (such as
LR). *erefore, it is not limited to the CART tree defined by
the GBDT algorithm. XGBOOST learns new functions and
fits residuals through continuous feature fission of the tree.
*e specific steps are shown in Figure 5.

*e first step is to train XGBOOSTmodel parameters for
analysis.

(1) Use higher learning rate to adjust the number of
optimal forest size trees

(2) Adjust the maximum depth value and the minimum
sum of sample weights in subnodes

(3) Adjust parameter Y
(4) Adjust input and A
(5) Reduce the learning rate and cycle to obtain a more

stable parameter combination

*e second step is using GradientBoostingClassifier() in
sklearn package to establish the model and train to generate
a subset P of predicted results.

3. Experimental Data

*e experimental data construct a product recommendation
model based on real desensitization data from an online
shopping platform, which comes from the Tianchi big data
platform competition of Alibaba. *e dataset contains the
user’s mobile behavior data over a 30-day period. *e user
table contains six fields, including user ID, brand ID, user
location ID, product classification ID, user interaction be-
havior, and behavior time. *e specific data amount is as
follows. *e number of users is 92302, the number of
commodity subset is 65221, and the number of commodity
user interaction data is 22560328.

*e experimental data include the data of Taobao’s
shopping festival on December 12. After analyzing the total
operations of users in this month (browsing, collecting, adding
to the shopping cart, and purchasing behavior), it is found that

the purchase behavior doubled at 0 on the 12th and was
obviously abnormal data. *erefore, the data of this day are
eliminated. In the process of e-commerce website data sta-
tistics, there are repeated data, abnormal data, and other
problem data.*erefore, the above repeated values and invalid
values will be directly eliminated in the data cleaning process at
this stage. *e ratio of positive and negative samples in the
original data set is about 1 :1100. *erefore, it may cause the
algorithmic prediction model to treat the positive sample set as
noise data and thus bias the negative sample set data. Positive
samples are more likely to be misclassified than negative ones.
*erefore, the random downsampling method is adopted to
avoid the above problems.

3.1. Feature Construction. According to the data pre-
processing results and combined with the business char-
acteristics of the online shopping platform, data
characteristics are reconstructed. Feature construction is
completed from the three dimensions of user feature,
commodity feature, and commodity category feature and
their combination, which is shown in Figure 6. If this ex-
periment is treated as a dichotomous problem, the output
variable Y labels are 1 (purchased) and 0 (not purchased),
respectively.

*e characteristics of user behavior are as follows:

(1) User activity: it refers to the sum of users’ behaviors
in the recent N days, reflecting users’ purchasing
habits

(2) User conversion rate: it reflects the user’s buying
decision operation habit

*e commodity characteristics are as follows:

(1) Commodity activity: it refers to the total number of
user operations on the category in the previous
N days, reflecting the popularity of the product

(2) *e conversion rate of goods: it reflects the operation
characteristics of purchasing decision (such as high
value and long decision time)

*e characteristics of the commodity category are as
follows:

(1) Activity of commodity category: it refers to the total
number of user operations on this category in the last
N days, reflecting the popularity of this category

(2) Purchase conversion rate of commodity category: it
reflects the characteristics of purchase decision op-
eration of the commodity category

Train XGBOOST
model parameters
for analysis

Establish model and
generate predictedresults

Figure 5: XGBOOST model.

Use k-means
clustering to
cluster negative
samples

Select optimal
ratio

Select best
parameters

Establish model
and generate
predicted results

Figure 4: GBDT model.
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*e user-product category characteristics are as follows:

(1) Total browsing of user-product category
(2) Total purchases of user-product category
(3) Last operation date of user-product category

*e commodity-commodity category characteristics are
as follows:

(1) User behavior sum sort of commodities in the
category

(2) Sales ranking of commodities in the category

3.2.DivisionofDataSet. *is experiment divides the data set
into two parts, including the training set and test set. *e
learning and training process is shown in Figure 7.

*e data preprocessing results are shown as follows. *e
user click conversion rate of this dataset is less than 1%; that
is, it takes an average of 100 interactions (including browsing,
clicking, and adding products) for each user to generate one
transaction. *e amount of data is relatively large.

If all interactive behaviors of users in the whole time
period are taken as characteristic data, the calculation speed
of themodel will be greatly reduced. Due to the time decay of
user interest, the accuracy of the model will be reduced.
*erefore, when dividing the data set, it can be divided into
four groups with weeks as the interval unit, including a
group of abnormal data.*e reason for elimination has been
explained above.

4. Case Study and Algorithm Analysis

4.1. Algorithm Evaluation Indicator. Fl-score is a compre-
hensive indicator that can be considered when user ratings
are sparse or missing. It is characterized by harmonic

precision α and recall rate β. *e basic meanings of these
three indicators are as follows:

α �
tp

tp + fp
,

β �
tp

tp + fn
,

F1 �
2αβ
α + β

,

(3)

where some concepts of confusion matrix are involved, tp
means true positive, fp means false positive, fn means false
negative, and tn means positive.

Combined with the recommendation scenarios of online
shopping platforms, harmonic precision α and recall rate β
can also be expressed as

user behavior
characteristics

commodity
category

characteristics

user-product
category

characteristics

commodity
characteristics

Data
characteristics

User activity

User conversion rate
Commodity activity

Commodity
conversion rate

Commodity
category activity

Purchase conversion
rate

Total browsing

Total purchases

Last operation date

User behavior
sum sort

Sales ranking

commodity-
commodity

category
characteristics

Figure 6: Data characteristics.
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system

Classifier
model

Training data
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Classification
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Figure 7: Process of the training data model.
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α �
η∩ μ
η

,

β �
η∩ μ
η

,

(4)

where η means recommended quantity, and μ means ser-
viceable quantity.

Higher precision means more accurate recommenda-
tion, and higher recall rate means more acceptance of
recommendation. Only when both are high, the perfor-
mance of the recommendation algorithm is good.*erefore,
F1-score is taken as the main indicator.

4.2.ExperimentalEnvironment. *e operating system of this
experiment is Windows 10–64 bit, with CPU : Intel(R)Cor-
e(TM) 15–5200U CPU @ 2.20GHz (4 CPUs), 2.2GHz, and
Python version 3.7.2. It is implemented based on software
packages such as PANDAS and sklearn.

4.3. Separate Model Training. First, the LR model was
trained, but the result was not ideal. When RF, GBDT, and
XGBOOST are used, the effect is significantly improved. In
the three integration algorithms, XGBOOST has only a slight
advantage in F1-score compared with RF, but the model
implementation time is shorter than RF. LR models are
simple, and run time is short, but its accuracy is poor
compared with other algorithms. *e three integration
models (RF, GBDT, and XGBOOST) show strong gener-
alization ability for such data with complex features. *e
training result of the separate model is shown in Table 1.

4.4. Mixed Model Training. All kinds of recommendation
algorithms have their own advantages and difficulties in
implementation. In fact, most recommendation systems
carry out a mixed recommendation by integrating different
recommendation algorithms in various forms.

(1) Weighted mixing: Weighted hybrid combination is a
common way. *e recommendation results and
scores can be combined to generate the final rec-
ommendation set by a weighted combination of the
deduction results of respective models. *rough a
reasonable weighting method, the result of a com-
prehensive algorithm is better. But there are also

some problems such as a large amount of compu-
tation and complex systems.

(2) Waterfall mixing: waterfall hybrid mode adopts the
principle of “filtering” and takes the filtering result of
one model as the input data of another model.
Generally, taking GBDT+LR model as an example
and combining the respective advantages of the LR
model and GBDTmodel, the OUTPUTresults of the
GBDT algorithm are directly output as LR input
features, which improves the utilization rate of data
information and the learning efficiency of LR model
step by step.

(3) Graded mixing: In industry, this kind of hybrid
method makes the hybrid algorithm simple and
efficient. Combined with different scenes, according
to the characteristics of different algorithms, the
high-precision algorithm is first used. Other algo-
rithms are used to get subsequent results.

*e training result of mixed model is shown in Table 2.
In the experiment, the models are fused according to the

independent training results of the previous model. *e
experiment involves a lot of steps of data processing, feature
selection, and parameter adjustment. *e results of the
experiment are as follows:

(1) Under normal circumstances, the fusion between
models will improve performance. However, when
the performance of a single model is poor, the fusion
with other models will reduce the effect of its fusion
model.

(2) In the mixed recommendation, the direct fusion
effect is poor; for example, the simple weighting can
adopt the hierarchical strategy. Efficiency is im-
proved by taking the output of one model as the
input of another.

(3) When the experimental performance of themodels is
similar, the fusion effect will not be significantly
improved.

(4) *e final results show that the model combining LR,
GBDT, and XGBOOST has the best effect.

5. Conclusion

With the continuous innovation of Internet technology and
the substantial improvement of network basic conditions,
e-commerce has developed rapidly. As the mainstream

Table 1: *e training result of separate model.

LR RF GBDT XGBOOST
F1 0.0611 0.0872 0.0836 0.0896
Harmonic precision 0.0568 0.9033 0.0959 0.0811

Table 2: *e training result of mixed model.

LR/GBDT LR/XGBOOST RF/GBDT RF/XGBOOST GBDT/XGBOOST LR/GBDT/XGBOOST
F1 0.1022 0.0966 0.0865 0.0956 0.0867 0.1122
Harmonic precision 0.0633 0.0564 0.0819 0.0980 0.0895 0.0823
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mode of e-commerce, online shopping has added great
vitality to the development of the economy. *e online
shopping platform recommendation algorithm is explored.
An e-commerce online shopping platform recommendation
model based on integrated personalized recommendation is
designed and implemented. *e later research of this paper
can be carried out from the perspectives of real-time rec-
ommendation, visual recommendation result generation,
and user interest model mining combined with scenes. *e
model used in the recommendation system can be further
improved. In the future, user data from various sources can
be integrated, and attribute tags can be added to make the
personalized recommendation model more accurate. In
addition, according to the different business needs of the
application, the personalized recommendation system can
add more recommendation scenarios to meet the needs of
users more comprehensively.

In future software system development based on the
model proposed in this study, the preliminary system
function module planning is as follows. It is mainly divided
into the foreground function module and the background
function module. *e foreground function module includes
the system home page submodule, registration and login
submodule, alternative platform display submodule, and
personal center submodule. *e background function
module includes a platform management submodule, order
management submodule, merchant management sub-
module, and security authority submodule. *e function of
the software system is tested by the method of unit test.
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*e dataset can be accessed upon request.
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It is a very interesting and practical task to transform real-world images such as portraits or scenery into creative animation
images. Since this concept was put forward, it has aroused extensive research interest in the �eld of computer vision. �e
generative adversarial networks (GAN) model is widely used in this �eld. Depth convolution GAN (DCGAN) and Wasserstein
GAN (WGAN) improve the original GAN, but there are still problems existing in creative animation generation such as model
collapse. To solve these problems, the Wasserstein distance is introduced to replace the JS divergence in the GAN model to
measure the gap between the sample distribution generated by the generator and the real distribution, and the loss function is
improved. In order to achieve a better animation generation e�ect, the training of the model is further optimized through the
adjustment of the network model structure and the setting of parameters. �rough the comparison with DCGAN and WGAN
models in the animation data set and CelebA data set and the quantitative analysis and comparison of the generation e�ects of
di�erent models, the e�ectiveness and generalization of the improved GAN model are veri�ed.

1. Introduction

It is a very interesting task for computers to be used to
generate creative animation images with artistic style. �is
task is mainly studied through image style transfer. Image
style transfer focus uses a computer to stylize the content in
an image, presenting a speci�c artistic style while the original
content can be recognized [1, 2]. �is is a new research
direction in computer vision in recent years. Style transfer
technology allows computers to create art “autonomously.”
�erefore, the concept has attracted people’s attention since
it was put forward.

Convolutional neural networks (CNN) and generative
adversarial networks (GAN) learning models are basically
adopted in the study of image style transfer [3, 4]. �ese
models can add an art style to the target image, which has
artistic properties. In image style transfer, �rstly, CNN or
GAN is used to learn style patterns from the speci�ed style

images.�en, they are converted into oil paintings, cartoons,
Chinese landscape paintings, and other di�erent artistic
images, or the transformation of seasons and textures on the
image is realized after it is applied to the target image.

GAN model is unstable and di�cult to optimize in
training. Many style migration e�orts improve it from a
loss function perspective. In these improved models,
DualGAN [5] and CycleGAN [6] can complete the image
style transfer work well. However, these GAN models can
only migrate either style or content during style migration.
In this paper, by improving the generator structure, the
model achieves a better balance in the simultaneous
transfer of style and content. �e improved model is ap-
plied to the style transformation from natural images to
animation illustrations. �e experimental results show that
the model can retain the content of the original natural
scene and have a very excellent animation illustration style
e�ect.
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2. Related Works

As the most widely used generation model in the field of
deep learning, GAN is also one of the models with the best
visual effect on image generation. It is a new network model
proposed by Ian Goodfellow of OpenAI in 2014 [4]. *e
model has attracted the attention of many scholars. *e
image quality generated by generating a countermeasure
network model is higher than that of traditional generation
models, such as variational self-encoder, and the training of
the model is faster than that of the autoregressive model.
However, the original GAN model also has some disad-
vantages, such as poor training stability and mode collapse.
With the continuous research of scholars, various improved
models have emerged one after another, and the perfor-
mance of the generated countermeasure network has been
greatly improved.

In view of the phenomenon that the training speed of the
model is slow, the gradient is not updated in time, and even
the model collapses when using the original GAN model.
Mao et al. proposed the least squares GAN (LSGAN) [7], and
the gradient of the model will be reduced to 0 when the data
distribution is completely consistent with the real sample.
*e problem of gradient disappearance in model training
caused by using Sigmoid and other functions as activation
functions is avoided.

However, the real problem of GAN is how to better
measure the gap between generated sample distribution and
real sample distribution so that the generator can learn
better. *is problem did not make a major breakthrough
until Wasserstein GAN (WGAN) was put forward.

WGAN was proposed by Arjovsky et al. [8]. *e model
uses Wasserstein distance instead of JS distance in tradi-
tional GAN as the standard to measure the difference be-
tween distributions. *e common problem of JS divergence
is that it is unable to measure the distance between two non-
coincident distributions, and the gradient often disappears
in the process of model training. UsingWasserstein distance
can better measure the gap between the generated sample
distribution and the real sample distribution, effectively
alleviate the problems of mode collapse and training in-
stability in network model training, and achieve good ex-
perimental results without a complex network model
structure.

Ishaan Gulrajani et al. proposed WGAN’s improved
model WGAN-GP on the basis of WGAN [9]. In the model,
the gradient penalty method is used to replace the weight
clipping in WGAN to achieve the approximate 1-Lipschitz
restriction effect on the discriminator network, and the
normalization operation is cancelled in the discriminator
network. David Berthelot et al. proposed the boundary
equilibrium GAN (BEGAN) model and designed a new way
to evaluate the generation quality of generators [10]. By
estimating the difference between the distribution of dis-
tribution errors instead of the traditional generation, they
can directly estimate the generation distribution and the real
step-by-step errors in the antinetwork model.*emodel can
also be trained stably under the standard GAN structure, and
the model can converge quickly. At the same time, a super

parameter is added to adjust the quality and diversity of the
image generated by the generator.

*e improvement methods mentioned above are to
improve the original generated countermeasure network
model from the loss function of the model. In terms of the
structural improvement of the generated countermeasure
network, the earliest is the deep convolution GAN
(DCGAN) [11] proposed by Alec Radford et al. *e model
combines the powerful convolution neural network with the
generator and discriminator that generates the counter-
measure network, replaces the pool layer in the original
generated countermeasure network with the convolution
layer with step size, and uses the batch normalization op-
eration [12] in the generator network and discriminator
network to cancel the full connection layer in the network so
that the generator can better learn the characteristic in-
formation of the image. *e generated image has higher
quality. Zhang et al. proposed self-attention GAN (SAGAN)
[13] and added a self-control module to the model structure
of the generation countermeasure network. *e self-atten-
tionmodule can well deal with the long-range andmultilayer
dependence of image information. When generating the
image, it can coordinate the details of each position and the
details of the far end. At the same time, spectral regulari-
zation is added to the discriminator, which has achieved
good results in the field of image generation. Andrew et al.
proposed the BigGAN [14] model, which has achieved a
major breakthrough in the field of image generation. *e
model not only increases the batch size but also increases the
number of filters in each layer of the network. *rough the
shared embedding between network levels, the random
noise and input conditions are spliced and input to each
batch normalization layer of the generator network model,
which greatly improves the quality of the generated image.

In order to apply the GAN model to a wider range of
fields, Mirza and Osindero proposed conditional GAN
(CGAN) [15]. By adding additional label information
conditions to the generation network and discrimination
network to guide the data generation process, the network
can generate specific image samples according to the ad-
ditional condition information. Phillip et al. proposed the
pix2pix model [16] on the basis of CGAN and applied GAN
to the field of image style migration.*e model adds a U-net
structure [17] to the generator network and an L1 regula-
rization term to the loss function to realize the image
translation task. In the image style conversion, the most
popular is the cycle neural network GAN (cycle GAN) [18]
proposed by Zhu et al. It realizes the conversion between
images of two different styles (such as the conversion from
horse to zebra) and the conversion between different
painting styles. Different from the pix2pix model, the cycle
GAN model can be trained in non-paired data set, while the
training data and data of the pix2pix model must be paired.
Yunjey et al. proposed the star GAN [19] model to realize the
conversion between multiple different style fields through
fewer generators. Star GAN realizes the image cross style
conversion under different data sets with less training cost by
adding one hot condition feature and mask vector to the
model.
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In the field of more widely used image restoration and
image super-resolution reconstruction, there is the Deblur
GAN [20] model proposed by Orest Kupyn et al. Based on
conditional GAN structure and content loss, it realizes
image deblurring through end-to-end learning.

In the practical application of image super-resolution
reconstruction, the more popular is the SRGAN model [21]
proposed by Christian et al. *e generation network model
of SRGAN adopts the deep-seated residual network as the
network structure and adds the perception loss based on the
VGG network [50] to the loss function so that GAN has
more real details in generating super-resolution images and
faster training speed.

3. Principles of GAN

GAN is also a generative model. But it does not have to
explicitly express the probability distribution of the sample.
It is the idea of adversarial learning. *e intrinsic distri-
bution of data is implicitly learned through a zero-sum game
between generator and discriminator [22–25]. When the
generator and discriminator reach a Nash equilibrium state,
the data generated by the generator can have the same in-
herent properties as the real data. *is allows using gen-
erators to get real data [25].

*e GAN model consists of two basic modules: gener-
ator G and discriminator D. Generator G and discriminator
D can be any learning model with generative and dis-
criminant capabilities. Compared with the traditional
shallow machine learning model, the deep model has richer
parameters and stronger learning ability. In particular, CNN
has unique advantages in processing image data. *erefore,
CNN is generally used as a discriminator in the GANmodel.
CNN with transpose convolution structure is used as a
generator.

When using the GAN model to generate image data,
random noise vector Z needs to be input for generator
G. *e output result G(z) is obtained by transposing con-
volution – upsampling – non-linear activation – batch
normalization. G(z) has the same structure and size as real
training data. *ey will be fed into discriminator D along
with real training data X. *eir labels are usually separated
by zeros and ones. If the input sample is G(z), then dis-
criminator D should determine its category label as 0. If the
input is true sample X, the category label of it is judged to be
1. In the training process, discriminator D needs to maxi-
mize the accuracy of label prediction for X and G(z).
Generator G, meanwhile, tries to make the generated G(z)
indistinguishable from the x from the real training set. *us,
generator G and discriminator D will constantly play against
each other throughout the training process. *e generative
and discriminant abilities of both will be improved con-
tinuously. *e output of the final generator will have the
same appearance as the real data. Judge D will not be able to
distinguish the true source of the data. *e classification
probability of both the real sample and the “false” data
generated by G will approach 1/2. At this point, you can
assume that generator G has learned the inherent distri-
bution of real data. *e “fake” data it generates already has

the same properties as the real data. *is enables data
distribution without explicitly expressing it. *e goal of the
intrinsic distribution of training data is obtained through
adversarial learning.

*e learning objectives of the GAN model can use the
following form of expression:

min
G

max
D

LGAN(D, G) � Ex∼pdata
[log D(x)]

+ Ez∼pz
[log(1 − D(G(z)))],

(1)

where pdata is the probability distribution obeyed by real
training sample x. pz(z) is the probability distribution that
noise z obeys. Ex∼pdata

[·] and Ez∼pz
[·] are the mathematical

expectation of x and z classification probability output by
discriminator D, respectively.

4. Animation Style Migration Model

A deep convolution generated countermeasure network
(DCGAN) is an improved model of generating counter-
measure network GAN. Its principle is consistent with that
of GAN. *e biggest improvement is the perfect combi-
nation of convolution neural network, which is most widely
used in image processing, and generated countermeasure
network. Deep convolution generated countermeasure
network uses convolution neural network structure for both
generator and discriminator in the model, At the same time,
some changes are made to the structure of the added
convolutional neural network to improve the performance
of the network model.

4.1. Improvement of Loss Function. Since GANwas proposed
in 2014, although it has been widely used in the field of
machine vision and achieved good results, the initial GAN
model often has problems such as training difficulties,
unbalanced training between generator and discriminator,
and insufficient diversity of samples generated by the gen-
erator. In the original GAN model, KL (Kullback–Leibler
divergence) is used to measure the gap between the sample
distribution generated by the generator and the real dis-
tribution. *e loss function used in the standard generation
countermeasure network model is shown in formula (1).

From formula (1), it can be calculated that when the
parameters of generator g are fixed, it is the optimal dis-
criminator D. *e calculation process is as follows:

min
G

max
D

V(D, G) � Ex∼pr(x)[log D(x)]

+ Ex∼pg(x)[log(1 − D(x))],
(2)

where Ex∼pr(x)[log D(x)] represents the probability distri-
bution that sample x belongs to real data and
Ex∼pg(x)[log(1 − D(x))] represents the probability distri-
bution that sample x belongs to the sample data generated by
the generator.

*en the contribution of x to the loss function is

contribution(x) � prlog D(x) + pglog(1 − D(x)). (3)
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By taking the derivative of formula (3) to D(x) and
making its derivative value 0, it can be obtained that

pr

log D(x)
+

pg

log(1 − D(x))
� 0. (4)

By simplification, the best discriminator can be obtained
as follows:

D(x) �
pr

pr + pg

. (5)

*e above results show that the task of the discriminator
is to judge the possibility that the input sample x comes from
real data and generated data. When pr(x)� 0 and pg(x)≠0,
the discriminator can easily determine the source of x. When
pr(x)� pg(x), it indicates that the probability that the sample
belongs to the real sample is equal to that of the generated
sample. At this time, the output of the optimal discriminator
is 0.5, which means that the generator and the discriminator
have reached Nash equilibrium.*e sample generated by the
generator is enough to confuse the true with the false so that
the discriminator cannot make a correct judgment on the
input sample. If the obtained optimal discriminator is
replaced back into the loss formula of the original GAN, the
following can be obtained:

Ex∼pr(x) log
pr

pr + pg

  + Ex∼pg(x) log 1 − log
pr

pr + pg

  

� 
x∈X

prlog
pr

pr + pg

dx + 
x∈X

pglog
pr

pr + pg

dx

� 
x∈X

prlog
2pr

pr + pg

dx + 
x∈X

pglog
2pr

pr + pg

dx − 2 log 2

� KL pr‖
pr + pg

2
  + KL pg‖

pr + pg

2
  − 2 log 2

� 2JS pr‖ pg  − 2 log 2.

(6)

It can be seen from the above results that the form of the
optimal discriminator can be obtained according to the loss
function in the original generated countermeasure network.
When the discriminator is in the optimal state, the generator
loss defined by the original generation countermeasure
network can be equivalent to minimizing the Jensen–
Shannon (JS) divergence between the real sample data
distribution and the generated data sample distribution.

However, there is often a problem when optimizing JS
divergence. Nomatter whether the two data distributions are
very close or far apart, as long as there is no overlap between
the two data distributions or the overlap can be ignored, JS
divergence will not be updated and will always be the fixed
value log2. *is also means that the gradient vanishing
problem will occur when using the loss function of the
original GAN for training.

In the process of generating countermeasure network
training, especially at the beginning of training, the input of
the generator is random noise, so there is no intersection

between the large probability of the sample distribution
generated by the generator and the real sample distribution.
As a result, the JS divergence is fixed at the constant log2, and
the gradient is 0, so the gradient descent method cannot be
used to train the network parameters. At this time, for the
generator network, there will be no gradient information fed
back from the discriminator network, which leads to the
disappearance of the gradient in the network training.
*erefore, the training instability and model collapse often
occur in the original generated countermeasure network. On
the one hand, when the discriminator network is trained too
well, the gradient fed back to the generator network will
disappear, and the generator network cannot be updated and
optimized. On the other hand, when the discriminator
network is not trained well, the correct gradient cannot be
fed back to the generator network to guide the generator
network to optimize better.

*erefore, we use the loss function of the WGAN model
to replace the loss function of the original generated
countermeasure network and use Wasserstein distance in-
stead of JS divergence to measure the distance between two
data distributions, which effectively reduces the instability of
model training. Wasserstein distance is also called earth-
mover (EM) distance, which is defined as follows:

W pr, pg  � inf
c∼ pr,pg( 

E(x,y)[‖x − y‖].
(7)

*e advantage of Wasserstein distance over KL diver-
gence and JS divergence in the original generated coun-
termeasure network is that it can reflect the distance between
the two data distributions without overlapping.

In order to addWasserstein distance to the loss function,
a constrained discriminator is proposed, that is, it satisfies 1-
Lipschitz continuity, and the Lipschitz continuity condition
limits the maximum local variation amplitude of a con-
tinuous function. In order to meet the constraints, the
weight updated during backpropagation is forcibly trimmed
to the specified range by weight clipping, and then the
V(G,D) is maximized to realize the training of the model.

*e proposed loss function is

V(G, D) � max
D∈1 Lipschits

Ex∼Pdata
[D(x)] − Ex∼PG

[D(x)]. (8)

*e larger the value of the proposed loss function, the
closer the generated data distribution is to the real data
distribution, and the better the network training.

4.2. Structure of the Migration Model for Creative Animation
Generation. Similar to the general GAN model, the ani-
mation illustration style transfer model proposed in this
paper is also composed of generators and discriminators.
*e internal distribution of data can be obtained by leaning
against each other. In order to better retain the original
content of images and achieve the transfer of artistic styles in
animation illustration style transfer, we design the generator
structure of the deep learning-driven migration model for
creative animation generation as shown in Figure 1. Taking
ResNet-18 as the basic model, the generator structure
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divides image generation into two parts, including down-
sampling and upsampling.

*e downsampling part of the image is composed of a
basic convolution module and four residual layers (reslayer-
1–reslayer-4). However, the basic convolution module
consists of four layers: Conv – Instance Norm (IN) – ReLU
– MaxPooling. *e convolution kernel used is 7× 7. *is
makes the convolution operation have a relatively large
receptive field. In the four residual layers, each residual layer
contains two residual blocks. *eir internal structure is
Conv-IN-ReLU-Conv-IN. *e output of the latter IN layer
will concatenate with the input of the entire residual layer.
And then it goes through another convolution layer. *e
entire residual block has the same short-circuit connection
structure as BottelNeck in ResNet. *is allows the input of
the entire residual layer to be reused. It can effectively
improve the gradient propagation performance of network
optimization. In the downsampling part, each convolution
layer uses a 3× 3 convolution kernel. After each residual
layer, 1/2 horizontal and vertical downsampling is done.

After the basic convolution module and four residual
layers, the size of the feature map will be 1/16 of the original
image. It will then be upsampled. First, the feature graph
output by reslayer-4 is convolved. It is then upsampled to
restore the feature image to 1/8 of the original image. As
shown in Figure 1, add it to the output of reslayer-3 for

upsampling. *is operation is then repeated until the output
of reslayer-1 is added. Such a short circuit connection makes
the details of the feature map of the previous processing
better preserved. *is avoids damage to the content of the
image when migrating styles later. After a short circuit
connection and addition, the feature graph passes through
two convolution layers. It will be transformed back into a
three-channel image again. In the convolution operation of
the upsampling part, the convolution kernel of the first two
convolution layers is 1× 1. *e convolution kernel at the last
layer is set to 7× 7. Tanh activation function is used before
conversion to a three-channel image.

PatchGAN discriminator structure of 70× 70 was used
in the discriminator in this paper. Compared with the
general convolutional neural network structure, the
PatchGAN discriminator has fewer parameters and can
receive images of arbitrary size. *e PatchGAN discrimi-
nator contains three convolution blocks. Each block con-
tains two convolution layers. In terms of the number of
channels in the convolution kernel, this paper sets the output
channel of the first convolution layer as 64. *e number of
channels is doubled in each subsequent block.

In the loss function design of the model, this paper
adopts the same cyclic consistency loss as that in CycleGAN.
For image transformationG and F, CycleLoss means that the
result of source image transformation after x⟶G(x)⟶

Conv

Conv
UpSample

Sum
UpSample

Sum
UpSample

Sum
UpSample
Conv

ResLayer-4

ResLayer-3

ResLayer-2

Conv
Concate

IN
Conv
IN

Conv

Conv
Concate

IN
Conv
IN

Conv

Max-pool
IN

Conv

ResLayer-1

Figure 1: *e generator structure of the deep learning-driven migration model for creative animation generation.
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F(G(x)) should have the attribute of F(G(x))� x. Similarly,
for the target image through y⟶F(y)⟶G(F(y)) should
also be G(F(y))� y. When L1 distance is used to measure the
difference between the result after cyclic transformation and
the original image, CycleLoss can be expressed as follows:

Lcyc(G, F) � Ex∼pdata
F(G(x) − x)1

����
����  + Ey∼pdata

F(G(x) − y)1
����

���� .

(9)

When using the CycleLoss training model, we need to
consider not only the cyclic consistency loss from source
image to target image to source image but also the back-
tracking CycleLoss from target image to source image to
target image. *erefore, two pairs of generators and dis-
criminators need to be set up simultaneously in the model. It
was also trained with CycleLoss in formula (2). *e final loss
function can be expressed as follows:

L G, F, Dx, Dy  � LGAN G, Dx(  + LGAN F, Dy 

+ λLcyc(G, F),
(10)

where Dx and Dy refer to the discriminators of source image
x and target image y, respectively. λ is the equilibrium
parameter set based on experience.

4.3. Image Evaluation Index. In the image generation task,
the evaluation of the result quality of the generated image
not only can rely on the subjective judgment of human
vision but also need to analyze the generated image quan-
titatively. It is mainly considered from two aspects: (1) the
quality of the generated image itself, that is, whether the
image content is realistic and whether the image details are
clear, and (2) for the diversity of generated images, a good
generation should generate a variety of images rather than a
fixed number of similar types of images. At present, in the
field of image generation, the evaluation indicators are is IS
(inception score) and FID (Fréchet inception distance).

4.3.1. IS. It uses the pretrained inception neural network as
the classifier, inputs the image samples generated by the
generator into the classifier, and statistically analyzes the
output value of the classifier. Its calculation is

IS(G) � exp Ex∼pg
KL(p(y|x)‖ p(y)) , (11)

where x ∼ pg means that x is the image sample generated
from pg, KL(p(y|x)‖ p(y)) means that KL divergence is
used to measure the distance between two distributions,
p(y|x) represents the probability that the image sample x is

Figure 2: *e original representative partial face image.
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classified as y, and p(y) � 
x
p(y|x)pg(x) represents the

edge distribution of all categories of images.
*e larger the IS value, the better the image generated by

the generator model.

4.3.2. FID. It is a method to evaluate the image quality by
calculating the distance between the feature vector of the real
image and the generated image, and the feature vector of the
image is extracted after removing the last layer of the net-
work through the perception neural network. *e calcula-
tion is

FID Pr, Pg  � μr − μg

�����

�����
2

+ Tr  r +  g − 2
��������

 r  g



 ,

(12)
where μ represents the mean vector of the real image and the
generated image in the feature space,  represents the co-
variance matrix of the real image and the generated image in
the feature space, and Tr represents the trace of the matrix.

On the contrary to IS, if the FID value is smaller, it means
that the similarity between the generated image and the real
image is higher, indicating that the generation effect of the
model is better.

5. Experimental Results and Analysis

5.1. Experimental Data. *e animation avatar data set used
in the model training in this paper is randomly crawled from
the animation material website SafeBooru through the web
crawler and screened it. Finally, 150,000 animation images
are obtained; 60,000 images are randomly selected as the
training samples; and the image size is uniformly processed
to 96 × 96 for the experiment.

In order to verify the generalization of the improved
model, experiments were carried out on CelebFace data
set. A total of 10,200 samples and 202,677 face data were
collected in this data set, and the face styles in the images
were quite different. All the image sizes were 178 × 218.
However, if all the data sets were used as training data, the
training time of the model would be too long, so 100,000
images are used as training data in this experiment. At the
same time, the size of the original image is 178 × 218, which
is not conducive to the construction of the neural network
model. It is necessary to preprocess the original image and
change it to the size of 128 × 160, which not only can ensure
the simplicity of the network model but also can ensure the
image proportion.

Figure 3: *e animation generated by the original DCGAN model.
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5.2. Experimental Configuration. PyTorch deep learning
framework was used in the Ubuntu 18.04 environment. It
uses an NVIDIA-1080 GPU with CUDA10 for acceleration.
An SGD optimizer with a learning rate of 0.002 was used to
optimize the model as 200 Epochs. It was then used to test
the generation of animation illustration-style images.

5.3. Results and Discussion. Figure 2 is the original repre-
sentative partial face image, which shows the training results
obtained from the CelebA data set. Due to the excessive
number of original sample sets, 100,000 face images are
randomly selected as training samples in order to reduce
training time.

In order to verify the performance of the improved
model proposed in this paper in animation generation,
comparative experiments are carried out on the original
DCGAN model and the original WGAN model in the
100,000 face image data set shown in Figure 2. *e com-
parative experimental results are shown in Figures 3–5.
*rough the steps of facial emotion recognition and in-
formation aggregation, Figures 3–5 show the effects of three
different GAN methods in the animation data set. Figure 3
shows the animation generated by the original DCGAN
model; Figure 4 shows the generation results of the WGAN

model; and Figure 5 shows the animation effect generated by
the proposed algorithm.

It is not difficult to see that although the images gen-
erated by the three different methods have good
identifiability.

However, compared with other methods, the animation
image content generated by traditional DCGAN lacks au-
thenticity, and the facial details of the generated animation
characters are seriously lost, which gives people a sense of
disharmony, and the whole image appears the phenomenon
of information collapse.

For the animation generated by the WGAN model, it
performs well in the color brightness of the whole image, but
the image quality is significantly lower than the other two
methods, and the facial features of the animation avatar in
the generated image are not clear.

Compared with these two methods, the improved GAN
model designed in this paper combines the respective ad-
vantages of the original DCGAN andWGAN.*e generated
animation avatar is closer to the real sample; the details
generated on the image are clearer; and the color saturation
is high and has stronger authenticity.

*e above only analyzes and compares the generation
effects of the original DCGAN model, WGAN model, and
the algorithm model in this paper on the same data set from

Figure 4: *e animation generated by the original WGAN model.
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the perspective of human visual intuition, which has a
certain subjectivity. In order to evaluate these three models
more objectively, we use IS and FID as quantitative evalu-
ation indicators of the image effect generated by the model.
*ese two evaluation indicators are the most widely used
evaluation indexes in the GAN model at present. *rough
these two indicators, the animation generated by three
different network models is evaluated, and the evaluation
results are shown in Table 1.

For these two evaluation indicators, the larger the value
of IS, the better the quality and diversity of the generated
animation image, while the smaller the value of FID, the
better the diversity and quality of the generated animation
image. From the data in Table 1, it can be concluded that the
proposed GAN model has better performance in generating
images than the original DCGANmodel andWGANmodel.

*e score of the same model in the CelebA data set is lower
than that in animation data set due to the influence of
character background information. It can be seen that in the
training of depth model, the quality of the data set also has a
great impact on the final training results of the model.

6. Conclusion

*is paper studies the style transfer of animation based on
the GAN model. A new generator network is designed to
allow simultaneous migration of image style and content.
After training using natural world images as source domain
data and art illustration images as target domain data. *is
method can generate animation images with excellent visual
quality. Compared with the images generated by DCGAN
and WGAN models, the proposed method achieves a better

Figure 5: *e animation generated by the proposed GAN model.

Table 1: *e evaluation results of three models.

Model
Evaluation indicators

IS FID
CelebA data set Animation CelebA data set Animation

DCGAN 6.22± 0.13 6.56± 0.25 43.22± 0.22 39.52± 0.12
WGAN 7.01± 0.15 7.12± 0.18 40.55± 0.10 36.36± 0.22
*e proposed GAN model 7.45± 0.22 7.88± 0.24 35.69± 0.23 31.28± 0.26
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balance between the image style and the original image
content. Aiming at the problem of model collapse that often
occurs in the process of network model training, in order to
avoid this problem, this paper uses Wasserstein distance
instead of JS divergence as the measurement standard. In
order to make the weight meet the constraints, the model
adopts the method of weight forced cutting, which is not
conducive to the learning of the network model. In the next
work, we will consider using gradient punishment instead of
weight forced cutting to make the weight meet the
constraints.
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*e rapid development of network technology and the popularity of the Internet have made people rely more and more on the
exchange and sharing of network information, and the demand for obtaining information about people from the Internet has
gradually increased, but the massive amount of network data has made the information about people fragmented and disor-
ganized, and the existing work on portraits has mainly focused on the extraction of people’s attributes. In this paper, we examine
the artistic construction and characterization ofWutheringHeights on the basis of a tasting of the book, with the aim of presenting
the “alienated personalities” hidden in the depths of the characters’ consciousness and showing the author’s unique creative art
through an analysis of thematic ideas, the use of temporal elements, and the tracing of the creation of the characters’ original
forms. In the aspect of character social relationship extraction, first, the method of expanding the seed dictionary by means of
synonym word forest is used to build a character relationship lexicon, which avoids the inefficiency caused by manual lexicon
collection; second, a character relationship extraction algorithm based on the combination of rule matching and syntactic tree is
proposed, which effectively overcomes the disadvantage of low recall rate caused by rule matching, and the average F-value of this
algorithm reaches 82.61% in the experiment *e algorithm achieves an average F-value of 82.61% in the experiment, which is a
significant advantage over other methods.

1. Introduction

Emily Brontë’s novel Wuthering Heights died of depression
and low critical acclaim until the 20th century, when her
reputation grew and the novel was considered a “complete
and profound insight into human nature and life.”*e novel
is a unique artistic construction, based on the love-hate
relationship between two generations and the distorted
human nature of life in the aberrant English society of the
time. *is article explores and examines the artistic con-
struction and characterization of Wuthering Heights from
the perspective of a taster [1, 2].

*e theme is clearly stated. Set in 18th-century York-
shire, Wuthering Heights tells the story of Heathcliff, an
orphaned boy who is adopted by Earnshaw, the old owner of
the cottage, and goes out to earn money after being

humiliated and losing his love. When he becomes rich, he
returns to take revenge on the landowner Linton and his
children, who have married his girlfriend Catherine.
Heathcliff’s transformation from an orphan to avenger is a
reflection of the perverse society of the time [3]. Heathcliff is
discriminated against by the society he describes, and this is
the trigger for his fierce rebellion. His frenzied revenge
against Wuthering Heights and the Painted Hills is an in-
dictment of a heartless society [4].

When it comes to the organization of character infor-
mation, traditional methods often use manual editing and
collation, which can achieve a high accuracy rate but is
inefficient, and users are eager to get global information
about the target character in a simple and quick search. If
global information about people could be automatically
extracted and collated from people data scattered all over the
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Internet, and the scattered and fragmented data could be
brought together to form a portrait of people and stored in a
structured manner, this would greatly improve the efficiency
of users in obtaining global information about people and
facilitate human work and life [5].

Of course, in addition to search engines, users can also
obtain information about people through specific people
search systems. *e most mature people search engines in
the market today are Youku (https://www.ucloo.com/),
Yahoo People Search (https://people.yahoo.com/), Micro-
soft People Cube (https://renlifang.msra.cn/), etc [6]. *ese
people search engines for people are mainly biased toward
the basic information of the person’s gender, age, and place
of origin, and do not present the trajectory of the person’s
activities, i.e., the Wuthering Heights incident that the
person was involved in as reported on the Internet. Gen-
erally, when people are learning about a character object,
they not only want to get basic information about the object
but are more eager to get information about when and where
the character was involved in what events with whom, the
emotional evaluation of the character on the Internet and the
size of the character’s hotness, to grasp information about a
character as a whole.

In this paper, we study the character portrait mining
technique of text data represented by Wuthering Heights,
focusing on three aspects: extraction of characters’ social
relations, tracking of characters’ participation in events, and
analysis of characters’ hotness and emotions. First, the text
data are divided into words and lexical annotations to extract
the character entities, and at the sentence level, the social
relations of characters are extracted using shallow syntactic
analysis; second, the features of individual texts are extracted
according to the corresponding feature extraction algorithm,
and the clustering algorithm is used to achieve the aggre-
gation of similar events, taking characters and time as clues
to form a time-based character event activity; finally, the
combination of Wuthering Heights’ coverage. *e hotness
value and emotional tendency of the characters are calcu-
lated by combining various factors such as the amount of
reports, comments, readings, and time span of Wuthering
Heights. *e above analysis results are combined to form a
character portrait, and the research results can be applied to
character search systems, specific target tracking, and online
celebrity detection.

1.1. Related Work

1.1.1. Personality Information Extraction. In the area of
character information organization, existing work has fo-
cused on the field of character biography and character
search. After the authors of [7] proposed the concept of
biography, many scholars have worked on this area,
resulting in a variety of methods for the extraction of bi-
ographies, mainly including methods based on multidocu-
ment summarization techniques, ontology-based and
character-tracking-oriented. *e authors of [8] realized the
extraction of biographies using multi-document summari-
zation techniques. *e method combines linguistic

knowledge and statistical theory to extract the basic infor-
mation of an object, including name, gender, education, etc.,
from multiple documents to form a biographical text. *e
authors of [9] implemented a multidocument biographical
summary system, mainly using the idea of classification to
divide sentences into corresponding clusters of classes, first
formulating a classification of sentences about the biogra-
phy: social relations, educational background, place of or-
igin, work, etc., and then using a classification algorithm to
obtain the sentences that best characterize the characteristics
of the person, which are eventually combined to form the
biography. *e authors of [10] proposed the concept of
“meta-events” and applied it to the field of character in-
formation extraction, where “meta-events” are acts con-
sisting of three named entities: people, time, and place. *e
authors of [11] proposed constructing an ontology of events
for people and to realize this through an ontology de-
scription language.

Personal information extraction on the other hand is a
research work for personal search engines, which started
late. *e ArnetMiner system [12] developed by [13] mainly
targets experts in academic fields and mines personal in-
formation from their personal homepages, published papers,
social networks, and other data. *e authors of [14] pro-
posed a personal information mining tool for social media
such as Linkedln and Facebook. *e authors of [15] pro-
posed a rule-based algorithm for extracting personal in-
formation, focusing on summarizing rules such as place of
origin, date of birth, and political appearance and developed
a semistructured personal information extraction system.
*e authors of [16] proposed a person information ex-
traction based on trigger words, realizing the extraction of
person attribute information from Baidu’s encyclopedia web
pages, first by developing a trigger word list through lin-
guistic analysis and second by automatically discovering
candidate rules based on the word field around the person’s
name using statistical principles. *e authors of [17] for
information extraction in the field of teachers, first used
SVM to classify the crawled down web pages and selected
those containing person information, second developed a
rule base for person attribute extraction, and finally used the
rules to achieve information extraction of computer teachers
in universities. *e authors of [18] proposed a method based
on double-layer cascaded text classification to extract per-
sonal information from resumes. *e authors of [19]
extracted personal information from personal homepages
and CVs by a method based on trigger words and rules. *e
authors of [7] proposed a personal information extraction
algorithm based on semantic context analysis, which in-
corporates the theory of hidden Markov model, semantic
analysis, natural language processing, and information
extraction.

1.2. Organization of Character Events. *e current research
on the organization of personal information is mainly focused
on the extraction of personal information, and there is still a
need to go further into the character activity events or the
tracking of character events. In the work of [2], the concept of
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“personal tracking” is proposed, which applies topic recog-
nition and tracking to the extraction of personal events and
proposes that personal events consist of three elements: time,
place, and event description. *e authors of [3] proposed a
single-pass-based topic recognition algorithm, which is
simple and fast, but the biggest drawback is that it is sensitive
to the order of text arrival; the authors of [4] proposed a
cohesive hierarchical clustering algorithm to solve the
problem of hierarchical topic detection for the situation that
multiple topics may exist in a text (i.e., there may be inter-
section between texts at multiple levels). *e authors of [5]
used the K-Means clustering algorithm to achieve topical
recognition, clustering K points in the text as the centers of
class clusters and dividing all texts into the closest class
clusters at once, and then by continuous iteration.

To address the shortcomings of the single-pass algo-
rithm, which is sensitive to the input order of the text, the
concept of batch processing is introduced to improve the
accuracy of the clustering algorithm by first clustering a
batch of arriving text, then comparing it with existing classes
and introducing the process of adjustment and “resurrec-
tion.” In the study of [3], the automatic prediction of the
number of clusters is investigated to address the short-
comings of K-Means, which requires the prior determina-
tion of the number of clusters and is sensitive to noise points
and initial points. *e authors of [8] proposed a new
treatment for the determination of the initial centroids.

2. Main Characterization

2.1. Paranoid and Brutal Heathcliff. Heathcliff was tough,
rude and rebellious, but a man with a passion for love. He
was a childhood friend of Catherine’s, but after the death of
old Earnshaw, Heathcliff was reduced to being a servant of
Sindre, deprived of an education, and the chance to become
a civilized man. However, Heathcliff’s love for Catherine
would have allowed him to endure any torment from
Hindley, something that would have been difficult for or-
dinary people to do. Heathcliff, who was from a humble
background in a materialistic society at the time, was filled
with a deep sense of depression and inferiority and was
acutely aware of the inequality of treatment brought about
by the disparity in status and money. His hatred for Sindre,
who is a member of the upper class, is so great that he can
only endure it when he is unable to retaliate, but deep down,
he has already developed the idea and intention of revenge.
Admittedly, the change of role from outcast to avenger
suggests that he was not born that way, but because of
Sindre’s servitude and abuse and the disappointment of love
[12]. When Catherine married Linton of Painted Hills, he
was completely broken by the absence of that powerful love
in his heart. Faced with an awkward situation, the darker
side of his character begins to surface and he leaves with
anger and hatred. He returned a few years later, rich and
burning with the fire of revenge, believing from the be-
ginning that he would be happy with the torment of the past
as long as he could succeed in his revenge. It is not difficult to
explain his subsequent desperate attempts to acquire the two
great estates and his vast family fortune.

3. Selfish and Wild Catherine

Wild and untamed, Catherine and Heathcliff are a matched
made in heaven. Catherine is the only person in Wuthering
Heights who gives Heathcliff a solace of mind, and both
young are spontaneous, brave, and strong in their approach
to love. However, when they break into Wuthering Heights,
Catherine begins to waver between the naked idea of true
love and the rich and noble reality, secretly comparing the
rich, gentle, and civilized Linton and the poor, rude, and
primitive Heathcliff. After her marriage, Catherine also tried
to be a graceful, polite lady, creating the illusion of true love
for Linton, but this inevitably involved concealing and
repressing herself and hiding a different spiritual world from
Linton. *e prolonged separation of spirit and body caused
the otherwise lively and energetic Catherine to suffer and
spend her days in depression.

4. Mainstream and Secular Linton

Catherine’s husband, Linton, was a wealthy, gentle, and
generous man, a typical heroic figure in the Victorian fiction.
His gentlemanly manners and unique charm had fascinated
Catherine, and his upper class label of wealth, civility, and
elegance made Heathcliff jealous. Linton was accommo-
dating, courteous, and caring toward Catherine. He treats his
relatives and servants with the same kindness and humanity
that shine through at all times. He is the embodiment of the
prevailing values of society, the guardian of the secular moral
order, and the bearer of civilized order and decency for
generations. He is also weak, introverted, and hypocritical.

5. Ruthless Cowardly Sindre

As a result of the accidental appropriation of his father’s
love, Sindre becomes cold, brutal, and even self-absorbed.
*e absence of his father’s love is the origin of Hindley’s
hatred, and Heathcliff’s arrival gives him an object of hate.
After his father’s death, he uses all means to abuse and
mistreat Heathcliff, which is the key point of the entire novel.

6. Innocent Helpless Second Generation

Hindley’s son Harington could have been a gentleman in
mainstream society, but his mother died soon after his birth
and without his mother’s care he went from innocent and
sweet boy to the rebellious and disobedient brat. Moreover,
all this change comes at the hands of Heathcliff, who tor-
ments and persecutes Harington in the same way that
Hindley persecuted himself. Fortunately, his love for young
Catherine makes Harington aware of his own shortcomings,
awakening his self-respect and good nature, and eventually,
through his own efforts, he becomes a handsome, civilized
young man.

*e entire act of revenge carried out by Heathcliff, in-
volving different degrees of human distortion shown by each
individual on different occasions, is also a true and objective
reflection of the distortions and struggles of human nature in
the social context of the work.
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7. Character Relationship Extraction based on a
Combination of Rule Matching and
Syntactic Trees

*is section deals with the automatic extraction of social
relations of characters from texts. *e social relations of
characters are the general term for the mutual relations
formed by human beings in the material conditions of their
common life, e.g., “father,” “daughter,” “friend,” “colleague,”
etc. “*e term “relationship” or “character relationship” is
used later to refer to the social relationships of people. As
people are in a large community, they are inevitably con-
nected to other people in a variety of ways, and if rela-
tionships can be automatically extracted from Wuthering
Heights reports on the Internet about characters, this is
essential to the portrayal of characters. Phrases describing
character relationships tend to be fragmented, and if the
character relationships implicit in the sentences can be
extracted through syntactic analysis, this will help to im-
prove the effectiveness of the relationship extraction.

*e paper proposes a character relationship extraction
algorithm based on a combination of rule matching and
syntactic trees, which broadly consists of the following steps:

(1) Data preprocessing: first, the text is divided into
words and lexical annotation; second, the personal
names and relationship words are identified, and
finally, candidate sentences with possible personal
relationships are filtered out in terms of sentences.

(2) Rule matching-based personal relationship extrac-
tion: first, building a rule base, second, using the
rules to match the candidate sentences obtained in
the data preprocessing step to achieve the first ex-
traction of personal relationships.

(3) Character relationship extraction based on a syn-
tactic tree: syntactic analysis is performed on can-
didate sentences that do not satisfy the rules, a
syntactic tree is built, and the second extraction of
character relationships is performed through the
path distance between the relationship words and the
two character entities in the syntactic tree.

(4) Character relationship determination: after obtain-
ing all relationship words between two characters
through the extraction of the large-scale corpus, the
relationship words with the highest weight are se-
lected as the final character relationship determi-
nation by merging the relationship synonyms.

*e specific flowchart of the character relationship ex-
traction algorithm based on the combination of rule
matching and syntactic tree is shown in Figure 1, and the
details of these parts are described below.

8. Data Preprocessing

Before proceeding to the subsequent relationship extraction
algorithms, the data first need to be preprocessed, including
word separation and personal identification. Second, sub-
sequent rule-based matching and syntactic tree-based

relationship extraction methods are all based on sentences.
Since a large number of sentences in the text do not contain
person relationships, it is necessary to first perform sentence
separation (the sentences are separated according to the
sentence separator in the Chinese grammar) and then
perform sentence screening, and the valid sentences selected
are used as an input for the subsequent algorithm. *is can
filter a large number of irrelevant statements and improve
the efficiency of the algorithm. *e flowchart of data pre-
processing is shown in Figure 2.

8.1. Rule-Based Matching for Character Relationship
Extraction. *e person relationship candidate sentences
have been obtained through the data preprocessing stage,
this stage will elaborate on the extraction of relationships
using rule matching on person relationship candidate
sentences, this part of the work is mainly to improve the
accuracy rate and to prepare for the later extraction of
person relationships based on syntactic trees.*e first step in
the rule-based matching approach is to develop a complete
and accurate rule base. As the social relationships between
people are described in a relatively fixed way in the text, the
thesis adopts a manual collection approach for the
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Figure 1: Flowchart of the character relationship extraction
algorithm.
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development of the rule base, which can ensure the accuracy
of the rules.

Candidate sentences for character relations that have
been split are matched separately using each regular ex-
pression in the rule base, in the order of highest to lowest
frequency of rule occurrences when matching, which will
play a role in improving the accuracy of the algorithm, while
reducing the number of irrelevant sentences matched. If a
sentence cannot be matched by all rules, it is used as the
input to the subsequent syntactic tree-based algorithm for
the next extraction step.

9. Syntactic Tree-Based Character
Relationship Extraction

*e syntactic tree based person relationship extraction in-
cludes three steps as follows: (1) constructing a syntactic tree
by syntactic analysis of person relationship candidates; (2)
pruning the syntactic tree to eliminate a large number of
non-joint points to form the shortest path containing tree
(SPT tree); and (3) calculating the weight of each rela-
tionship word based on the path distance between the re-
lationship word and person pair, (pi, pj) in the SPT tree, and
finally determining the relationship word that best repre-
sents person pair, (pi, pj) by using the weight of the rela-
tionship word.

*e flowchart of the syntactic tree based character re-
lationship extraction is shown in Figure 3.

*e thesis uses the Stanford Parser syntactic parser for
syntactic tree construction, a context-independent syntactic
parser based on probabilistic statistics developed in Java by
the Stanford University NLP Research Group, which is fully

open source and supports English, Chinese, German, and
French. Stanford Parser can obtain the dependencies be-
tween components in a sentence and the syntactic tree of the
sentence. For the processing of Chinese, Stanford Parser
provides five training models.

In this paper, we focus on the processing of simplified
mainland texts and therefore use the Xinhua corpus. In
terms of model selection, the Factored and PCFG were
compared in terms of time and space consumption when
processing sentences of different lengths. Stanford Parser
version 3.5.2.1 was used for the comparison [20].

Once the SPT tree has been obtained, the structure of the
SPT tree needs to be parsed to determine the best relational
words to describe the character pairs (pi, pj). In this case, it
is necessary to obtain the distance of each relation to each
character pair. *e smaller the distance, the more relevant
the relation is to describe the relationship between the
character pairs. *e following definitions are given first:

Define a SPT tree in which the node corresponding to
person pi is nodei, the node corresponding to relation rk is
nodek, and the nearest common parent of nodek and nodei is
root, then the distance dis(rk, pi) of relation rk to person pi

is defined as follows, where d denotes the shortest path
length of nodei back up to root.

dis rk, pi(  � d. (1)

Define the distance rk of the relation (pi, pj) to the
character pair, dis(rk, 〈pi, pj〉) defined by the following:

dis rk, 〈pi, pj〉  � dis rk, pi(  + dis rk, pj . (2)

In the SPT tree shown in Figure 4, the nearest common
parent of the node corresponding to the relation “Dad” and
the character “Li Ping” is the “NP” node numbered 1 in the
diagram, then the shortest path of the character “Li Ping” up
to the nearest common parent node is
NP(NR)⟶ NP⟶ DNP⟶ NP, i.e., dis (Dad, Li
Ping)� 3, and similarly dis (Dad, Li Jiantao)� 1. *erefore,
using the definition, the distance dis (Dad, Li Jiantao) is for
the character pair Li Ping and Li Jiantao. *e distance of dis
(Dad, Li Ping, Li Jiantao)� 4.

*e process of the SPT tree based person relationship
extraction algorithm is as follows: let the set of relationship
words in a person relationship candidate sentence S be Q �

r1, r2, . . . , rm  and the set of person names be
P � p1, p2, . . . , pn ; first, the distance dis(rk, pi) between
each relationship word rk(1≤ k≤m) and each person name
pi(1≤ i≤ n) is calculated, second, the weight
dis(rk, 〈pi, pj〉) of the relationship words to the person
pair(pi, pj) is calculated, and dis(rk, 〈pi, pj〉) in ascending
order of size are arranged, and finally the relationship de-
scription of the person pair, in order of the smallest distance
and the relational word that fits within the threshold is
selected as the relational description of the person pair
(pi, pj). If a relation is already identified as the relation
description of a character pair [21], it will not be used as the
relation description of other character pairs in the sentence.
*e flow of the extraction of the character pair, (pi, pj)

relations is shown in Figure 5.
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Figure 2: Flowchart of data preprocessing.
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10. Results and Analysis of Character
Relationship Extraction Experiments

In order to verify the performance of the personal rela-
tionship extraction algorithm, the 10,000 experimental data
were divided into sentences and the personal relationship
candidates (i.e., sentences containing at least two names and
a relationship word) were selected as the input to the al-
gorithm. 4685 sentences were personal relationship candi-
dates, of which 2,437 contained personal relationships and
2,248 did not contain personal relationships.

10.1. Experiments on the Selection of Path 5resholds. In
syntactic tree-based character relationship extraction, the
choice of path thresholds is crucial to the algorithm results;
therefore, this section first selects different path thresholds
for experimentation and compares the results to select the
best threshold *e results are compared and the best
threshold is selected. *e paper first selects 200 relation-
ships out of 4685 candidate sentences as training data, and
manually annotates 107 relationships and 93 relationships
with no relationships [22, 23]. Using the syntactic tree
based relationship extraction algorithm, different path
thresholds θ � 2, 3, . . ., 14 are chosen., 14 and the accuracy,
recall, and F-value for each threshold are shown in Table 1.

Figure 6 shows the accuracy, recall, and F-value of the
syntactic tree based personal relationship extraction algo-
rithm for different path thresholds. As can be seen from the
figure, the recall rate increases with increasing, but the
accuracy rate decreases, with a maximum value of 78.19%
being achieved at� 6. In the subsequent experiments, the
paper chose� 6 as the path threshold.

10.2. Accuracy and Performance Comparison of Character
Relationship Extraction Results. For the extraction of
character relations, the thesis first performs the first step of
character relation candidate sentence extraction by rule
matching. If rule matching is not successful, a syntactic tree
is built and the second step is performed by the syntactic tree
based personal relationship. *e second step of extraction is
carried out by a syntactic tree-based character relationship
extraction algorithm. *e rule matching algorithm yields a
very high accuracy rate, but a low recall rate. *e syntactic
tree-based approach is able to obtain a higher recall, but the
accuracy is correspondingly lower [24, 25].*e combination
of the two can give relatively good results. In the following,
the rule matching, syntactic tree-based, and combined
methods are investigated for different datasets. *e fol-
lowing experiments compare the accuracy and performance
of rule-based matching, syntactic tree based matching and
the combination of the two methods. *e results of each of
the three algorithms are presented in Table 2.

*e experimental results of the rule-based matching
character relationship extraction algorithm with different
data sets are shown in Table 2.

*e experimental results of the syntactic tree-based
character relationship extraction algorithm with different
data sets are shown in Table 3.

*e experimental results of the personal relationship
extraction algorithm based on a combination of rule
matching and syntactic trees Figure 7for different data sets
are shown in Table 4.

Figures 7–9 show the comparison of the results of the
three algorithms in terms of accuracy, recall, and F-value on
different datasets, respectively. From the above three figures,
it can be seen that the rule-based matching algorithm is able
to obtain a high accuracy rate but a relatively low recall rate,
and the syntactic tree-based algorithm is able to obtain a
high recall rate but a very low accuracy rate. *e algorithm
based on the combination of rule matching and syntactic
tree is able to achieve a compromise between accuracy and
recall and is able to obtain a high F-value, indicating that the
algorithm of the thesis is effective.

Figure 10 shows a comparison of the time consumed by
the three methods on different datasets. As syntactic analysis
involves the process of sentence component analysis, the
relationship between the components and the construction
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Figure 3: Flowchart of the syntactic tree based character relationship extraction algorithm.

1NP

DNP 2 NP

NP DEG NN NN

NP (NR) of dad Li Jiantao

Li Ping
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Table 1: Metrics for syntactic tree-based character relationship extraction under different path thresholds.

Path threshold
θ

Algorithm recognition
median

Correct identification
number

Number of false
identifications

Accuracy
(%)

Recall
(%)

F value
(%)

2 32 32 0 100 29.91 46.04
3 63 52 12 80.95 47.66 60
4 112 79 33 70.54 73.83 72.15
5 116 82 34 70.69 76.64 73.54
6 136 95 41 69.85 88.79 78.19
7 143 95 48 66.43 88.79 76
8 165 99 66 60 92.52 72.29
9 176 102 74 57.95 95.33 72.08
10 181 103 78 56.91 96.26 71.53
13 194 107 87 55.15 100 71.1
14 197 107 90 54.31 100 70.39
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Figure 6: Metrics for syntactic tree-based character relationship extraction under different path thresholds.
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Figure 5: Flowchart of character relationship extraction based on syntactic tree.

Table 2: Experimental results of the rule-based matching algorithm with different data sets.

Dataset
size

Total number of algorithm
recognition

Correct identification
number

Number of all
relationships

Accuracy
(%)

Recall
(%)

F value
(%)

40 17 15 23 88.24 65.22 75
80 30 27 41 90 65.85 76.06
120 46 41 65 89.13 63.08 73.87
160 72 63 94 87.50 67.02 75.90
200 84 76 112 90.48 67.86 77.55

Scientific Programming 7



RE
TR
AC
TE
D

of a syntactic tree, whereas rule matching is simply a string
comparison, syntactic analysis consumes a very high amount
of time, whereas the rule-based matching algorithm is very
fast. In the algorithm combining rule and syntactic tree, as
part of the character relationship candidate sentences that
can be matched by the rule are already extracted in the first
step, there is no need to build a syntactic tree, so there is
some improvement in time consumption compared to the
method based on syntactic tree only, but the time con-
sumption is also much more than that of the rule-based
method.

10.3. Comparison with Other Methods. *e final results of
the paper were averaged from the experimental results of the
different data sets and compared with other methods in the
literature compared with other methods in the literature, as
shown in Table 5. *e literature [53] used a feature

extraction algorithm based on character annotation. *e
literature [54] classified character relationships into six
categories, selected character pairs of contextual features,
distance features, and syntactic features as feature vectors,
and finally used support vector machine classification
methods to identify the relationships. *e literature [55]
used a convolutional tree kernel function to extract character
relationships. Comparison with other methods shows that
the method proposed in the thesis and the method based on
convolutional tree kernel have no obvious advantage in
terms of accuracy, but they all have significant improvement
in terms of recall compared with the other three methods,
and finally, the comprehensive evaluation index F-value is
higher than the remaining three methods. *erefore, the
character relationship extraction algorithm based on the
combination of rule matching and syntactic trees proposed
in the thesis can improve the relationship extraction effect to
a certain extent. *e time element is properly used.

Table 3: Experimental results of the Table 3syntactic tree-based algorithm with different data sets.

Dataset
size

Total number of algorithm
recognition

Correct identification
number

Number of all
relationships

Accuracy
(%)

Recall
(%)

F value
(%)

40 33 21 23 63.64 91.3 75
80 56 37 41 66.07 90.24 76.29
120 97 58 65 59.79 89.23 71.60
160 128 82 94 64.06 87.23 73.87
200 143 98 112 68.53 87.5 76.86
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Figure 7: Comparison of the accuracy of the three methods on different datasets.

Table 4: Experimental results of the combined rule-Table 4 based matching and syntactic tree algorithm with different data sets.

Dataset
size

Total number of algorithm
recognition

Correct identification
number

Number of all
relationships

Accuracy
(%)

Recall
(%)

F value
(%)

40 24 19 23 79.17 82.61 80.85
80 40 33 41 82.5 80.49 81.48
120 61 52 65 85.25 80 82.54
160 99 79 94 79.80 84.04 91.87
200 118 95 92 80.51 84.21 80.61
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Wuthering Heights condenses all the elements of a rich and
rigorous scene, and author Emily presents a sophisticated
and detailed chronology of text time and story time in a
clever way, unfolding the plot in a staggering reversal of time
and highlighting Table 5 the theme in a complex

interweaving of chronology. *e descriptions of the weather
and seasons bring the emotions and actions of the novel’s
characters to life, making the scenes more vivid and dra-
matic, and greatly enhancing the lively nature andmystery of
this thrilling and original novel.
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Figure 8: Comparison of the recall rates of the three methods on different datasets.
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Figure 9: Comparison of the F-values of the three methods on different data sets.
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11. Conclusions

*is paper mainly describes the algorithm of person rela-
tionship extraction based on the combination of rule
matching and syntactic tree, which is divided into four parts:
the first part is data preprocessing, as the basic preparation
part, first, it describes the use of ICTCALS for word sepa-
ration and person name recognition and gives the relevant
definitions to be used subsequently; it describes the person
relationship extraction based on rule matching, including
the establishment of rule base, regular expression. *e al-
gorithm of character relationship extraction based on the
syntactic tree is proposed. First, the syntactic tree is built
using Stanford Parser, second, the syntactic tree is trans-
formed into an SPT tree by pruning out the non-joint points,
and then the character relationships are extracted according
to the SPT tree.
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Figure 10: Comparison of the temporal performance of the three methods on different datasets.

Table 5: Comparison of experimental results with other literature.

Method used Accuracy
(%)

Recall
(%)

F value
(%)

Rule matching + syntax tree 81.44 82.39 81.87
Semantic role annotation 81.17 81 81.03
Based on SVM 60.8 61.82 61.33
Based on convolution tree
kernel 85.8 71.1 61.33
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