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1. Introduction

Recent advances in computational and bioimaging tech-
niques have greatly enhanced the ability of engineers and sci-
entists to better understand the dynamics of the human body
and functions of living organisms. Specifically, progressive
computational, mathematical, and physics-based approaches
have helped researchers to develop sophisticated novel tech-
niques that can solve the problems encountered in the fields
of bionics and biomechanics with improved visualization of
biological systems and design of new medical devices. These
advances in imaging and visualization methods are helping
to identify, classify, and quantify patterns in bionics and bio-
mechanical investigations.

The theme of this Special Issue is to explore the state
of the art of bionics and biomechanical research using
bioimaging technology. The Special Issue consists of original
contributions addressing challenges in understanding the
mechanics and functions of biological systems and living
organisms solved by innovative bioimaging methods. The
scope of the Special Issue includes the bioimaging analysis
in biomechanics, investigation of the functions of living
organisms through imaging techniques, inventions of bio-
medical devices, and evaluation of surgical treatments. These
original research studies provided the biomedical research
community an insight into novel biomedical imaging tech-
niques and algorithms on bionics and biomechanics.

2. Description of the Special Issue

This Special Issue accepted 6 papers out of 15 through careful
review by editors and peer review, which led to an accep-
tance ratio of 40%. These 6 original research articles inves-
tigated the radiography system improvement, radiographic
image analysis, medical image modeling, and imaging tech-
nique evaluation.

Y. Liu et al. proposed a novel data-driven decomposition
model to decompose the conventional chest radiograph into
both soft tissue and bone images and compared the results
with virtual dual-energy subtraction (DES) imaging. The
proposed approach markedly reduced the visibility of bony
structures in chest radiographs and produced soft tissue
and bone contrast similar to those produced by the actual
DES system. Their work shows potential to enhance diagno-
sis of lung diseases.

Y.-H. Chang et al. constructed a finite element mandible
model (cortical bone, cancellous bone, miniplate, and screws)
from high-resolution computed tomography (CT) images to
investigate the biomechanical structures of four common
occlusion conditions after bilateral sagittal split osteotomy
surgical treatment. They observed high stress on the mini-
plate for all four occlusion conditions, and the screws on
the proximal segment near the bone gap experienced high
stress. This platform provides more information on the bio-
mechanics of mandible implantation.
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W.-E. Hsu et al. compared 15 vertebral measurements on
radiographic images of 18 patients with single-level vertebral
compression fracture to access the degree of vertebral body
height loss and kyphotic angle. The evaluation of these mea-
surements could help to determine the probability of intra-
vertebral clef, and this study could provide a reference for
surgeons when using imaging modalities to access the degree
of vertebral body collapse.

C.-W. Liao et al. developed a high-frame-rate intraoral
periapical sensor with a senor imaging speed of up to 15Hz
for a 2.5D periapical radiography system, which could be
used to capture images at different depths of an object. The
developed sensor could be combined with tomosynthesis to
obtain reconstructed slice images of different depths and
has the potential for clinical dentistry applications.

K. Oberhofer et al. fit a generic musculoskeletal model of
the lower limbs of an adult female subject to 3D body surface
data of children with and without cerebral palsy. They com-
pared the fitted lengths and volumes of six muscle-tendon
structures with the subject-specific muscle-tendon lengths
and volumes derived from magnetic resonance images. High
accuracies were obtained in the fitted lower limbs in both
study groups for 3D body surface data, but the accuracies
of muscle volumes contained large variations.

S. Shimawaki et al. performed CT imaging on the fingers
of 10 male adults gripping cylinders of three different diam-
eters (10, 60, and 120mm) and constructed 3D computa-
tional bone models based on these CT images to measure
the flexion angle of each finger joint. Results showed that
smaller cylinder diameters were associated with significant
increases in the flexion angle of the all joints of four fingers.
Consistent results were observed when comparing to the flex-
ion angles of joints using other published methods.
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Background and Objective. When radiologists diagnose lung diseases in chest radiography, they can miss some lung nodules
overlapped with ribs or clavicles. Dual-energy subtraction (DES) imaging performs well because it can produce soft tissue
images, in which the bone components in chest radiography were almost suppressed but the visibility of nodules and lung
vessels was still maintained. However, most routinely available X-ray machines do not possess the DES function. Thus, we
presented a data-driven decomposition model to perform virtual DES function for decomposing a single conventional chest
radiograph into soft tissue and bone images. Methods. For a given chest radiograph, similar chest radiographs with
corresponding DES soft tissue and bone images are selected from the training database as exemplars for decomposition. The
corresponding fields between the observed chest radiograph and the exemplars are solved by a hierarchically dense matching
algorithm. Then, nonparametric priors of soft tissue and bone components are constructed by sampling image patches from the
selected soft tissue and bone images according to the corresponding fields. Finally, these nonparametric priors are integrated
into our decomposition model, the energy function of which is efficiently optimized by an iteratively reweighted least-squares
scheme (IRLS). Results. The decomposition method is evaluated on a data set of posterior-anterior DES radiography (503 cases),
as well as on the JSRT data set. The proposed method can produce soft tissue and bone images similar to those produced by the
actual DES system. Conclusions. The proposed method can markedly reduce the visibility of bony structures in chest
radiographs and shows potential to enhance diagnosis.

1. Introduction

Chest radiography is a widely used diagnostic imaging tech-
nique for lung diseases, such as tuberculosis, pneumonia,
and lung cancer, because this method is cheap, routinely
available, and relatively safe. However, overlying anatomical
structures, such as ribs and clavicles, make the reading and
interpretation of chest radiographs difficult for radiologists.
Such inaccurate analysis may cause serious decision-making
errors. Studies showed that approximately 30% of pulmonary
nodules in chest radiographs could be missed by radiologists,

and 82% to 95% of such missed nodules are partly obscured
by ribs and clavicles [1]. Therefore, suppression of ribs and
clavicles in chest radiographs would be potentially useful
for improving the detection accuracy of radiologists.

One method to reduce the visual clutter of chest radio-
graphs from overlying anatomy is DES imaging [2]. DES
radiography involves capturing two radiographs with the
use of two X-ray exposures at two different energy levels.
These radiographs are then combined to form a subtraction
image that highlights either soft tissue or bone components,
as shown in Figure 1. The soft tissue image can achieve
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improved visualization of pulmonary nodules because the
ribs and clavicles become invisible in this approach. DES
chest radiography exhibits many advantages over conven-
tional chest radiography in terms of facilitating image inter-
pretation. However, only a few hospitals use the DES system
because of the required specialized equipment.

Another method to remove or suppress the bone compo-
nents in chest radiographs is the image processing technique
that does not require specialized equipment for DES. The
commercial software ClearRead Bone Suppress (formerly
SoftView) of Riverain Technologies is such a tool for bone
suppression in chest radiographs. An early version of the
MTANN (massive training artificial neural network) model
for rib suppression proposed by Suzuki et al. [3] was evalu-
ated on 60 chest radiographs. Oda et al. [4] found that a com-
bination of rib-suppressed and original chest radiographs
could significantly improve the diagnostic performance of
radiologists over the use of chest radiographs alone for
the detection of small pulmonary nodules. Suppression of
bony structures in chest radiographs by using the image
processing technique can improve radiologist performance
in terms of nodule detection [5], as well as the performance
of computer-aided nodule detection (CAD) [6]. Previous
methods for bone suppression can generally be divided into

two categories: supervised and unsupervised methods. The
supervised methods treat bone suppression in chest radio-
graphs as a regression prediction problem, and the regressors
are trained or optimized by a DES training data set to esti-
mate the soft tissue or bone images [3, 7, 8]. The soft tissue
images are then reconstructed using the outputs of the
regressor with the local image features as the direct inputs
or by subtracting the outputs of the regressor from the chest
radiographs based on the prediction target of the regressor.
However, in the supervised methods, only local features
and information of the input chest radiographs can be used
to predict the soft tissue or bone images. The unsupervised
methods for bone suppression do not require the training
set, but these methods need segmentation and border loca-
tions of the bony structures as intermediate results [9, 10].
The bone-free images are reconstructed by the blind source
separation approach or from the gradient images modified
according to the intermediate results. The effectiveness of
unsupervised methods highly depends on the accuracy of
segmentation and border locations of bony structures.

Unlike the previous methods for the bone suppression
of chest radiographs, we proposed a supervised method by
treating the separation of soft tissue components from bone
components as an image decomposition problem. We

(a) (b) (c)

(d) (e)

Figure 1: An example of the processed DES training set: (a) the standard chest radiograph; (b) the processed DES soft tissue image; (c) the
processed DES bone image; (d) the soft tissue image directly obtained by the DES system; (e) the bone image directly obtained by the
DES system.
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attempted to use the information of whole chest radiographs
and the prior knowledge contained in the data set of real DES
radiographs to infer the soft tissue and bone images. The
decomposition of a single image is highly ill-posed, and the
effective prior or regularization is a critical factor for obtain-
ing the reasonable decomposed components. The general
image priors, such as smoothness [11] and sparsity [12, 13],
are too general to impose effective constraint on the solutions
of soft tissue and bone images. Considering the visual
characteristics of soft tissue and bone images, these images
are distinctly different from the images of other anatomical
positions or modalities. Soft tissue images are also distinctly
different from bone images, as well as from natural texture
images. Thus, we needed to construct specific priors of soft
tissue and bone images for the decomposition. Inspired by
the work of Tappen and Liu [14], we constructed nonpara-
metric priors of soft tissue and bone images in the kernel
density estimation framework. These nonparametric priors
are then integrated into a Bayesian maximum a posteriori
(MAP) model to estimate the soft tissue and bone images
for a given chest radiograph.

The key issue in estimating the nonparametric probabil-
ity density is sample selection. Given the assumption that if
the local features of the patches at the close anatomical posi-
tion in the chest radiographs are similar, the corresponding
patches in the soft tissue and bone images should also be
similar. We can search the nearest neighbors of unknown
patches in the soft tissue and bone images according to the
similarities among patches in chest radiographs. A simple
way for sampling is to build a large data set of patch triplets
(patches at the same spatial location of chest radiograph, soft
tissue image, and bone image) and then search the nearest
neighbors of each patch in a given chest radiograph to select
the corresponding patches of the soft tissue and bone as sam-
ples for density estimation. The size of the data set of patch
triplets should be large enough for accurate density estima-
tion. However, a very large data set would lead to a huge
computation cost of the nearest neighbor search for each
patch, and the information of spatial layout about chest
radiographs would be completely ignored. A more efficient
way to find the nearest neighbors of patches between two
images is the dense matching algorithms, such as SIFT Flow
[15], PatchMatch [13], and deformable spatial pyramid
(DSP) matching [16]. The corresponding relationship of sim-
ilar patches between two images can be represented by the
dense corresponding field or nearest-neighbor field. The
dense matching algorithms can use the spatial smoothness
prior of the corresponding fields to accelerate the search of
the nearest neighbors of image patches. The smoothness of
the corresponding fields can be ensured implicitly or explic-
itly, which is important to obtain more reasonable matching
of patches. In the current study, a hierarchically dense
matching algorithm is proposed to solve the corresponding
fields by integrating DSP and PatchMatch algorithms.

Given a large data set of DES radiographs, another issue
may occur regarding the selection of an effective subset of
images as exemplars to estimate the priors. Matching a given
chest radiograph to all chest radiographs in the training set
would be time-consuming. To alleviate this problem, we

selected several of the most similar images of the given chest
radiograph as exemplars. Similarities among the images are
defined based on their bag-of-words (BoW) histograms for
rapid search and selection. Other issues of our decomposi-
tion method, such as the normalization of chest radiographs
and optimization of decomposition energy function, are also
addressed. Our method can produce decomposition results
similar to those produced by the real DES system.

2. Methods

2.1. Image Data. The image data used in this study were col-
lected from two data sets. The first data set consisted of 503
posterior-anterior DES chest radiographies acquired with a
DES system (Revolution XR/d, GE) at Nanfang Hospital,
Guangzhou, China. The X-ray tube voltages for the two
exposures were 120 and 60 kV. The sizes of the chest radio-
graphs ranged from 2011 × 2011 pixels to 2048 × 2048 pixels,
and the pixel sizes ranged from 0.191mm to 0.195mm. The
images were stored in a DICOM format with a 16-bit
depth. The second one was the publicly available Japanese
Society of Radiological Technology (JSRT) data set. The
JSRT data set consisted of 247 standard posterior-anterior
chest radiographic images, among which 154 images con-
tained one pulmonary lung nodule, while the remaining
93 images contained no lung nodules. The nodule diame-
ters range from 5 to 60mm, and their intensities vary from
nearly invisible to very bright. All the images were scanned
from plain film radiographs (size: 2048 × 2048 pixels, pixel
size: 0.175mm).

We have collected 503 cases of DES chest radiographs
from the first data set. 403 cases were randomly selected to
construct the training set, and the remaining 100 cases were
considered the validation set. Each of the DES image triplets
in our collected data set included a standard CXR (denoted
by Y), a DES soft tissue image (denoted by S0), and a DES
bone image (denoted by B0). Given the sophisticated non-
linear postprocessing of the raw image data, the relationship
Y = S0 + B0 was not eventually satisfied. To build our decom-
position model, we need to process the DES images for exact-
ing the bone component B and soft tissue component S to
satisfy Y = S + B. The gradient G of the bone components
in Y were obtained as the transformed gradient field of Y
using cross projection tensors [17] from B0. The bone com-
ponent B in Y was ultimately reconstructed from G through
2D integration. The corresponding soft tissue component S
can be obtained as Y‐B. Finally, we constructed a training
set containing the standard DES CXRs, the processed DES
soft tissue, and bone images. The spatial resolution of images
was then rescaled by the factors 0.25 and 0.3 and cropped by
a rectangle centered at the images with a size of 512 × 512
pixels. An example of the processed training set is shown in
Figure 1. In Figure 1, you can see that the contrast was
enhanced in the processed DES soft tissue image compared
to the original. The bony component can be seen more
clearly in the processed DES bone image than the original.
For convenience, the processed DES soft tissue and bone
images are considered the DES images in the following.
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2.2. Overview of the Proposed Method. Figure 2 illustrates an
overview of the decomposition of a standard chest radio-
graph using the proposed method. A database of the image
triplets (chest radiographs and corresponding soft tissue
and bone images) of DES radiographs has been established
in advance. Given a standard chest radiograph as the input,
its soft tissue and bone components are then produced with
the following basic steps:

(1) Search and find the exemplars from the database of
DES radiographs according to the similarity between
the representations of the input chest radiograph and
the chest radiographs in the database

(2) Solve the dense corresponding fields between the
input image and the chest radiographs of exemplars
using a dense matching algorithm

(3) Construct the exemplar-based nonparametric priors
for unknown soft tissue and bone images

(4) Optimize an energy function and infer the soft tis-
sue and bone components under a Bayesian MAP
framework

The framework for the decomposition of a chest radio-
graph is similar to the method proposed by Tappen and Liu
[14] which was used to solve the face hallucination problem.
The image hallucination or superresolution could be treated
as an image restoration problem of missing high-frequency
components of the original image that need to be restored.
However, an image decomposition problem is more ill condi-
tioned and more difficult than face hallucination and image
superresolution. The method of Tappen and Liu cannot be
directly applied to the task of decomposition of chest radio-
graphs. We need to establish the decomposition model,
develop the efficient selection strategy of exemplars and
dense matching algorithm for large images, and design the
efficient optimization algorithm for the energy function of a
decomposition model.

2.3. Bayesian Framework for Decomposition of Chest
Radiographs. We expressed the decomposition of chest
radiographs in a Bayesian MAP inference framework. Given
a chest radiograph Y, the goal was to find a soft tissue image
S ∗ and a bone image B ∗ which maximize the posterior:

S∗,B ∗ = arg max
S,B

p S, B ∣ Y

= arg max
S,B

p Y ∣ S, B p S, B
1

Assuming that the bone image B and the soft tissue image
S were independent, then

S∗,B ∗ = arg max
S,B

p Y ∣ S, B p S p B , 2

where p S and p B were the probability density functions
(image priors) of the soft tissue and bone components,
respectively. The likelihood function p Y ∣ S, B expressed
the compatibility between the observed chest radiograph
and the decomposed soft tissue and bone components. Con-
sidering that we expected a chest radiograph Y to be decom-
posed as Y = S + B, p Y ∣ S, B is expressed as

p Y ∣ S, B = 1
Zd

exp −λ Y − S − B 2
2 , 3

where λ is a tuning coefficient and Zd is the normalization
constant to make p Y ∣ S, B a valid distribution.

2.4. Exemplar-Based Nonparametric Image Priors. The key
for successfully decomposing chest radiographs is the effec-
tive image priors p B and p S . As previously discussed,
the general image priors cannot work well in separating the
soft tissue component from the bone component. We formed
the nonparametric priors from the database of actual DES
radiographs. The image triplets in the database were denoted
as the set Yi, Si, Bi , i = 1, 2,⋯,N . The probability density

Decomposition resultInput chest radiograph

Data term
Optimization

Dense matching Prior terms
Database of DES radiography

Selection Sampling

PriorExemplars

Figure 2: Flowchart of the proposed method for decomposition of a chest radiograph.
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of a soft tissue image S in a form of kernel density estimation
can be written as

p S = 1
ZS

〠
N

i=1
K S, Si ; Ti , 4

where K S, Si ; Ti is a kernel function measuring the similar-
ity between S and Si, ZS is the normalization factor, and Ti is
a corresponding field which represents the pixel-to-pixel cor-
responding between S and Si. Using the corresponding field
Ti, the relationships of image patches were established to
align S and Si. For example, an image patch centered at x in
S (denoted as RxS) corresponded to the image patch centered
at x + Ti x in Si (denoted as Rx+Ti x Si).

If the Gaussian kernel is adopted as the kernel function
for density estimation, the prior p S can be formulated as

p S = 1
ZS

〠
N

i=1
exp −ηS〠

x∈S
RxS − Rx+Ti x

Si
2

2
, 5

where ηS is a hyperparameter. Similarly, the prior p B can be
written as

p B = 1
ZB

〠
N

i=1
exp −ηB〠

x∈B
RxB − Rx+Ti x

Bi

2

2
6

When there are many samples (e.g., N is large) in the
image database, it would be very expensive (and unneces-
sary) to construct the priors p B and p S using all samples.
To alleviate this problem, a small subset of samples should be
selected in the image database as exemplars. The above priors
estimated using the selected samples are regarded as
exemplar-based priors. The search and selection method for
the exemplars and the resolution of corresponding fields will
be described in the following subsections.

2.5. Preprocessing and Local Feature Descriptors of Chest
Radiographs. Due to the differences in acquisition condi-
tions and patients, the density and contrast vary within dif-
ferent chest radiographs, which were acquired by X-ray
digital radiography (DR) or computed radiography and
DES systems. These differences may affect the comparability
of image features. The preprocessing step of contrast nor-
malization is necessary to achieve consistency of chest
radiographs. We adopted the guided image filter [18] to
enhance the structural details and normalize the contrast
of chest radiographs.

A guided image filter is an edge-preserving smoothing
filter, which is effective and efficient in many computer
vision and graphic applications. The principle of the guided
image filter is that the input image is filtered through a guid-
ance image through utilizing the structures in the guidance
image. As a result, the output image maintained the overall
characteristics and gradients of the input image when the
input image is used as the guidance image. For a given chest
radiograph Y, its smoothed image by the guided image filter
with a large radius (e.g., 40 pixels) is used as a base layer Y0.

The detail layer is Yd = Y − Y0. The chest radiograph Y is
normalized as

Y⟵ Yn =
Yd − μd

σd
, 7

where μd and σd are the intensity mean and standard devia-
tion of Yd , respectively. Yn is the normalized Y. Given that
the bone images are rather homogeneous at the large scale,
the base layers of the bone images are very homogeneous.
Actually, the base layer of Y is almost identical to that of
the corresponding soft tissue image S apart from a global
intensity offset. Thus, the soft tissue image S is normalized
consistently to equation (7) without the loss of structural
details as

S⟵ Sn =
S − Y0 − μS

σd
, 8

where μS is the intensity mean of S − Y0 and Sn is the nor-
malized S. And the bone image B is normalized as

B⟵ Bn =
B − μB
σd

, 9

where μB is the intensity mean of B and Bn is the normalized
B. In this way, the chest radiographs exhibited consistent
contrast with the enhanced details, and the relationship
Y = S + B between the normalized images was also main-
tained. The normalized soft tissue/bone images by the use
of the proposed normalization procedure can be easily recov-
ered to their original form, and the details of corresponding
chest radiographs are enhanced.

In our proposed system, the image representations and
the corresponding image patches highly relied on the local
feature descriptors. Ideally, the descriptors should have high
discriminative power and invariance to image transforma-
tions. However, no single kind of dense local descriptor can
achieve these two goals very well. We combined three kinds
of dense descriptors to describe the local feature and the con-
textual information of chest radiographs. The first kind of
descriptor is the small raw image patch (e.g., 7 × 7 patch).
The raw image patches contain the important (normalized)
intensity information. The second kind of descriptor exhibits
the responses of the modified Leung-Malik (LM) filter bank
[19]. The modified LM filter bank consists of the first and
second derivatives of Gaussians at six orientations and four
scales resulting in a total of 48 filters, one Laplacian of Gauss-
ian filter and one Gaussian filter. The filter scales range from
1 to 32 pixels. The 50-dimensional filter bank responses are
normalized by Weber’s law, which can obtain the informa-
tion of small textural and large structures. The third kind of
descriptor is the dense SIFT (Scale-Invariant Feature Trans-
form) descriptor [20], which is extracted to characterize local
image structures and encode contextual information. For
each pixel in an image, its neighborhood (e.g., 16 × 16 block)
is divided to a 4 × 4 cell array. The gradient orientations in
each cell are quantized into eight bins. The obtained dense
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SIFT descriptors are 4 × 4 × 8 = 128 dimensional. The com-
bined descriptors are 277 (49 + 50 + 128) dimensional.
Finally, we set the different weight factors for the three
kinds of descriptor to balance their contributions and
reduce the dimensionality of combined descriptors through
principal component analysis (PCA) to alleviate computa-
tional burden.

2.6. Search and Selection of Exemplars from Image Database.
Rapid search of similar images for an input image from a
database can be performed by comparing the global repre-
sentations of images. We used BoW image representation
[21] as the global representation of the chest radiographs.
The BoW image representation is analogous to the BoW rep-
resentation of text documents, which makes techniques for
text retrieval readily applicable to the problem of image
retrieval. The BoWmodel first needs to construct a codebook
containing visual words (cluster centers) by clustering invari-
ant descriptors on a given training data set and then exacts
the local descriptors of an input image that will be vector
quantized with respect to these visual words. Given a code-
book, an image is represented as a histogram formed by the
number of occurrences of each visual word on the sampled
local descriptors from the image. In this study, the codebooks
of local descriptors are generated by k-means clustering.
Since the difference between chest radiographs is subtle, a rel-
atively large codebook is needed. To further improve the
descriptive power of BoW histograms, a spatial pyramid
model is adopted to incorporate the spatial information of
images [22]. Specifically, the spatial pyramid includes two
levels: the entire image (level 0) and its four rectangular grid
cells (level 1). The BoW histograms of the entire image region
and the four subregions are concentrated as the global repre-
sentation of a chest radiograph.

Let H k denote the kth element of a concentrated his-
togram H. The image similarity measure of two images A
and B in the image search stage can be defined as histo-
gram intersection:

sim A, B = sim HA,HB =〠
k

min HA k ,HB k , 10

where the maximum of k is 5000. This similarity measure
refers to an approximate number of matches between the
local descriptors at two spatial levels in the two images.
Other histogram similarities or distance such as the Earth
Mover’s Distance can also be used [23]. The top M most
similar chest radiographs with the corresponding soft tis-
sue and bone images in the database to a given chest
radiograph in terms of similarity measure (equation (10))
are selected as exemplars for the estimation of priors.

2.7. Hierarchically Dense Matching of Chest Radiographs. To
construct the priors in equations (5) and (6), we determined
the dense corresponding fields and matched the pixels
between the input and the chest radiographs of selected
exemplars. Unlike the traditional dense matching problems
such as stereo or nonrigid interpatient registration, in which
the two images contain the same scene or objects, we

attempted to densely match intrapatient chest radiographs
containing different objects with varying appearances and
shape. The variations in chest radiographs can make match-
ing of the low-level image patches ambiguous.

To address the dense matching problem, several dense
matching methods have been proposed which typically
enforce both appearance agreement between matched pixels
and geometric smoothness between neighboring pixels, such
as SIFT Flow [15] and deformable spatial pyramid (DSP)
[16]. SIFT Flow relies on the pixel-level Markov random field
(MRF) model with a hierarchical optimization technique.
DSP matching uses a pyramid graph model that simulta-
neously optimizes match consistency ranging from an entire
image to coarse grid cells and to every single pixel. Typically,
DSP is faster than SIFT Flow because DSP only optimizes the
MRF energy in the coarse levels with direct local search in
the pixel-level layer. However, DSP uses the downsampled
local descriptors in the coarse grid cells that may cause the
wrong matching, which cannot be corrected well in the fol-
lowing local search. The PatchMatch algorithm computes
fast dense correspondences in another way [24]. For effi-
ciency, this algorithm abandons the global optimization that
enforces explicit smoothness on neighboring pixels. Instead,
it progressively searches for correspondences by a random-
ized search technique; a reliable match at one pixel subse-
quently guides the matching locations of its nearby pixels,
thereby implicitly enforcing geometric smoothness. Since
the PatchMatch algorithm can only determine a local opti-
mum because of the randomized search and the field prop-
agation strategy, the final correspondence field estimated
by PatchMatch highly relies on the initial estimation. The
PatchMatch algorithm also discards the prior knowledge
on the spatial layout of images, which starts at a totally
random initialization.

Matching two images should determine the most similar
local feature (match) from one image for each pixel to the
other image with the geometric constraint. However, the
effective geometric constraints are unclear. Intuitively, the
significant matching between chest radiographs should have
close appearance and should be located near the same ana-
tomical sites simultaneously. We performed dense matching
of chest radiographs in a hierarchical way similar to DSP
matching but without the need of energy optimization simi-
lar to the PatchMatch algorithm.

The input chest radiograph is divided into nonoverlap-
ping rectangular grid cells, and the chest radiographs in
the database are divided into overlapping cells with the
fixed step size analogous to the DSP matching algorithm.
The similarity between grid cells is defined as the intersec-
tion of the BoW histogram. The grid cells should be large
enough (e.g., 32 × 32 pixels) to estimate the reliable distri-
bution of visual words and identify their anatomical sites.
Given that all chest radiographs exhibit a similar spatial
layout like that of the clavicles located at the top of the
lung field and the hearts located between the left and right
lungs, the search for similar grid cells was limited in the
local regions of a 1/4 image area. By matching the grid
cells, we obtained a very coarse corresponding field T.
Using T with random permutation as the initial estimation
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of the corresponding field, we applied the field propagation
and local randomized search as the PatchMatch algorithm
to refine the corresponding field. More details of our hierar-
chically dense matching are described in Algorithm 1. The
corresponding fields of two chest radiographs found by the
proposed hierarchically dense matching and PatchMatch
algorithms are presented in Figure 3. Obviously, our
algorithm can achieve a smoother corresponding field. In

contrast, the corresponding field solved by the PatchMatch
algorithm lacks consistency due to its overrandomization.

Figure 3 illustrates a visualization of corresponding fields
by our proposed hierarchically dense matching and Patch-
Match algorithms. Figures 3(a) and 3(b) show two normal-
ized chest radiographs as the source image and target image
for dense matching, respectively. Figures 3(c) and 3(d) illus-
trate the visualization of the corresponding fields solved by

Input: Two image A (source image) and B (target image);
Dense local descriptors FA of A and FB of B.
Output: Corresponding field T.
1: Divide A to the non-overlapping cells of size w×w and obtain the BoW histograms Hi

A for each cell i.

2: Divide B to overlapping cells of size w×w with step size s and obtain the BoW histograms Hj
B of each cell j.

3: Determine the most similar cell centered at (xB, yB) in B for each cell cA in A.
4: Set T(x, y)=(xB, yB) ((x, y)∈cA) for each cell cA in A and random permute of T.
5: Update T by field propagation as PatchMatch algorithm using the local descriptors FA and FB.
6: Update T by locally randomized search using the local descriptors FA and FB.
7: Repeat steps 5 and 6 a fixed number of times or until convergence.

Algorithm 1: Hierarchically dense matching.

(a) (b)

(c) (d)

Figure 3: Visualization of corresponding fields.
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our hierarchically dense matching and PatchMatch algo-
rithms, respectively. Corresponding fields in Figures 3(c)
and 3(d) are displayed with the same color mapping.

2.8. Optimization of Decomposition Energy Function with
Exemplar-Based Priors. The MAP estimation of the soft tis-
sue image S and the bone image B can be rewritten as

S∗,B ∗ = arg min
B,S

E S, B , 11

where

E S, B = − log p Y ∣ S, B − log p S − log p B
= Ed S, B + Ep S + Ep B ,

12

where Ed and Ep are the data and prior terms, respectively.
Ignoring the constant, we obtained

Ed S, B = λ Y − S − B 2
2, 13

pcEp S = − log〠
x

exp −ηS 〠
M

i=1
RxS − Rx+Ti x

Si
2

2

14

The prior in equation (14) can be considered induced
from the density estimated by image-level samplings. As
for patch-level samplings, the prior term Ep S can be
reformulated as

Ep S = −〠
x

log〠
M

i=1
exp −ηS RxS − Rx+Ti x

Si
2

2
15

Compared to equation (14), the form of equation (15)
is more flexible, hence adopted in our final decomposition
model. Analogously, we can modify the prior term Ep B .

The gradients of E S, B with respect to S and B can
be derived easily, and the energy function E S, B can be
minimized by a gradient descent algorithm. However, the
gradient descent algorithms usually need many iterations to
converge. We proposed an iteratively reweighted least-
squares (IRLS) [25] scheme to efficiently minimize the
energy function E S, B by generating a sequence St , Bt via

St+1, Bt+1 = arg min
B,S

λ Y − S − B 2
2

+ ηS〠
x

〠
M

i=1
ws

x,i RxS − Rx+Ti x
Si

2

2

+ ηB〠
x

〠
M

i=1
wb

x,i RxB − Rx+Ti x
Bi

2

2
,

16

where the weights are

ws
x,i =

exp −ηS RxSt − Rx+Ti x
Si

2

2

∑M
j=1exp −ηS RxSt − Rx+T j x

Sj
2

2

,

wb
x,i =

exp −ηB RxBt − Rx+Ti x
Bi

2

2

∑M
j=1exp −ηB RxBt − Rx+T j x

Bj

2

2

17

The solution St+1, Bt+1 can be obtained by solving the
following linear equations:

λ + ηS〠
x

RT
x Rx S + λB = λY + ηS 〠

M

i=1
〠
x

wx,iR
T
x Rx+Ti x

Si,

λS + λ + ηB〠
x

RT
x Rx B = λY + ηB 〠

M

i=1
〠
x

wb
x,iR

T
x Rx+Ti x

Bi

18

Since wx,iR
T
x is the operation to rearrange the weighted

patches into an image and RT
x Rx is just a diagonal matrix,

the linear equations can be easily solved element-wise. The
initial solution of S and B can be obtained by substituting
the two prior terms by their quadratic upper bound using
Jensen inequality.

2.9. Algorithm Summary. The DES image triplets in an estab-
lished database are denoted as the set Yi, Si, Bi , i = 1, 2,
⋯,N , which were preprocessed and normalized by the use
of the approach described in Section 2.5. A PCA projection
matrix P for local descriptors and a BoW codebook D were
learned on the samples of local descriptors from the database.
For each (normalized) chest radiograph Yi in the database,
the dense local descriptors Fi, the spatial pyramid representa-
tion Hi, and the BoW histograms of the subregions were
computed by the use of P and D in advance.

The proposed decomposition procedure of a new chest
radiograph Y can be summarized as follows:

Step 1. Preprocess and normalize the input chest radiograph
Y according to equation (7). Let Y0 denote the base layer of
Y. μd and σd are the intensity mean and standard deviation
of Y − Y0, respectively. The normalized Y is computed as
Y⟵ Yn = Yd − μd /σd .

Step 2. Compute the dense local descriptors F of Y by the use
of the PCA projection matrix P.

Step 3. Compute the spatial pyramid representation H and
the BoW histograms of subregions of Yn by use of the
codebook D.
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Step 4. Select the topM most similar chest radiographs in the
database in terms of similarity measure (equation (10)) as the
exemplars of Y.

Step 5. Solve the dense corresponding field Tk between Y and
Yk using Algorithm 1 for each exemplar k k = 1, 2,⋯,M .

Step 6. Construct the nonparametric priors for unknown soft
tissue image S and bone image B according to equations (5)
and (6).

Step 7. Optimize the energy function in equation (12) by the
use of the IRLS scheme, and solve the soft tissue image S and
bone image B.

Step 8. Rescale the soft tissue image S and bone image B, and
compensate the base layer of the soft tissue image S as
S⟵ σdS + Y0 + μd , B⟵ σdB.

The final decomposition results of the input chest radio-
graph Y are S and B obtained in Step 8.

2.10. Experimental Settings. The experiments were conducted
on a PC with a duo Intel Xeon CPU (3.2GHz) and 16GB
RAM. The implementations were performed using Matlab
2016a with a VLFeat toolbox [26].

The weight coefficients for the three kinds of local
descriptors were set to achieve the same variance for each
dimension of the combined descriptors. To accelerate the
image search and matching procedures, the dimensionality
of the combined descriptors was reduced to 60 by PCA,
whereas about 98% of variation of the descriptors was
maintained. The codebook for BoW representations was
generated by k-means clustering on the samples of local
descriptors from the training data set. The size of each
BoW codebook was set to 5000. The codebook was used
to compute the BoW histograms for both the image search
and hierarchical dense matching. To perform the hierarchi-
cally dense matching algorithm, the size w of subregion was
set to 32 × 32 pixels, and the iteration number of corre-
sponding field propagation and locally randomized search
was set to 5. The size of sampling patches for constructing
the priors from the actual soft tissue and bone images was
set to 5 × 5 pixels.

We used a case-wise procedure to construct the
exemplar-based priors and evaluate the performance of the
decomposition results. The top M most similar cases to the
testing chest radiograph among the training set were then
selected as the exemplars. The maximum value of M was
set to 7 in the experiments.

In the energy function of image decomposition, four
parameters, namely, λ, ηS, ηB, and the number of exemplars
M, were considered. λ is in the range of [10−1 to 106], and
ηS is in the range of [10−6 to 0.5]. ηB was set as 2 × ηS. A large
value of ηS would lead to numerical problems. The effect of
different parameters was investigated in the following sub-
sections. The average computation time of our decomposi-
tion procedure using the unoptimized implementation is
135.8 seconds when the number of selected exemplar images

is 5. Most of the computation time is spent in the stage of
hierarchically dense matching, and it is dependent on the size
of the image and the number of selected exemplars.

The decomposition performance of the soft tissue and
bone was quantitatively evaluated using the following mea-
sures: The root mean squared error (rmse) is used to evaluate
the reconstruction error of the estimated soft tissue/bone
image relative to the actual (normalized) soft tissue/bone
image, which is defined as

rmse = 1
n
〠
x

Ẑ x − Z x 2, 19

where Ẑ is a reconstructed soft tissue/bone image, Z is the
corresponding “ground truth” image, x denotes the pixel
locations in Z, and n is the number of pixels in the image
Z. A smaller value of rmse indicates a better estimation of
the ground truth. The quality of bone suppression is also
evaluated using the bone suppression ratio (bsr) which is
defined as [10]

bsr = 1 − ∑x Ŝ x − S x
2

∑x Y x − S x 2 , 20

where Ŝ is an estimation of the actual soft tissue image S
and Y is the testing chest radiograph. bsr = 1 indicates per-
fect performance.

If the bone component is treated as a type of structural
noise, then the bone suppression procedure of the chest radio-
graph is considered denoising or filtering. A well-known
denoising performancemeasure called the structural similarity
image measure (ssim) [27] can be also used to evaluate the
quality of the decomposed soft tissue and bone images. The
intensity ranges of images are rescaled into the range of [0 to
255], and the default setting parameters in the implementation
(https://ece.uwaterloo.ca/~z70wang/research/ssim/) of ssim
are used to compute the values of ssim.

3. Experimental Results

3.1. Effect of Hyperparameters. We varied the values of the
four parameters λ, ηS, ηB, and M to investigate their effect
and to determine the proper settings. Figure 4 shows the
average measures of decomposition performance at differ-
ent λ with fixed ηS (ηS = 10−5) and fixed M (M = 5). The
exemplar images were selected as described in Subsection
2.5. When the value of λ is large, the optimization of the
energy function tends to make substantial contributions of
the data term to the decomposed images. We observed that
larger λ leads to better decomposition in terms of three
performance measures. However, when the parameter λ
becomes very large, the decomposition results can be
extremely arbitrary and meaningless because of ignoring
the use of the prior terms. An appropriate value of λ accord-
ing to the experimental results is 100.

Figure 5 shows the average measures of decomposition
performance at different ηS with fixed λ (λ = 100) and fixed
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M (M = 5). From Figure 5, we observed that the lower values
of ηS and ηB led to better decomposition. In fact, the optimi-
zation of the log-sum-exp function tends to average the
matched patches of each position when ηS and ηB have a
low value. As the value of ηS and ηB increases, the optimiza-
tion of the log-sum-exp function more closely approximates
the min operation and the decomposed images looks sharper.
However, the log-sum-exp functions with the large values of
ηS or ηB also introduce artifacts in the decomposed images
and results in worse decomposition performance. Based on
these results, the parameters λ and ηS were set to 100 and
10−5 in the subsequent experiments, respectively.

The number of exemplarsM is another crucial parameter
for decomposition performance. Figure 6 shows that decom-
position performance was improved significantly by increas-
ing the number of exemplars. However, the computation cost
of image matching and energy optimization would exponen-
tially increase when many exemplars were used to construct
the prior terms. As shown in Figure 6, the improvement in
performance is relatively small when the number of exem-
plars is over 5. The number of exemplars M was set to 5 in
subsequent experiments if M was not specified.

Some examples of decomposition results are illustrated in
Figures 7–10. Figures 7 and 8 can be enlarged and viewed on
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Figure 4: The effect on decomposition performance of parameter λ (weight of the data term).
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Figure 5: The effect on decomposition performance of parameter ηS for kernel density estimation.
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Figure 6: The effect on decomposition performance of the number (M).
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the screen for a better comparison. We observed that the ribs
and clavicles are suppressed substantially and the visibility of
the soft tissue is maintained in the reconstructed soft tissue
images. Visually, the reconstructed soft tissue image and
the actual image are similar. Comparing the reconstructed
bone images with the actual bone images, some bone edges
are more obscure where the bone edges are weak in the
observed chest radiograph. In Figure 8, typical motion arti-
facts in the actual DES bone images were observed. Our
decomposition method can reduce the motion artifacts to
some extent, as shown in Figure 8(d), because of the smooth-
ing effect of the weighted average of sampling patches. The
use of the actual DES soft tissue and bone images with
motion artifacts as the ground truth may lead to an overesti-
mated reconstruction error. Figures 9 and 10 show examples

of decomposition results using different numbers of exem-
plars (M = 1, 3, and 5). Visual improvement of the estimated
soft tissue and bone images is observed when more exem-
plars are used. Some block artifacts can be observed in the
reconstructed soft tissue and bone images using fewer exem-
plars. These block artifacts were generated because of dissim-
ilar patches in the exemplar chest radiographs for some
patches in the input chest radiograph or mismatches between
the patches. The selection of similar images as exemplars or
using more exemplar images could ensure that each patch
in the input chest radiograph has some possible similar
patches in the exemplar images and could reduce the block
artifacts and reconstruction error. As shown in Figure 9(c),
the reconstructed soft tissue image is very similar to the cor-
responding DES soft tissue image shown in Figure 9(d), and

(a) (b) (c) (d) (e)

Figure 7: Decomposition results of a chest radiograph without motion artifacts: (a) the right lung field of a chest radiograph; (b) the
decomposed soft tissue image; (c) the actual DES soft tissue image; (d) the decomposed bone image; (e) the actual DES bone image.

(a) (b) (c) (d) (e)

Figure 8: Decomposition results of a chest radiograph with motion artifacts: (a) the left lung field of a chest radiograph; (b) the reconstructed
soft tissue image by use of our method; (c) the actual DES soft tissue image; (d) the reconstructed bone image by use of our method; (e) the
actual DES bone image with obvious motion artifacts.
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the bone components of the corresponding chest radiograph
shown in Figure 9(e) are substantially suppressed. In fact, the
ssim index between Figures 9(c) and 9(d) is 0.915. A high
ssim index indicates that most of the structures and details
of the ground truth image are contained in the reconstructed
image. Comparing Figure 9(c) with Figure 9(a), the bone
component in Figure 9(c) is suppressed more completely
than that in Figure 9(a). The decomposed bone image
shown in Figure 10(c) looks clearer compared to that in
Figure 10(a), which looks a little messy with fewer exemplars.
With more exemplars, the reconstructed bone images show
clearer rib edge and are more similar to the DES bone image
shown in Figure 10(d).

We used our decomposition method to process the chest
radiographs in the JSRT database which is the most com-
monly used database of chest radiographs for computer-
aided detection and processing techniques [28]. Since the
corresponding ground truth of the soft tissue and bone
images of the JSRT database is unknown, the publicly avail-
able bone suppression results provided by Horvath [28] using
the gradient modification method were used to be qualita-
tively compared with the results of our method. Figure 11
shows the decomposition results of two chest radiographs
from the JSRT database. Visually, the reconstructed soft

tissue images of our method are more natural. When it is
close to the thoracic edge, the soft tissue image reconstructed
by the gradient modification method produced the shadows
apparently. The two methods had advantages and disadvan-
tages. The results of the gradient modification method
depend on the segmentation of ribs and clavicles, which
might be insensitive to the types of acquisition equipment
of chest radiographs. However, the shadows of bones, which
were not segmented, could not be removed. The results of
our method depend on the appearance of the chest radio-
graphs. Even if the images in the JSRT database are the
scanned films and the number of DES exemplar is limited,
our method could work well in most cases.

3.2. MAP Decomposition versus Locally Weighted Regression.
Compared with the decomposition method that minimized
the MAP energy function using the exemplar-based prior
term, a more simple and direct method for estimating soft
tissue and bone images is the weighted regression, which is
analogous to label transfer [29]. Considering the sampling
patches pi, i = 1,⋯,M from the exemplar images based
on the corresponding fields as the nearest neighbors, a soft
tissue or bone image patch can be estimated by locally
weighted regression as p̂ =∑M

i=1wipi, where the weight wi is

(a) M = 1, rmse = 0 46 (b) M = 3, rmse = 0 44 (c) M = 5, rmse = 0 41

(d) Ground truth (e) Chest radiograph

Figure 9: The reconstructed soft tissue images using the different numbers of exemplars. From left to right, the numbers of used exemplars
(M) are 1, 3, and 5, respectively. rmse is the root mean squared error of the reconstructed soft tissue image. (a–c) are the reconstructed soft
tissue images. (d) corresponds to the ground truth. The corresponding standard chest radiograph is (e).
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(a) M = 1, rmse = 0 46 (b) M = 3, rmse = 0 44 (c) M = 5, rmse = 0 41

(d) Ground truth (e) Chest radiograph

Figure 10: The reconstructed bone images using the different numbers of exemplars. From left to right, the numbers of used exemplars (M)
are 1, 3, and 5, respectively. rmse is the root mean squared error of the reconstructed soft tissue image. (a–c) are the reconstructed bone
images. (d) corresponds to the ground truth. The corresponding standard chest radiograph is shown in (e).

(a) (b) (c) (d) (e)

Figure 11: Decomposition results of two chest radiographs from the JSRT data set: (a) the original chest radiographs (“JPCLN063” and
“JPCNN071”); (b) the reconstructed soft tissue images by the use of our method; (c) the bone-suppressed images by the use of the
gradient modification method; (d) the reconstructed bone images by the use of our method; (e) the estimated bone structures by the use
of the gradient modification method.
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defined based on the matching error of the local descriptor.
The result of locally weighted regression can be considered
the minimum mean square estimation of the soft tissue or
bone image patch. The entire soft tissue/bone image is recon-
structed by rearranging all of the estimated patches. The
locally weighted regression method is similar to the kNN
regression method proposed by [7]. The main difference is
the search method of kNN and the local descriptor used.

The mean and standard deviation of performance
measures for MAP decomposition and locally weighted
regression are listed in Table 1. From the results shown in
Table 1, our method is significantly superior to the locally
weighted regression. rmse is computed on the normalized soft
tissue and bone images. The MAP decomposition method
yields a lower rmse and a higher bone suppression ratio than
the locally weighted regression. The values of the ssim of the
reconstructed soft tissue images by two methods are 0.927
and 0.846, respectively. The high ssim indicates that the detail
structures in the DES soft tissue image are preserved by two
decomposition methods. Since the intensity variations of
soft tissue images are significantly larger than those of bone
images, the ssim of the reconstructed bone image is lower
than the ssim of the reconstructed soft tissue images.

The decomposition results of a chest radiograph by the
use of the MAP model and the locally weighted regression
method are shown in Figure 12. The soft tissue images and
bone images reconstructed by the MAP model in Figure 12
are visually much closer to the ground truth than that by
the locally weighted regression method. And the reconstruc-
tion errors (rmse) of the soft tissue image estimated by the
MAP model and the locally weighted regression are 0.41
and 0.44, respectively. Actually, the optimization of the
MAP energy function with the data term tends to satisfy
the constraint Y = S + B and utilizes more information on
the input chest radiograph to reduce the reconstruction error
and generate higher fidelity results. By contrast, the locally
weighted regression cannot ensure that Y − S − B 2 can be
minimized definitely. Thus, the locally weighted regression
can only yield worse estimation of the soft tissue and bone
images than the MAP decomposition.

4. Discussion

In our MAP decomposition model, the prior terms are ren-
dered in the log-sum-exp format. For small values of the
parameter ηS or ηB, the prior terms can be considered the
approximations to the averaging function of quadratic errors
between image patches. From the experimental results, we
observed that the small values of the parameter ηS or ηB could
lead to better decomposition results of the chest radiograph
in terms of the three performance measures. The optimal
values of ηS and ηB can be dependent on the data set and
the performance measures. It is interesting to investigate
the other forms of the prior term using other kernel functions
for density estimation or the robust loss functions as prior
terms for decomposition. Combining the exemplar-based
priors, the general image priors, such as total variation [11]
and sparsity [30], would be helpful in further improving the

decomposition model. Additionally, some methods on image
quality improvement can be considered to further enhance
the algorithm performance, such as convolution network-
based processing [31], fuzzy similarity-based method [32],
and sparse coding-based processing [33–35].

The basis of our method is the database of DES radio-
graphs, which is used to estimate image priors. In theory,
the estimation accuracy of image (patch) prior probability
depends on the samples. However, even the soft tissue and
bone components cannot be separated perfectly through
using a DES system. Furthermore, a few motion artifacts
are present in the soft tissue and bone images of two-
exposure DES as a result of cardiac motion and breath. The
soft tissue and bone components were also not successfully
separated in the regions with motion artifacts. In this work,
we acquired enough DES radiographs from Nanfang Hospi-
tal, Guangzhou, China, which is useful for that similar
patches, for a patch in the source chest image can be found
in the selected exemplars of the training set more possibly.
From the experimental results, larger λ (weight of the data
term) can lead to better decomposition in terms of the three
performance measures. The data term had substantial contri-
butions to decomposition performance, and the MAP
decomposition model was effective for the separation of bone
images from the chest radiographs. But this does not indicate
that the prior terms are not helpful for decomposition since
the decomposition results can be extremely arbitrary and
meaningless without the prior terms. Actually, the decom-
posed soft tissue image S and bone image B only tend to sat-
isfy the constraint Y = S + B when the parameter λ becomes
very large.

One bottleneck of our method is the large computation
cost mainly because of dense matching between chest radio-
graphs. Although the local descriptors and BoW histograms
of the images in the database have been computed off-line
and restored, the running time of our method (135.8 s per
image of 512 × 512 pixels) is still longer than that of MTANN
regression (1.63 s per image of 512 × 512 pixels). Actually,
with the popularity of convolutional neural networks
(CNN), we also proposed a cascade architecture of CNN
(called CamsNet) [36] to improve the results of our MAP
model and reach a better result.

The ultimate goal of decomposition or bone suppression
of chest radiographs is to improve the performance of radiol-
ogists in diagnosing lung diseases. But this ultimate goal can-
not be realized directly. Considering that the usefulness of
DES soft tissue images had been proved, our decomposition

Table 1: The average performance of MAP decomposition and
locally weighted regression on the validation set with 100 standard
chest radiographs. bsr denotes the bone suppression ratio. rmse-S
and ssim-S denote the root mean squared error (rmse) and the
structural similarity image measure (ssim) for the reconstructed
soft tissue, respectively.

Method bsr rmse-S ssim-S

MAP decomposition 0.715 0.414 0.927

Weighted regression 0.704 0.441 0.846
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method is aimed at producing the decomposition results
similar to the DES soft tissue and bone images as possible.
A very small reconstruction error (e.g., rmse) and a very
high bone suppression ratio may indicate indirectly the use-
ful decomposition results. However, preserving the details in
the abnormal regions and enhancing the contrast of the nod-
ules are important. The data (fidelity) term in the MAP
decomposition model can provide a trade-off to balance
structure preserving and smoothing. It would be helpful to
integrate some general image priors, such as total variation,
sparsity, or low rank for bone images with the MAP model.
The decomposed bone image would be smoother, and more

details of the input chest radiograph would be maintained in
the decomposed soft tissue image. The detectability of nod-
ules in the decomposed soft tissue images can be further
improved by designing the decomposition energy functions
using a certain probability of abnormality detection or opti-
mizing the local descriptors for reducing the mismatches of
image patches in abnormal regions. And a more specific
nodule detection algorithm should be also developed for
the decomposed soft tissue images. Furthermore, the useful-
ness of our decomposition results for improving the perfor-
mance of radiologists in diagnosing lung diseases will be
investigated in the future.

(a) (b) (c)

(d) (e) (f)

(g)

Figure 12: Comparison of the decomposition results through the MAP model and the locally weighted regression method: (a) the
reconstructed soft tissue image through the locally weighted method; (b) the decomposed soft tissue image through the MAP model;
(c) the DES soft tissue image of (g); (d) the reconstructed bone image through the locally weighted method; (e) the decomposed bone
image through the MAP model; (f) the DES bone image of (g); (g) the standard chest radiograph.
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5. Conclusions

We presented a decomposition method of chest radiographs
using the exemplar-based nonparametric priors of soft tissue
and bone images. Using the real DES radiographs as the
exemplars of a chest radiograph for decomposition, the
nonparametric priors of the soft tissue and bone images
were estimated on the samples of image patches, which
were sampled based on dense matching of chest radiographs.
Integrating the nonparametric priors into a MAP model,
the soft tissue and bone images were reconstructed by min-
imizing the energy function with the proposed efficient
optimization algorithm. Our method could produce soft tis-
sue and bone images like the real DES system but only
needed a single conventional chest radiograph as the input.
Experiments on synthetic DES radiography and the JSRT
database showed that our method could be used to sup-
press the bone structures in the chest radiographs, which
would be potentially useful for radiologists to diagnose lung
diseases in chest radiographs.

Data Availability

The image data used in this study were collected from two
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The bilateral sagittal split osteotomy (BSSO) technique is commonly used to correct mandibular deficiency. If the patient is exposed
to excessive external forces after the procedure, occlusal changes or nonunion may occur. However, previous studies only focused
on single external forces on the mandible and did not conduct relevant research on the forces exerted by different occlusion
conditions. The main purpose of this study was to use finite element analysis methods to determine the biomechanics of four
common occlusion conditions after BSSO surgical treatment. This study constructed a finite element analysis computer model
of a miniplate implanted in the lower jaw. The structure of the model consisted of the mandible, miniplate, and screws. In
addition, external forces were applied to the superficial masseter, deep masseter, medial pterygoid, anterior temporalis, middle
temporalis, and posterior temporalis muscles to simulate the incisal clench, intercuspal position (ICP), right unilateral molar
clench (RMOL), and right group function occlusion conditions. Subsequently, this study observed the effects of these conditions
on the miniplate, screws, and mandible, including the von Mises stress values. The results showed that all of the different
occlusion conditions that this study evaluated placed high stress on the miniplate. In the ICP and RMOL occlusion conditions,
the overall mandibular structure experienced very high stress. The screw on the proximal segment near the bone gap
experienced high stress, as did the screw on the buccal side. According to the present analysis, although the data were not
directly obtained from clinical practice, the finite element analysis could evaluate the trend of results under different external
forces. The result of this study recommended that patients without intermaxillary fixation avoid the ICP and RMOL occlusion
conditions. It can be used as a pilot study in the future for providing clinicians more information on the biomechanics
of implantation.

1. Introduction

In oral surgery clinics, malocclusion and associated facial
bone deformities are common and primarily affect the
appearance and occlusion of patients. According to previous
studies, mandibular deficiency is a common phenomenon,
particularly in developing adolescents, with a worldwide

prevalence of 1.1-21.5% [1]. To correct mandibular defi-
ciency, mandibular advancement is often performed via
intraoral vertical ramus osteotomy (IVRO) and bilateral sag-
ittal split osteotomy (BSSO) [2]. In IVRO, a vertical incision
is made in the ramus, which divides the mandible into two
parts (anterior and posterior), thereby moving the mandible
to achieve a reduction effect. The advantage of IVRO is that
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the operation is simple and fast. However, a disadvantage is
that internal fixation of the mandible cannot be achieved
with artificial bone screws, and thus, bone healing must be
assisted by intermaxillary fixation. Therefore, patients cannot
open their mouths for about 6 to 8 weeks after surgery [3]. As
for BSSO, the horizontal cutting line is located above the
medial side of the ramus and above the lingua, while the
vertical cutting line is located at the distal side of the second
molar on the lateral side of the mandible. Next, the two
cutting lines are connected along the external oblique ridge.
After cutting, the mandible is divided into two parts, a prox-
imal segment and a distal segment, and fixed with miniplates.
One advantage of BSSO over IVRO is that the bone has a
larger contact area and higher stability. In addition, both
mandibular advancement and setback can be achieved with
BSSO surgery, as desired. Therefore, mandibular advance-
ment with BSSO is the more common approach for treating
mandibular deficiency [4]. Clinically, intermaxillary fixation
for several days to weeks after mandibular orthognathic
surgery can be performed. However, some physicians prefer
to maintain an open airway for the patient after surgery
and thus decide against intermaxillary fixation [5]. Conse-
quently, if the mandible without intermaxillary fixation expe-
riences excessive external forces, then changes in occlusion or
poor bone healing may occur.

Previously, researchers have used biomechanical methods
to evaluate the postoperative efficacy of BSSO. For instance,
Hadi et al. [6] performed a general biomechanical analysis
of bicortical screws in the mandible. Although their study
did not investigate the effects after BSSO surgery, their
research methods can be used as a reference framework for
performing biomechanical experiments following BSSO sur-
gery. Additionally, Nieblerová et al. [7] and Olivera et al. [8]
used minipig and sheep mandibles to investigate the bio-
mechanics of different BSSO reductions. However, the study
samples were primarily animal based, and thus, the results
of the study may not accurately reflect the situation in the
human body. Oguz et al. [9] used a unilateral artificial
pseudobonemandibular model to investigate the biomechan-
ical effects of different plate reset patterns through biome-
chanical methods. Ribeiro-Junior et al. [10] used a similar
approach to investigate the effects of different BSSO tech-
niques, revealing that the locking miniplate approach had
relatively better stability. Although locking miniplates have
a good fixation effect, the prominent plate profile will not be
accepted by patients. Therefore, facial bone fixation is still
primarily based on miniplates. It should be noted that these
studies mainly used in vitro biomechanics to investigate the
effects of BSSO surgery, and as such, the external forces
applied can only be simulated by a simple, single external
force and the effects of muscles on actual chewing cannot be
considered. Therefore, it is difficult for the results of in vitro
studies to reflect the actual situation of different occlusion
movements in human.

With advances in computer technology, finite element
analysis has become a commonly used analytical method in
the field of dental biomechanics because it can be used to
simulate the biomechanics of different structures, materials,
and force patterns. A prior study used finite element analysis

to investigate the efficacy of different reconstruction methods
for the treatment of mandibular defects [11]. Additionally,
other researchers have used finite element analysis to investi-
gate various BSSO fixation methods and the effects of differ-
ent materials (absorbable materials) on the strength and
mechanics of fixation [12]. For instance, Erkmen et al. [13]
investigated the effects of using miniplates and different fixa-
tion methods for advancement surgery, while another study
evaluated whether locking miniplates have sufficient strength
to complete internal fixation of the mandible [14]. Although
many previous studies have used finite element analysis to
investigate the biomechanical effects of BSSO fixation and
provide recommendations to clinicians, most of the simu-
lated models have been unilateral, the overall mandibular
models are incomplete, and the applied external forces are
simple, single external forces; hence, the simulated results
likely do not reflect the actual conditions. Further, finite ele-
ment analysis has been employed to investigate the effects of
different external forces on implanted artificial total tempo-
romandibular joints, focusing on the incisal clench (INC),
intercuspal position (ICP), right unilateral molar clench
(RMOL), left unilateral molar clench, right group function
(RGF), and left group function occlusion conditions [15].
Therefore, the loading conditions and boundary conditions
outlined in the present study will provide a reference for
researchers in different occlusion conditions.

As mentioned above, prior studies have demonstrated
that BSSO surgery is commonly used to treat mandibular
deficiency. However, because most previous in vitro studies
used a single external force, the effects of these forces on
miniplates under different occlusion conditions cannot be
easily measured, and thus, they remain unclear. Hence, the
main purpose of this study was to use finite element analysis
methods to simulate external forces from the mandibular
muscles and investigate the effects of these forces on mini-
plate implantation under four common occlusion conditions.
The results of this study will provide clinicians with mecha-
nical references for different occlusion forces in the overall
mandibular structure and miniplate after miniplate implan-
tation in BSSO surgeries, ultimately helping clinicians to
avoid surgical failure due to different occlusion conditions.

2. Materials and Methods

2.1. Building a Simulation Geometry Model. This study was
designed to investigate the effects of four different occlusion
conditions on the miniplate. To do this, this study con-
structed a finite element analysis computermodel of theman-
dible with the miniplate. The models used in this study
included four components, namely, the cortical bone of the
mandible, cancellous bone, miniplate, and screws (Figure 1).
The appearance of this study-constructed model was based
on models of the mandible in previous studies [15], which
were primarily composed of cortical bone and cancellous
bone. The mandible model established in this study imports
the CT images of the mandible to Mimics (Mimics Medical
19.0, Materialise, Leuven, Belgium), selects the peripheral
contour of the mandibular cortical bone in Mimics using
circles, and retracts the whole model by 2mm to establish
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the contour of the cancellous bone structure. This study
employed three-dimensional computer-aided design soft-
ware (SOLIDWORKS 2016; Dassault Systemes SOLID-
WORKS Corp., Waltham, MA, USA) for creating and
modifying the computer model. The peripheral contours of
mandibular cortical and cancellous bones are imported to
SOLIDWORKS, and the complete solid model of mandibular
cortical bone and cancellous bone is established using the loft
function of SOLIDWORKS software. The computer model of
the mandible was cut as described in previous studies [10], to
simulate the treatment of mandibular deficiency by BSSO
surgery. The distal segment was moved outward by 4mm.
In addition, the computer-aided design software SOLID-
WORKS was used to combine two miniplates and eight
screws (the sites and numbering of the eight different screws
are shown in Figure 2(a)). After the three-dimensional com-
puter model was constructed, it was imported into the finite
element analysis software (ANSYS Workbench 19.0; ANSYS
Inc., Canonsburg, PA, USA) for analysis.

2.2. Loading Conditions and Boundary Conditions. This
study investigated four different occlusal conditions com-
monly found in clinical practice, namely, INC, ICP, RMOL,
and RGF. Of these conditions, INC primarily simulated con-
tact of the incisal edges, ICP simulated maximum intercuspa-
tion of the posterior teeth, RMOL simulated contact of the
right (unilateral) posterior teeth, and RGF simulated lateral
movement of the right posterior dentition. In finite element
analysis, different boundary conditions and loading condi-
tions must be provided based on these four different occlu-
sion conditions. This study based the external force data
and application methods on those used in previous studies
[15, 16]. For the boundary conditions, the condyle was set
as a fixed node and the displacement setting method was
used to fix the x-, y-, and z-axis displacements to 0, which
allows this point to rotate freely. For the loading conditions,
external forces were applied to the superficial masseter
(SM), deep masseter (DM), medial pterygoid (MP), anterior
temporalis (AT), middle temporalis (MT), and posterior

temporalis (PT) muscles (Figure 1). The magnitude and
direction of the external forces are shown in Table 1. In addi-
tion, fixation was applied at the incisor, canine, premolar,
and molar tooth positions in the different occlusion condi-
tions, as shown in Table 1. The sites of contact between the
miniplate and screws and between the miniplate and mandi-
ble were set to “no separation,” primarily to simulate the lack
of separation between these surfaces, but also to allow for
slight, frictionless sliding.

2.3. Material Properties of the Model. The research model was
composed of four parts, namely, the cortical bone, cancellous
bone, miniplate, and screws. The material properties used in
this study were obtained from previous studies [17]. Table 2
shows the material properties in this study simulation. All
materials were assumed to be homogeneous, isotropic, and
linear elastic. Two independent parameters, i.e., Young’s
modulus (E) and Poisson’s ratio (ν), were used to character-
ize the properties of the materials. The simulated miniplate
material was composed primarily of titanium alloy. The
bones were divided into the cortical bone and cancellous
bone. Moreover, all of the finite element analysis computer
models in this study used tetrahedral meshes (Figure 2(b)).
The software used for mesh in this study was ANSYS Work-
bench 19.0. After the meshes passed the convergence test, all
models reached the 5% stop criteria of the convergence test
[18, 19]. The numbers of nodes and meshes were 144,969
and 74,878, respectively. Therefore, the finite element mesh
model used herein to investigate the effects of different occlu-
sion conditions on miniplate implantation was reasonable.

Following finite element analysis, this study utilized the
von Mises stress values as an observational index. The von
Mises stress distributions of the miniplate, eight screws, and
mandibular screw positions on the left and right sides of
the mandible were observed to investigate the biomechanical
effects of the four different occlusion conditions after BSSO
treatment for mandibular deficiency.

3. Results

After finite element analysis, this study obtained the overall
stress distributions on the mandible under the four different
occlusion conditions, as shown in Figure 3. This figure
reveals that high stress occurred at the miniplate under all
four occlusion conditions. The mandibular stress was partic-
ularly high in the ICP and RMOL conditions.

Figure 4 shows the stress distributions on the left and
right miniplates under the four occlusion conditions. High
stress primarily occurred in the region between the mini-
plates (the bone gap at the mandibular joint), especially at
the site of the screw in the proximal segment and at the cor-
ner of the miniplate in the distal segment. Among the four
conditions, the ICP and RMOL conditions in particular put
high stress on the miniplate. Table 3 shows the maximum
vonMises stress values for the miniplates in the four different
occlusion conditions.

Figure 5 shows the stress distributions on the eight screws
used for miniplate fixation (screw positions numbered as
shown in Figure 2(a)). High stress was mainly observed at

Fixation
Posterior

temporalis Middle
temporalis 

Fixation

Medial
pterygold 

Anterior
temporalis 

Incisor
Canine

PremolarScrew

Molar

Deep
masseter 

Superfical
masseter

Figure 1: Finite element analysis models and sites experiencing
muscular forces in the present study.
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the junction of the miniplate and screws. Among the four
occlusion conditions, higher stress on the screws was
observed under the ICP and RMOL conditions, especially
near the junction of the screws and miniplate. Table 4 shows
the maximum von Mises stress values on the eight screws
under the four different occlusion conditions.

Figure 6 shows the stress distributions on the mandible at
the screw insertion positions (b1–b8 indicate the positions of
the different screws and the corresponding sites in the man-
dible). High stress on the mandible was produced primarily
on the buccal side. The ICP and RMOL conditions appeared
to place higher stress on the mandible than did the other con-
ditions. Table 5 shows the maximum von Mises stress values
on the mandible at the eight screw insertion sites in the four
different occlusion conditions.

4. Discussion

To treat mandibular deficiencies, the BSSO surgical proce-
dure is often performed. However, this surgical treatment
requires destruction of the mandible border, because the
mandible border is the strongest part of the mandible and
can resist bending forces. Therefore, it is essential that the fix-
ation strength of the miniplate in the mandible is sufficient.
Because of the limitations of previous in vitro experiments,
including the use of only single forces, conducting relevant
research on the effects of different occlusion conditions has
been difficult, and thus, no relevant references exist. To help
resolve this, the present study used finite element analysis to
investigate the strength of the combination of the mandible
and miniplate under four common occlusion conditions.
The data in the study will provide clinicians with a reference
basis for the stress incurred on the screws, miniplate, and
mandible under different occlusion conditions following
miniplate implantation.

Herein, regarding the overall stress distributions of the
mandible, this study noted that following miniplate fixation,
the mandible experienced external forces when clenched,
which placed high stress on the miniplate. This high stress
can primarily be explained by Hooke’s law. If the mandible
and miniplate were displaced, the stress would be

proportional to Young’s modulus. In the present study,
Young’s modulus of the miniplate and cortical bone was
110,000 and 17,000MPa, respectively, indicating that in the
overall structure, the miniplate experienced higher stress.
The results of this study show that the values for the mini-
plate in the four groups are smaller than the yield strength
of the titanium alloy (tensile strength of 1100MPa [20]),
and hence, the miniplate is not easily deformed under normal
occlusion loading conditions. Further, of the four different
occlusion conditions, the INC and RGF conditions placed
less stress on the mandible than did the other conditions.
The INC condition mainly simulated contact of the incisal
edges, and because the muscles that produce this action apply
little force, the mandible only experienced some high stress at
the incisors. As the RGF condition simulated lateral move-
ment of the right posterior dentition, the vertical force
applied by the muscle to the mandible was also small (the
force observed on the tooth is about 100N according to pre-
vious literature [16]) and only the right posterior tooth area
experienced relatively high stress. In addition, much higher
stress is produced on mandible when ICP and RMOL condi-
tion. The ICP condition simulated maximum intercuspation
of the posterior teeth. According to the previous literature,
because of the small lever-arm relationship in the posterior
tooth area (with the temporomandibular joint as the ful-
crum), a high occlusion force occurs in the posterior tooth
area (~700N) [16], and thus, this study used a large external
force for the muscle boundary condition setting. Conse-
quently, obvious high stress was observed in the posterior
tooth area of the mandible, along with high stress distribu-
tions in the mandible; these results are similar to those
reported in previous studies [16]. The RMOL condition sim-
ulated contact of the right (unilateral) posterior teeth. This
action is an unbalanced occlusion condition. As such, in
addition to the occlusal forces concentrated in the posterior
tooth area, the external force applied by the muscles is also
large. Therefore, high stress occurred at the posterior tooth
contact area and throughout the entire mandible. Addition-
ally, since the occlusion is unbalanced, high non-occlusal
stress occurred in the left side of the retromolar area, which
may have been caused by the high stress that is produced

4321
5 6 7 8
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Figure 2: (a) Sites and numbers of the different screws after mandibular miniplate implantation. (b) Mesh of the computer model used in the
present study.
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by bending or torsion. After BSSO surgery, the teeth are usu-
ally fixed in the ideal occlusion position (intermaxillary fixa-
tion); however, to improve patient life quality of post
operation and maintain an open airway, many clinicians
have opted not to perform intermaxillary fixation in recent

years [5]. According to these study findings, after BSSO,
patients should be advised to consume liquids and soft foods
and to avoid ICP and RMOL occlusion to reduce the force on
the mandible.

In the current study, the stress distributions on the mini-
plate showed that high stress mainly occurred in the middle
part of the miniplate (the point of contact with the mandi-
ble). As previously indicated by Chuong et al. [21], the pri-
mary reason for this is that the miniplate area produces two
bending forces and two torsion forces (Figure 7). Since both
sides of the miniplate are fixed using screws, the miniplate
is affected by torsion in the middle area, thereby producing
higher stress. The miniplate is also subjected to an external
force. Because of the geometric shape of the miniplate, high

Table 1: The loading conditions, size, and direction of the muscular forces produced by the different occlusion conditions and sites of tooth
fixation in the present study. This table is reproduced from Huang et al. [15] and Korioth and Hannam [16].

Clenching tasks Side Direction
Muscular force (N)

Constraint
SM DM MP AT MT PT

Incisal clench (INC)

Right

Force 76.2 21.2 136.3 12.6 5.7 3.0

Constrained the incisor regions

Fx -15.8 -11.6 66.3 -1.9 -1.3 -0.6

Fy -31.9 7.6 -50.9 -0.6 2.9 2.6

Fz 67.3 16.1 107.8 12.5 4.8 1.4

Left

Force 76.2 21.2 136.3 12.6 5.7 3.0

Fx 15.8 11.6 -66.3 1.9 1.3 0.6

Fy -31.9 7.6 -50.9 -0.6 2.9 2.6

Fz 67.3 16.1 107.8 12.5 4.8 1.4

Intercuspal position (ICP)

Right

Force 190.4 81.6 132.8 154.8 91.8 71.1

Constrained the canine and
premolar regions

Fx -39.4 -44.6 64.6 -23.1 -20.4 -14.8

Fy -79.8 29.2 -49.6 -6.8 45.9 60.8

Fz 168.3 61.9 105.1 153.0 76.8 33.7

Left

Force 190.4 81.6 132.8 154.8 91.8 71.1

Fx 39.4 44.6 -64.6 23.1 20.4 14.8

Fy -79.8 29.2 -49.6 -6.8 45.9 60.8

Fz 168.3 61.9 105.1 153.0 76.8 33.7

Right unilateral molar clench (RMOL)

Right

Force 137.1 58.8 146.8 115.3 63.1 44.6

Constrained the right molars

Fx -28.4 -32.1 71.4 -17.2 -14.0 -9.3

Fy -57.4 21.0 -54.8 -5.1 31.5 38.1

Fz 121.2 44.5 116.1 114.0 52.8 21.1

Left

Force 114.2 49.0 104.9 91.6 64.1 29.5

Fx 23.6 26.7 -51.0 13.7 14.2 6.1

Fy -47.9 17.5 -39.1 -4.0 32.0 25.2

Fz 101.0 37.1 83.0 90.5 53.6 14.0

Right group function (RGF)

Right

Force 34.3 29.4 12.2 104.3 61.2 46.9

Constrained the right canine,
premolars, and molars

Fx -7.1 -16.0 6.0 -15.5 -13.6 9.8

Fy -14.4 10.5 -4.6 -4.6 30.6 40.1

Fz 30.3 22.3 9.7 103.0 51.2 22.2

Left

Force 51.4 21.2 132.8 11.1 5.7 4.5

Fx 10.6 11.6 -64.6 1.7 1.3 0.9

Fy -21.5 7.6 -49.6 -0.5 2.9 3.9

Fz 45.4 16.1 105.1 10.9 4.8 2.2

SM: superficial masseter; DM: deep masseter; MP: medial pterygoid; AT: anterior temporalis; MT: middle temporalis; PT: posterior temporalis. All raw data
were obtained from Huang et al. [15] and Korioth and Hannam [16].

Table 2: Material properties used in the present study.

Young’s modulus (MPa) Poisson’s ratio

Cancellous bone 1000 0.3

Cortical bone 17000 0.3

Miniplate 110000 0.3

Screw 118000 0.3
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stress is generated where the cross-sectional area changes.
However, the high stress that this study observed on the
miniplate in the present study was less than the yield strength
of the titanium alloy, and hence, the miniplate was not
deformed under the four different occlusion conditions that
this study evaluated.

When observing the stress distributions on the screws,
this study found that the two screws near the middle of the

Incisal clench (INC) Intercuspal position (ICP)

Unit: Mpa

20.000

17.501

15.003

12.504

10.006

7.507

5.009

2.510

0.000
Right unilateral molar clench (RMOL) Right group function (RGF)

Figure 3: Overall stress distributions in the mandibular region under the four different occlusion conditions.

Incisal clench (INC)

Intercuspal position (ICP)

Right unilateral molar clench (RMOL)

Right group function (RGF)

Unit: Mpa

120.000

105.270

90.545

75.817

61.090

46.362

31.635

16.907

0.000

Figure 4: Stress distributions on the right and left miniplates under the four different occlusion conditions.

Table 3: Maximum von Mises stress values on the miniplates.

Peak von Mises stress values
on the right-side miniplates

(MPa)

Peak von Mises stress
values on the left-side
miniplates (MPa)

INC 134.02 153.56

ICP 443.75 491.00

RMOL 302.60 372.80

RGF 157.10 138.58
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miniplate experienced higher stress than did the other
screws, likely because the miniplate was being pulled to the
screw that provided fixation of the mandible under the exter-
nal bending and torsion forces. Thus, the two screws close to
the middle of the miniplate experienced higher stress, espe-
cially the screw which is near the bone gap to the proximal
segment (number 2 or 7). These findings suggest that clini-
cians should pay careful attention to the high stress that
may be placed on the screw during miniplate fixation. Fur-
ther, to achieve overall postimplant stability, a thicker screw
should be used or the strength of the miniplate at that site
should be enhanced.

When observing the stress distributions in the mandible
at the screw insertion sites, this study noticed that the high
stress sites were similar to those on the screws, primarily near

the buccal side. The principles underlying this high stress
are related to Hooke’s law. During occlusion, when pulling
by the miniplate produces displacement, the screw also
pulls on the mandible and the surface of the mandibular
screw hole (buccal side) will be deformed. Therefore,
according to Hooke’s law (the mandible has the same
Young’s modulus), high stress is produced near the buccal
side. The deformation of the screw hole loosens the screw
and miniplate, resulting in excessive movement between
the bones, causing bone nonunion and potentially surgical
failure, which may even require removal of the miniplate
and refixation. These study findings indicate that it may
be advisable to use thicker screws for fixation to reduce
the stress on the screw and the likelihood of mandible
deformation (the hole for screw insertion), as this will help
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Figure 5: Stress distributions on the eight screws under the four different occlusion conditions.

Table 4: Maximum von Mises stress values on the eight screws.

Peak von
Mises stress
on the s1

screw (MPa)

Peak von
Mises stress
on the s2

screw (MPa)

Peak von
Mises stress
on the s3

screw (MPa)

Peak von
Mises stress
on the s4

screw (MPa)

Peak von
Mises stress
on the s5

screw (MPa)

Peak von
Mises stress
on the s6

screw (MPa)

Peak von
Mises stress
on the s7

screw (MPa)

Peak von
Mises stress
on the s8

screw (MPa)

INC 118.950 169.530 120.050 64.761 66.414 116.790 165.190 117.220

ICP 365.220 588.470 406.780 187.420 207.540 392.390 577.830 356.560

RMOL 280.500 356.330 275.180 168.350 177.800 428.110 544.040 230.680

RGF 97.732 222.130 167.530 53.090 67.689 153.370 199.390 67.678
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to reduce surgical failure and increase the overall stability
of the mandible.

This study using finite element analysis to investigate the
forces involved when implanting a miniplate to treat man-
dibular deficiency has some limitations related to the biome-
chanical analysis of the different occlusion conditions. First,
all of the material properties in this study were assumed to
be homogeneous, isotropic, and linearly elastic in order to
simplify the simulation, and thus, the material properties
were set by referring to previous studies [15, 19]. Second,
some of the models were simplified in the present study, that
is, this study only observed the effects in the mandible, not in
the entire skull, and no teeth were constructed. This study
opted to use this simplified model because the main area of

interest in the current study was the miniplate implantation
site and such simplification can reduce the computer simula-
tion time. To perform the stress and strain analysis of the
tooth root or periodontal ligament and alveolar bone, we
must establish a complete tooth model. However, this study
mainly is aimed at investigating the efficacy of miniplate fix-
ation on the mandible after BSSO surgery in 4 common
occlusal conditions. This study was not aimed at investigat-
ing the biomechanical behavior of the teeth or periodontal
areas. Therefore, this study did not consider the establish-
ment of a tooth model. This study only fixed the mandible
in the occlusal planes of different tooth positions. The litera-
ture has several reports on this method [15, 22]. The model
used in this study was mainly designed with reference to
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Figure 6: Stress distributions at the screw insertion sites in the mandible under the four different occlusion conditions.

Table 5: Maximum von Mises stress values at the screw insertion sites.

Peak von
Mises stress at
b1 on the
mandible
(MPa)

Peak von
Mises stress at
b2 on the
mandible
(MPa)

Peak von
Mises stress at
b3 on the
mandible
(MPa)

Peak von
Mises stress at
b4 on the
mandible
(MPa)

Peak von
Mises stress at
b5 on the
mandible
(MPa)

Peak von
Mises stress at
b6 on the
mandible
(MPa)

Peak von
Mises stress at
b7 on the
mandible
(MPa)

Peak von
Mises stress at
b8 on the
mandible
(MPa)

INC 20.324 39.124 29.273 15.191 26.173 25.474 39.034 20.462

ICP 66.423 126.500 102.480 43.784 52.865 86.761 125.960 66.597

RMOL 48.194 82.709 61.630 48.399 115.490 98.718 109.400 65.414

RGF 22.321 41.563 39.653 14.452 30.620 26.072 38.142 16.680
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previous studies and simulated 4 occlusal modes, namely,
INC, ICP, RMOL, and RGF. In this method, we fixed the
tooth positions, utilized the external force on the mandible
(giving boundary conditions by simulating muscle contrac-
tions) and applied restraint (using tooth position fixation as
load conditions). However, due to these simplifications, this
study finding may not directly replicate reality; nevertheless,
clear trends can be identified for the topics of interest in
the study.

Here, this study used finite element analysis and visual
observations to investigate the biomechanical forces exerted
on the miniplate, screws, and mandible under different
occlusion conditions. The results showed that among the
four evaluated occlusion conditions, the ICP and RMOL con-
ditions in particular stressed and deformed the mandible and
miniplate. Although the values identified in the present study
are likely different from those in actual clinical situations,
these study findings will provide a reference basis both for
the maxillofacial surgeons when performing the BSSO sur-
gery to treat mandibular deficiencies and for the patients dur-
ing the recovery period. Patients should be advised to avoid
specific occlusion movements to reduce the incidence of fail-
ure after surgical implantation and to improve their progno-
sis. This study data will also provide a biomechanical basis for
the design and development of miniplates in the future.

5. Conclusion

The effects of different occlusal conditions on the miniplate,
screws, and mandible after BSSO surgery for treating man-
dibular deficiency were investigated through finite element
analysis. The results showed that the implanted miniplate
exhibited high stress under various occlusion conditions. In
the ICP and RMOL occlusion conditions, the overall man-
dibular structure experienced very high stress. According to
this study model, the screw near the bone gap in the proximal
segment experienced high stress. High stress was also gener-
ated at the site near the buccal side. The results of the present

study, in addition to providing a biomechanical basis for the
forces generated on the miniplate, screws, and mandible fol-
lowing BSSO surgery, will also improve the design of mini-
plates and screws in the future to reduce the stress that is
exerted on the screws and mandible. Moreover, patients are
advised to avoid ICP and RMOL occlusion in order to reduce
the incidence of miniplate implantation failure and to
improve patients’ prognoses.
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For compression fracture, vertebral body height loss (VBHL) and kyphotic angle (KA) are two important imaging parameters for
determining the prognosis and appropriate treatment. This study used previous measurement methods to assess the degree of
VBHL and KA, compare and examine differences between various measurement methods, and examine the correlation between
relevant measurement parameters and intravertebral cleft (IVC) in the vertebral body. The radiographic images (lateral view of
the T-L spine) of 18 patients with a single-level vertebral compression fracture were reviewed. We measured 9 characteristic
lengths and angles on plain radiographs, including anterior vertebral height (AVH) and AVH of the adjacent upper and lower
levels, middle vertebral height (MVH) and MVH of the adjacent upper and lower levels, posterior vertebral height (PVH), and
vertebral body width, and assessed 6 parameters, including vertebral compression ratio (VBCR), percentage of anterior height
compression (PAHC), percentage of middle height compression (PMHC), kyphotic angle (KA), calculated kyphotic angle
(CKA), and IVC. The results showed that VBCR is a simple and rapid method of VBHL assessment, but it may result in an
underestimation of the degree of VBHL compared to PAHC. When PMHC < 40% or kyphotic angle > 15°, the probability of
IVC occurring on the vertebral body was higher which means the higher risk of vertebral body instability. The results of this
study could provide a reference for surgeons when using imaging modalities to assess the degree of vertebral body collapse.

1. Introduction

As the population ages, the prevalence of osteoporosis also
gradually increases, and the resulting medical cost increases
every year. Vertebral compression fracture is one of the
important complications of osteoporosis [1, 2]. In clinical
practice, acute lower back pain is a classical presentation of
the disease. Among imaging modalities, radiography is the
most widely used tool for the diagnosis and assessment of
compression fractures. Vertebral body height loss (VBHL)
and kyphotic angle (KA) are two important imaging

parameters for determining the prognosis and appropriate
treatment [3]. The degrees of collapse of the vertebral body
may affect the direction of treatment (nonsurgical manage-
ment, like rest, bracing, and pain control drug, or surgery,
like vertebra augmentation, instrumentation, or fusion).
As VBHL increases, the vertebra may become more unsta-
ble. In addition to its effects on stability, KA can nega-
tively affect sagittal alignment. Data have shown that a
KA of >15°–30° or height loss of >50% resulted in verte-
bral body instability, which may require a more invasive
treatment such as vertebral augmentation [4–6].
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The definition and measurement methods for these
two important imaging parameters are still controversial,
and no conclusion has been reached thus far [7]. Previ-
ously, researchers used different measurement methods to
assess the degree of vertebral body collapse by using pos-
terior wall height as the reference vertebral body compres-
sion ratio (VBCR) or the percentage of anterior height
compression (PAHC), which uses the mean height of seg-
ments adjacent to a healthy vertebral body as the reference
value [8–11]. However, differences in the range of verte-
bral body collapse may result in measurement errors. In
addition to the degree of vertebral body collapse, the intra-
vertebral cleft (IVC) can represent osteonecrosis of the
vertebral body, which has a higher probability of progres-
sing to advanced kyphosis [12]. However, thus far, to the
best of our knowledge, no study has examined the correla-
tion between IVC and VBHL.

The aforementioned literature demonstrates that differ-
ent data will be obtained if different measurement methods
are used. In addition, differences in deformity may also result
in measurement errors. However, no related study has exam-
ined and analyzed the differences and limitations of different
measurement methods. Therefore, the aim of this study was
to use previous measurement methods to assess the degree
of vertebral body collapse, compare and examine differences
between various measurement methods, and examine the
correlation between relevant measurement parameters and
IVC in the vertebral body.

2. Materials and Methods

2.1. Collection of Materials. This study quantitatively ana-
lyzed radiographic images (lateral view of the T-L spine)
obtained before single-level vertebroplasty in patients who
had osteoporotic vertebral compression fractures treated
between June 2013 and January 2015 at the Department of
Orthopedics, Taichung Veterans General Hospital, Taiwan.
The radiographic images of 18 patients who underwent
single-level vertebroplasty were examined. Seven patients
were male, and 11 were female. These 18 sets of radiographic
images were obtained from 101 images by excluding images
with poor preoperative radiographic quality, having difficulty
for taking measurements, showing a compression fracture in
two or more vertebral levels, showing a nonosteoporotic
vertebral compression fracture (bone tumor, metastasis, or
infection), or showing a previous spine surgery or combina-
tion with other surgeries (instrumentation or fusion). Clini-
cal parameters such as age, sex, height, body weight, and
vertebral level of the 18 patients were recorded.

2.2. Measurement of Imaging Parameters. This study mainly
measured 9 characteristic lengths and angles on plain radio-
graphs. The image was digitalized and could be reviewed via
professional software, SmartIris (SmartIris 1.3.0.14, Taiwan
Electronic Data Processing Corp.), which contains a lot of
tools, including measurement of distance and angle and
zoom-in or zoom-out. With this assistance of this profes-
sional software, the image can be enlarged to show the detail
which we want to measure. The distance and angle could be

measured accurately. These parameters included anterior
vertebral height (AVH) and AVH of the adjacent upper
and lower levels (AVH′ and AVH″, respectively), middle
vertebral height (MVH) and MVH of the adjacent upper
and lower levels (MVH′ and MVH″, respectively), posterior
vertebral height (PVH), vertebral body width (W; Figure 1),
and KA (Figure 2). The lengths and angles measured using
these 9 measurements were used to assess the degree of ver-
tebral body collapse. Six observation markers were used: (1)
VBCR = AVH/PVH × 100%; VBCR is mainly used to calcu-
late the AVH-to-PVH ratio; (2) PAHC = AVH/ AVH′ +
AVH″ /2 × 100%; PAHC mainly calculates the ratio of
AVH to the mean of AVH of the adjacent upper and
lower levels; (3) percentage of middle height compression
PMHC =MVH/ MVH′ +MVH″ /2 ; PMHC mainly
calculates the ratio of MVH to the mean MVH of the

(a)

Vertebral compression ratio

Percentage of anterior height compression

Percentage of middle height compression

Calculation of kyphotic angle

VBCR = × 100%AVH
PVH

PAHC = × 100%AVH
(AVH′+AVH′′)/2

PMHC = × 100%MVH
(MVH′+MVH′′)/2

CKA = tan−1

W
(PVH−AVH)

(b)

Figure 1: (a) This study mainly measures the characteristic lengths
on plain radiographs (AVH: anterior vertebral height; MVH:
middle vertebral height; PVH: posterior vertebral height; W:
vertebral body width). (b) Parameters examined in this study
(VBCR, PAHC, PMHC, and CKA).
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adjacent upper and lower segments; (4) KA; (5) calculated KA
CKA = tan−1 PVH −AVH /W ; and (6) IVC (Figure 3).

This study measured the length and angle data of the
vertebral body after collapse in the 18 sets of radiographs
and obtained 6 markers for examining vertebral body col-
lapse. The analyzed markers can be used to compare the
differences between the PAHC and VBCR measurements.
In addition, PMHC, KA, and CKA were used to assess
associations with IVC occurrence.

3. Results

In this study, we used 18 sets of images for radiographic
(lateral view of the T-L spine) measurements. Table 1 mainly
shows the relevant data of the patients (age, sex, height, body
weight, and number of images of the vertebral bodies at
different levels).

Figure 4 mainly shows the mean VBCR (range, 22.94%–
84.75%; mean, 54 21%±17 13%) and PAHC (range,
20.00%–77.82%; mean, 54 21%±17 13%) of the 18 sets of
radiographs. The marker results show that the VBCRs
are greater than the PAHC, with differences ranging
from −2.5% to 27.74%.

Table 2 shows the calculated PMHC, KA, and CKA of the
18 sets of radiographs. The PMHC ranged from 14.23% to

�휃

Figure 2: Kyphotic angle measurements.

Figure 3: Lateral plain radiograph of the thoracolumbar spine. The
arrows point to the crescent-shaped shadow in the vertebral body,
that is, the IVC.

Table 1: Patient characteristics.

Age (years) 78 94 ± 7 92
Sex Male: 7, female: 11

Height (cm) 156 7 ± 6 57
Body weight (kg) 58 8 ± 12 90

The number of images
of the vertebral bodies
at different levels

T9 1

T12 6

L1 8

L3 2

L5 1

VBCR

Ra
tio

 (%
)
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Figure 4: The values of VBCRs and PAHC measured from 18 sets
of radiographs.

Table 2: The PAHC, KA, CKA, and IVC data obtained in this study.

Imaging
sample No.

PMHC (%) KA (°) CKA (°)
Whether IVC

occurs

1 22.55 10 13.90 No

2 26.23 16 17.23 No

3 64.98 18 19.46 No

4 37.65 18 16.97 Yes

5 14.23 19 18.19 Yes

6 74.37 6 9.92 No

7 63.92 14 10.07 No

8 85.51 10 12.36 No

9 43.09 17 19.62 No

10 38.93 15 15.76 Yes

11 40.68 15 17.52 Yes

12 65.38 12 12.69 No

13 20.38 24 26.91 Yes

14 63.18 12 14.43 No

15 25.94 19 22.83 Yes

16 29.09 13 12.56 No

17 44.00 5 4.82 No

18 70.08 12 14.00 No
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74.37% (mean, 46 12%±21 35%). The KAs ranged from 4.81°

to 26.91° (mean, 14 95 ± 5 45). CKAs ranged from 5.00° to
23.80° (mean, 13 86 ± 6 93). In addition, in Table 2, whether
IVC occurred in each group is indicated.

4. Discussion

In this study, we mainly used the geometric data of radio-
graphic measurements to examine different assessment
markers and assess vertebral body collapse. Of the markers
used, VBCR, PAHC, and KA were based on assessment
methods in previous studies, while PMHC and CKA are
new parameters examined in this study.

Previous studies pointed out that most physicians usually
use VBCR to assess VBHL [8]. However, the Spine Trauma
Study Group recommends the use of PAHC measurement
in the assessment of VBHL [9]. In this study, we observed
and compared the results of VBCR and PAHC and found
that VBCRs are generally higher than PAHC (−2.5% to
27.74%). The main reason for this is that compression frac-
tures may involve the entire vertebral body, resulting in a
decrease in the height of the entire vertebral body. Therefore,
the use of PVH to assess vertebral body height may result in
an underestimation of the degree of collapse. By contrast,
PAHC mainly measures the mean of the heights of adjacent
segments and will therefore not be affected by vertebral body
collapse and not result in measurement errors.

In addition, our study calculated PMHC to represent the
degree of vertebral body collapse. In most studies that
assessed VBHL, AVH was mostly used to represent the
degree of collapse in the entire vertebral body [8, 9].
However, clinical observations showed that vertebral body
collapse at the middle region is often the region with the most
severe collapse [13]. This may be because the bone at the
middle region is softer. Therefore, we proposed PMHC as a
marker of the degree of collapse at the middle region of the
vertebral body. Our study also found that PMHC was
associated with IVC. When PBMC was <40% (degree of
collapse, >60%), the probability of IVC was higher
(62.5%, 10% in the group with PMHC of >40%). Several
studies suggested that IVC will increase the risk of verte-
bral body instability [14–16]. Therefore, we believed that
in addition to PAHC, PMHC may be another important
marker to assess vertebral compression fractures. However,
more reliable studies are needed to elucidate the clinical
role of PMHC.

In addition to being a measurement marker for assessing
vertebral body collapse, KA also affects sagittal alignment
[17, 18]. However, endplate deformation may sometimes
occur during vertebral body collapse, and angles are not easy
to measure, which can result in measurement errors. On the
other hand, some researchers suggested that the endplates at
the top and bottom of adjacent segments can be used to
measure Cobb’s angle [19]. However, this measurement
method will be affected by disk deformity. In our study,
we proposed the use of the anterior and posterior heights
of the vertebral body and vertebral body width to estimate
the kyphotic angle. This can be used as an alternative
method when the angle cannot be measured. The CKA

calculation results presented in this study show similar
trends as the kyphotic angle measurement results in previ-
ous studies (difference, <2° in most case). However, larger
errors will occur in CKA measurement during severe mid-
dle collapse of the vertebral body, as PVH and AVH are
not parallel. Previous studies proposed that a reduction
of 4 cm in vertebral body height will result in more than
15° of kyphotic deformity [20], while our study found that
KA may be increased by 1° when there is a height differ-
ence of 7mm between PVH and AVH. In addition, our
study also found that the greater the kyphotic angle or
CKA (when the angle is greater than about 15°), the greater
the probability of IVC occurring at the vertebral body.

Our study used radiography for measurements, which
may have some limitations. The height of adjacent seg-
ments must be used as a reference in PAHC measurements.
Therefore, at present, it is only applicable to measurements
for compression fractures at adjacent segments of healthy
vertebral bodies. Higher-quality studies are required to
determine whether this method can be extended to com-
pression fractures in multiple segments. In addition, our
study only focused on osteoporotic vertebral compression
fractures and excluded compression fractures due to other
factors or due to the presence of images with poor quality.
Therefore, the number of reviewed images was low, and the
most reviewed levels were mainly T12 and L1, which are
also the most common sites for osteoporotic vertebral
compression fractures. Therefore, the data obtained have
reference values.

In this study, we used radiographic images to assess 6
parameters related to the vertebral body. VBCR only
requires AVH and PVH measurements and is a simple
and rapid method of VBHL assessment. However, when
the collapse involves the posterior wall, the use of VBCR
may result in an underestimation of the degree of VBHL.
By contrast, although more parametric measurements are
required for PAHC, it can assess VBHL with higher accu-
racy. More studies are expected to examine markers of
severity of osteoporotic vertebral compression fractures,
and a unified measurement standard is needed in the
future so that clinicians can have reference data for assess-
ment of the degree of collapse of the vertebral body and
determining treatment directions.

5. Conclusion

We used radiographic images to measure the 9 characteris-
tic lengths and angles of vertebral bodies to assess the
degree of VBHL. These data were used to calculate the 6
assessment markers. The study results showed that values
obtained with VBCR assessment were greater than those
obtained with the PAHC. When the measured PMHC
was <40%, the probability of observing IVC on the verte-
bral body was higher. When the measured KA or CKA
was greater, the probability of IVC occurring on the verte-
bral body was higher. The results of this study can provide
a reference for surgeons when using imaging modalities to
assess the degree of vertebral body collapse.
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X-ray radiography is currently used in dentistry and can be divided into two categories: two-dimensional (2D) radiographic images
(e.g., using periapical film, cephalometric film, and panoramic X-ray) and three-dimensional (3D) radiographic images (e.g., using
dental cone-beam computed tomography (CBCT)). Among them, 2D periapical film images are most commonly used. However,
2D periapical film compresses 3D image information into a 2D image, which means that depth cannot be identified from the image.
Such compressed images lose a considerable amount of information, reducing their clinical applicability. A 2.5D periapical
radiography system prototype was developed by our research team. Our previous study indicated that this prototype could be
used to capture images at different depths of an object. However, the prototype was limited by its commercially available
intraoral periapical sensor, which had a low temporal resolution and could not capture multiple images in a short period of
time. Therefore, the total time required for image capture was too long for practical clinical application. The present study
developed a high-frame-rate intraoral periapical sensor with a sensor imaging speed of up to 15Hz. The primary components of
the developed intraoral periapical sensor include a scintillator, complementary metal oxide semiconductor chip, component
circuit board, and video processing board. The external dimensions of the sensor are 41 × 26 × 6 6 mm3. The performance of the
developed high-frame-rate intraoral periapical sensor was verified through qualified and quantified analyses using line pairs. The
results showed that the resolution of the developed intraoral periapical sensor could reach 18 lp/mm. The sensor was further
installed in our 2.5D periapical radiography system to conduct image capturing. The results indicated that the developed sensor
could be used for high-frame-rate imaging to incorporate tomosynthesis to obtain reconstructed slice images of different depths.
The developed sensor has the potential for clinical dentistry applications in the future.

1. Introduction

Since X-ray was discovered by Wilhelm Conrad Röntgen
more than 100 years ago, it has been widely applied in med-
icine. X-ray can be used for noninvasive medical examina-
tions and is one of the methods often used to assess hard
tissue before surgery [1]. X-ray imaging requires a sensor to
capture the image. In the early days of X-ray technology,
radiographic films were applied to capture images. In the past
30 years, sensors for X-ray imaging have gradually been

digitalized [2], and digital radiography can now be divided
into three categories, namely, computed radiography (CT),
indirect digital radiography, and direct digital radiography
[3, 4]. In dentistry, the most common application of X-rays
is periapical film, which has advantages such as high resolu-
tion, easy operation, and low costs [5, 6]. However, periapical
film can only provide two-dimensional (2D) images; specifi-
cally, three-dimensional (3D) tissue compressed projection
can only be displayed in a 2D image. In such 2D images,
3D tissues with different depths are relatively difficult to
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distinguish, and image distortion may be caused in the
compression process, thereby often limiting the clinical
applicability [7, 8].

To overcome the shortcomings of image compression in
periapical film, scholars have conducted experiments using
tomosynthesis in imaging [9]. In 2013, Li et al. [7] conducted
a laboratory experiment with a pig’s mandible. A film was
placed on the posterior mandible, and the X-ray tube was
rotated at a limited angle of ±30°. These 2D projection images
were reconstructed through tomosynthesis to obtain numer-
ous slice images of different depths. Shan et al. [10] and
Inscoe et al. [11, 12] used a carbon nanotube X-ray source
array to develop stationary digital tomosynthesis for dental
imaging. In their studies [10–12], the feasibility of stationary
intraoral tomosynthesis was demonstrated. They built proto-
type stationary intraoral tomosynthesis imaging systems,
which were evaluated and found to meet all the manufac-
turers’ specifications. In addition, our team built a prototype
of a 2.5D periapical radiography system in 2018 [13]. Adopt-
ing the tomosynthesis approach, we placed a canine in front
of a commercially available intraoral periapical sensor and
rotated the X-ray tube (±60°) to obtain various 2D projection
images. The images were reconstructed using tomosynthesis.
Our results proved that tomosynthesis can be applied in
dentistry to obtain slice images of different depths [14–16].
However, in the experiment, we also found that the commer-
cially available intraoral periapical sensor possessed relatively
low temporal resolution and that the system could not con-
tinuously capture images multiple times in a short period.
Because the original purpose of the commercially available
intraoral periapical sensor was not continuous capture of
high-frame-rate images, it took tens of minutes to capture a
set of images, making it unsuitable for clinical application.
Therefore, in order for our proposed 2.5D periapical radiog-
raphy system to be used as a diagnostic tool in dentistry, it

requires a high temporal resolution sensor that can continu-
ously capture multiple images in a short period.

Currently, high-frame-rate sensors are used in technol-
ogy such as CT, CBCT, and micro-CT [5, 17, 18], all of which
employ large sensors that cannot be placed in the mouth.
Therefore, this study developed a high-frame-rate intraoral
periapical sensor capable of frame rates of up to 15Hz. The
developed sensor was applied to the 2.5D periapical radiogra-
phy system developed by this research team.

2. Materials and Methods

In our previous study [13], we developed a prototype 2.5D
periapical radiography system (Figure 1) combining a com-
mercially available intraoral periapical sensor, an X-ray tube,
and a supporting frame. A total of 121 canine 2D projection
images were taken at a limited angle of ±60°. The images were
reconstructed using tomosynthesis to obtain slice images of
the canine at different depths. However, the commercial
intraoral periapical sensor used in the prototype requires
cooling for a few seconds between takes to avoid overheating.
The process of capturing a set of images in the range of ±60°
therefore took tens of minutes to complete, making the
system unsuitable for clinical applications. The present study
therefore designed a high-frame-rate intraoral periapical
sensor capable of frame rates of up to 15Hz. The proposed
sensor could greatly shorten the shooting interval, thereby
enhancing its clinical applicability.

2.1. Components of the High-Frame-Rate Intraoral Periapical
Sensor. The intraoral component of the proposed high-
frame-rate intraoral periapical sensor can be divided into
four parts, namely, the scintillator, complementary metal
oxide semiconductor (CMOS) chip, component circuit
board, and video processing board (Figure 2). The top layer

Electric rotating
platform

Intraoral digital
sensor

X-ray generator

(a)

Intraoral digital
sensor

Central incisor

(b)

Figure 1: Prototype of the intraoral digital tomosynthesis system: (a) entire view and (b) close view (figure reproduced with permission).
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is the scintillator. The scintillator converts the X-ray intensity
to visible light of different grayscales, and the visible light
signals are then converted from photon signals to electric
signals through the coupling layer and complementary metal
oxide semiconductor (CMOS) sensor array. Subsequently,
the electric signals from the CMOS sensor array are transmit-
ted to a video processing board (outside the subject’s mouth)
through a USB 3.0 cable. The electric (analog) signals of the
CMOS sensor array are then converted into digital signals,
which are transmitted to the computer for imaging
(Figure 2).

2.1.1. Process of Scintillator. CsI scintillator columns exhibit
high absorption capacity for X-rays. These columns can be
applied in scintillation detectors for capturing simultaneous
short-wave images as well as for digitalizing images. A pure
CsI scintillator has an extremely short luminescence decay
time (3.5 ns); however, incorporation of a thallium activator
can greatly improve the crystal luminescence efficiency,
thereby facilitating coupling between the optical emission
and photomultiplier. In addition to enhancing the photoelec-
tron conversion efficiency of the scintillator, changing the
refractive index of the X-ray in the anodic aluminum oxide

template can increase the residence time of the X-ray in the
CsI(Tl) crystal and improve the photoelectron conversion
efficiency of the scintillator.

In this study, we used the thermal evaporation method
and adjusted the controlling process parameters to grow a
columnar CsI film. After the CsI(Tl) powder was uniformly
mixed, the powder was made into a compressed tablet by
using a tablet press machine and sintered to remove moisture
and impurities in the powder through annealing. The powder
can be made more compact through the compressing pro-
cess, thereby reducing the amount of air in the tablet. The
purpose of the tablet compression was to prevent the air from
being rapidly expanded due to the heat during the evapora-
tion process, which may have caused powder splash that
would affect the quality of the scintillator. Annealing using
different temperature parameters can effectively eliminate
thin-film cracking, formation of voids on the film, and a dis-
ordered structure of the interface (Figure 3).

2.1.2. CMOS Chip and Component Circuit Board. Once the
scintillator produces visible light, the optical signals are
transmitted to the CMOS image sensor by the continuous
shooting fiber optic board. The CMOS is a mixed integrated

Scintillator

Fiber optic board

CMOS chip

Component circuit board

(a) (b)

Figure 2: (a) The major components of the high-frame-rate intraoral periapical sensor and (b) the high-frame-rate intraoral periapical
sensor, video processing board, and control computer.

100 �휇m 

(a)

100 �휇m 
×300 39 mm
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Figure 3: Scanning electron microscope images of the thin-film scintillator: (a) top view and (b) cross-sectional side view.
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circuit that includes an analog circuit and a digital circuit.
The analog circuit processes optical signals and includes four
electric circuit modes, namely, a photon-to-electron transfor-
mation circuit (active pixel sensor (APS)), pixel signal collec-
tion circuit (correlated double sampling (CDS)), pixel signal
amplification circuit (video output amplifier (V-Amp)), and
analog-to-digital conversion circuit (ADC). CMOS image
sensing utilizes the photoelectric effect to excite electrons in
the silicon crystal from the valence to conduction bands,
and the optical signal strength is measured by the amount
of photocurrent generated during the process. The CMOS
image sensor uses the N+-to-PSUB PN interface as a light
sensor. Figure 4(a) shows a flow chart of the signal processing
of the CMOS image sensor. The architecture of the CMOS
chip signal export is illustrated in Figure 4(b). To improve
the image export rate, the chip signal is synchronously
processed by a dual-channel setting and exported through
Analog Video_L and Analog Video_R. Regarding the circuit
of the AD9244 analog-to-digital converter in the video pro-
cessing board, V_Out1 is the chip output signal of one of
the channels; however, it is also the input signal for the video
processing board. After being transmitted through the
sample-and-hold circuit, the signal is transmitted to the
AD9244BSTZ-40 chip, and the final output digital image
data format is 14 bits.

2.1.3. Video Processing Board. The chip imaging architecture
requires a matching video processing board. The primary
function of the matched video processing board is to output
signals to the A/D converter chip on the external video pro-
cessing board through the serial transmission of chipsets.
Subsequently, the video processing board converts the signals
into digital signals and transmits them through CameraLink,
a high-speed data transmission interface, to output the image
information to a computer for data storage. The image

output format is TIFF, the image size is 1000 × 1496 pixels
with a pixel size of 20μm, and the image format is 14 bits.
Another function of the video processing board is to syn-
chronously control the X-ray tube. Because the video pro-
cessing board controls the X-ray tube exposure, the board
also controls the synchronization timing of the chipset
exposure, meaning that the chipset and X-ray tube can be
synchronously activated to accurately control the chipset
and begin receiving signals. Table 1 lists the characteristic
features of the developed high-frame-rate intraoral periapical
sensor.

2.2. Quantitative Performance of the High-Frame-Rate
Intraoral Periapical Sensor. The developed intraoral periapi-
cal sensor was also used to capture images of two phantoms
to verify image quality. The phantoms were line pairs. From
the images of the line pairs, the calculated modulation
transfer function (MTF) could be used to measure the actual
resolution of the sensor.

2.3. Applying the High-Frame-Rate Intraoral Periapical
Sensor in the Prototype 2.5D Periapical Radiography System.
We installed the high-frame-rate intraoral periapical sensor
on our previously developed 2.5D periapical radiography
system prototype (Figure 5) [13]. The image sample was a
human third molar. For details regarding the prototype, refer
to our previous study [13]. The scanning parameters were as
follows: distance between the X-ray source and rotation axis
was 350mm; distance between the sensor and rotation axis
was 5mm; the voltage was 80 kVp; the current was 5mA;
exposure time was 0.2 second; the angle of the X-ray tube
was ±30°; and images were taken every 2°. A total of 31
images were taken, and these 31 2D projection images were
used to reconstruct images through tomosynthesis.
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Figure 4: (a) CMOS image sensor signal processing flow chart and (b) architecture of the chip export signals.
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3. Results

3.1. The Performance of the High-Frame-Rate Intraoral
Periapical Sensor. This high-frame-rate intraoral periapical
sensor utilized two methods for image quality evaluation,
namely, line pairs and an aluminum step wedge. From the
line pair images (Figure 6(a)), image quality was quantized
using the MTF, the value of which was lower than 0.09 at

19 lp/mm (Figure 6(b)); thus, the resolution of the developed
intraoral periapical sensor was 18 lp/mm.

3.2. The Performance of the 2.5D Periapical Radiography
System Using the High-Frame-Rate Intraoral Periapical
Sensor. The high-frame-rate intraoral periapical sensor was
installed in the 2.5D intraoral periapical sensor prototype
designed by our research team. The X-ray tube scanned the
2D projection images of the human third molar at an angle
of 30°. Figure 7 illustrates that the more the X-ray tube devi-
ates from the orthogonal axis (0°) of the sensor, the more
severe the deformation of the 2D projection images becomes.
At ±30°, an image was captured every 2°, for a total of 31
images taken in approximately 4 s. Clear outlines of the den-
tin and enamel of the third molar can be observed in each of
the 2D projection images; thus, the outline was not distorted
or blurred when shooting at a high frame rate.

The 2D projection images captured by the X-ray tube at
0° were equivalent to the images captured using clinical peri-
apical film. In images captured using periapical film, 3D
images of tissue are compressed into a 2D image
(Figure 8(a)). Figures 8(b)–8(d) present the reconstructed
images utilizing the 31 2D projection images taken of the
third molar at different depths. These images display the
anteroposterior relationship between different parts of the
molar, and the structure of the internal tissue, such as the
dentin, enamel, and pulp cavity, is also present in the images.
These images provide more information regarding the molar
than the 2D periapical film image does (Figure 8(a)).

4. Discussion

Our research team previously conducted in vitro tests to ver-
ify the feasibility of our 2.5D periapical radiography system
[13]. By using an X-ray tube, an intraoral periapical sensor,
a supporting frame, and electronic control equipment, we

Table 1: The characteristic features of the high-frame-rate intraoral periapical sensor. Measurements of trabecular bone microarchitectural
parameters based on the micro-CT and dental CBCT images.

Number Item Specification

1 Process UMC 0.35 μm CIS with stitching (8 inches)

2 Frame resolution 1008 × 1500
3 Sensitive area 20 16mm× 30 mm

4 Pixel size 20 μm

5 Output type Serial

6 Interface (chip to video processing board) Analog

7 Interface (video processing board to system) CameraLink

8 Color Gray

9 Frame rate (max) ≤15Hz

10 Pixel data rate 15MHz

11 Pixel sampling resolution 16384 (14 bits)

12 Voltage 3.3 V

13 Power of chip 165mW

14 Number of pads 68

15 Chip size 20 68mm× 32 92 mm

0° +30°

−30°

Artificial head

Figure 5: 2.5D periapical radiography system and X-ray tube
scanning ranges.

5Applied Bionics and Biomechanics



captured multiple 2D projection images of a tooth. These
projection images were used to reconstruct images by adopt-
ing tomosynthesis to obtain slice images of different depths
of the tooth. Images captured using this method provided
more image information than those captured with conven-
tional periapical film, and the images from the 2.5D periapi-
cal radiography system were not affected by the image
superposition that occurs with a 2D periapical film. However,
we also found that the 2.5D periapical radiography system
prototype was unsuitable for current clinical applications
because the temporal resolution of the commercially

available intraoral periapical sensor was low and the sensor
required a few seconds between each shot, resulting in an
overall shooting time of tens of minutes. Therefore, the pres-
ent study developed a high-frame-rate intraoral periapical
sensor with a frame rate of up to 15Hz. The preliminary test
results indicated that the system could perform a tomosynth-
esis scan of ±30° in only 4 s, which greatly improves the
potential for clinical application of our 2.5D periapical radi-
ography system.

Periapical film has the advantages of high resolution, easy
operation, and low costs [6]; however, its ultimate limitation
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Figure 6: (a) The line pair phantom, (b) the image of the line pair phantom, and (c) the curve of modulation transfer function.

X-ray source

Digital X-ray sensor

Tooth
y

x

Rotation axis

(a)

(b)
(c)

(d)

(e)

(d)

(a) (b) (c)

(e)

Figure 7: X-ray tube captures 2D projection images of the third molar at different angles.
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is that it can only capture 2D images. Our research team pre-
viously showed the feasibility of a 2.5D periapical radiogra-
phy system [13] using a commercial sensor (RVG6200-
SIZE1, Carestream Dental, Stuttgart, Germany) and an X-
ray tube of ±60° to obtain 2D projection images every 1°.
The obtained 2D projection images of a canine were then
used to reconstruct images of the canine at different depths.
The reconstructed images obtained using tomosynthesis
were similar to those obtained by using an X-ray tube to per-
form 360° scanning incorporating the background projection
method; the dentin and enamel outlines could be distin-
guished in the images. In a previous study [13], we demon-
strated that tomosynthesis could be applied to dentistry. As
early as 1996, Webber et al. [19] had already used an intraoral
CCD X-ray transducer to indicate that tomosynthesis might
be applicable to dentistry. In 2013, Li et al. [7] constructed
a desktop intraoral digital tomosynthesis system in the
laboratory and conducted an experiment on a pig mandible.
By placing a sensor in the posterior mandible, the results of
their study also indicated the feasibility of tomosynthesis in
dentistry. Currently, tomosynthesis is mostly applied to
mammography [15] [20], with no commercially available
products found in dentistry. A possible reason for this is that
no high-frame-rate intraoral periapical sensor currently
exists. Therefore, this study sought to develop such a sensor.

Currently, high-frame-rate sensors with imaging speeds
of up to 10Hz are available [21, 22]; however, these are
mostly used in CT, dental CBCT, or micro-CT [23–25].
Moreover, these sensors are at least 12 × 7 or 15 × 15 cm2,
which means they are too large to be placed in the mouth.
Intraoral periapical sensors used in modern dentistry are
not designed for high-frame-rate capture; thus, manufac-
turers do not provide information on maximum sensor
frame rates. Our previous study found that interval between
shots of less than 5 s using a commercial sensor led the sys-
tem to overheat. Therefore, development of a high-frame-
rate intraoral periapical sensor is necessary if our 2.5D peria-
pical radiography system is to be used for future clinical
applications. In addition to use in our 2.5D periapical radiog-
raphy system, the high-frame-rate intraoral periapical sensor
developed in the present study can be applied to a micro-CT
machine [13] or used in industrial quality management that
requires capturing high-frame-rate images.

The line pair phantom was used in this study to quantify
the image quality. According to the analysis results, the reso-
lution of the intraoral periapical sensor was 18 lp/mm. In our
previous study [13], we employed the RVG6200-SIZE1
commercial intraoral digital sensor (Carestream Dental,
Stuttgart, Germany) to build a prototype 2.5D periapical
radiography system. The line pair phantoms were used to

(b)

(c)

(d)

(a) (b)

(c) (d)

Figure 8: (a) Periapical radiology image of the third molar and (b–d) the reconstructed slice images at different depths from the sensor
surface.
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measure the resolution of the commercial sensor, with a
result of 18 lp/mm, which was similar with the developed
high-frame-rate intraoral periapical sensor. Figure 7 displays
2D projection images of the third molar captured by the X-
ray tube at different angles. Because the high-frame-rate
intraoral periapical sensor was fixed in place, the larger the
shooting angle of the X-ray tube was, the more severe the
image distortion of the teeth became. However, the outlines
and boundaries of the dentin and enamel on these distorted
images could still be identified. These projection images were
taken by the moving X-ray tube, and due to the high-frame-
rate capture, each image was blur free.

In this study, the images reconstructed from the 31 2D
projection images using tomosynthesis revealed slice images
of the third molar at different depths (Figures 8(b)–8(d)).
Compared with 2D periapical film images (Figure 8(a)), the
images captured using the new method obtained more infor-
mation from the tooth, and the images were unaffected by
compression of the 3D structure of the tissue into a 2D peri-
apical film image (Figure 8(a)), meaning that the images
could still show the anteroposterior relationship of the tooth.
Mammography also uses tomosynthesis to capture images by
scanning at limited angles to obtain reconstructed images
[26, 27]; these limited angles mean that the reconstructed
slice images are not always clear. The farther from the rota-
tion axis the slice images are taken, the more blurred the slice
images become.

In this study, the milliampere seconds per projection was
1.0mAs for a total exposure of 31mAs, which is twice of the
15.75mAs achieved by the previous stationary intraoral dig-
ital tomosynthesis system developed by Shan et al. [10].
However, the X-ray tube output for the total exposure in
the present study (31mAs) was half that of another digital
tomosynthesis system developed by Ziegler et al. [9], which
was 67.2mAs. Regardless, the X-ray tube output of all
intraoral digital tomosynthesis systems should be much less
than that of dental CBCT.

The frame rate of a CMOS sensor can be affected by
many factors, such as pixel size, X-ray output power, and
design of the sensor (e.g., fill factor, quantum efficiency,
and signal processing). The intraoral periapical sensor devel-
oped in the present study could capture images at 15Hz,
which was sufficient for our 2.5D periapical radiography sys-
tem. In addition, from the experimental results, the image
quality of the intraoral periapical sensor developed in this
study was of reasonable quality. However, several aspects
should be refined for potential clinical use. The primary con-
cern is that this study used a single tooth to conduct the
experiment; thus, no bones or other teeth around the tooth
were present to interfere with the images. However, if the sys-
tem is applied to clinical use, the sensor will be placed in the
patient’s mouth, which means that there will be many bones
and hard tissue of adjacent teeth around the target tooth.
This makes the shooting conditions more complex than that
of a single tooth. More robust experiments should be per-
formed to verify whether the shooting conditions affect the
image quality. In addition, the scanning region of this system
is smaller than that of a 2D periapical X-ray due to the X-ray
tube requiring exposure in different positions (e.g., a range

between ±30°), resulting in the scanning width being less
than approximately 80% of the 2D periapical X-ray. Further-
more, the computer operation interface of the high-frame-
rate intraoral periapical sensor is relatively complicated; the
interface should be improved to increase user friendliness
in the future, making system operation easier for dentists
and medical image radiologists.

5. Conclusion

The developed high-frame-rate intraoral periapical sensor
requires further improvement for use in capturing images
in a patient’s mouth. However, the sensor can greatly reduce
shooting time using our 2.5D periapical radiography system
to less than 5 s, proving its potential for use in future clinical
applications.
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Challenges remain in accurately capturing the musculoskeletal geometry of individual subjects for clinical and biomechanical gait
analysis. The aim of this study was to use and validate the Host Mesh Fitting (HMF) technique for fitting a generic anatomically
based musculoskeletal model to 3D body surface data of individual subjects. The HMF technique is based on the free-form idea
of deforming geometrically complex structures according to the deformation of a surrounding volumetric mesh. Using the HMF
technique, an anatomically based model of the lower limbs of an adult female subject (29 years) was customized to
subject-specific skin surface data of five typically developing children (mean age 10.2 years) and six children with Cerebral Palsy
(CP) (mean age 9.6 years). The fitted lengths and volumes of six muscle-tendon structures were compared against measures
from Magnetic Resonance (MR) images for validation purposes. The HMF technique resulted in accurate approximations of the
lower limb shapes of all subjects in both study groups. The average error between the MR data and the fitted muscle-tendon
lengths from HMF was 4 ± 4% in children without CP and 7 ± 5% in children with CP, respectively. The average error between
the MR data and the fitted muscle volumes from HMF was 28 ± 19% in children without CP and 27 ± 28% in children with CP,
respectively. This study presents a crucial step towards personalized musculoskeletal modelling for gait analysis by
demonstrating the feasibility of fitting a generic anatomically based lower limb model to 3D body surface data of children
with and without CP using the HMF technique. Additional improvements in the quality of fit are expected to be gained
by developing age-matched generic models for different study groups, accounting for subject-specific variations in
subcutaneous body fat, as well as considering supplementary data from ultrasound imaging to better capture physiological
muscle tissue properties.

1. Introduction

Computer models of the musculoskeletal system have widely
been applied to biomechanical and clinical gait analysis.
Musculoskeletal modelling has provided means to quantify
muscle and joint function during walking that cannot be
measured otherwise. In particular, muscular weaknesses or
bilateral asymmetries can result in altered and potentially
harmful internal tissue loading which cannot be investigated
based on external observation alone. By combining data from

optical motion capture with computational models of the
musculoskeletal system, crucial insights have been gained
into, e.g., muscle-tendon length changes during walking in
patients with Cerebral Palsy (CP) to help in the targeted
treatment intervention [1], as well as served as intermediate
step for calculating muscle-tendon forces and joint loading
to assist with rehabilitation intervention and monitoring [2].

Generic musculoskeletal models of the lower limbs have
traditionally been adopted and crudely scaled to subject-
specific dimensions in order to analyze biomechanical
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parameters such as joint forces, muscle-tendon lengths, or
lengthening velocities during gait for individual subjects [1,
3, 4]. Thereby, the term “generic” refers to a reference model
or data set, commonly resembling the anatomy of an adult
male or female subject without musculoskeletal injury or dis-
ease. In recent years, more advanced optimization algorithms
have been introduced in an effort to improve the accuracy of
musculoskeletal modelling results for personalized gait anal-
ysis [5–8]. Yet, the most widely used fitting algorithms
remain based on the positions of bony anatomical land-
marks, assuming that the skeletal system sufficiently
reflects the subject-specific architecture of the entire mus-
culoskeletal system.

There is growing evidence that the fitting of musculoskel-
etal models based on bony anatomical landmarks may lead to
incorrect conclusions, especially for clinical gait analysis in
patients with severe musculoskeletal impairments due to
conditions such as CP. Muscle architecture has been found
to be significantly altered due to CP [9–11], and bone defor-
mities, commonly observed in children with CP, have been
shown to significantly affect joint kinematics, muscle-
tendon lengths, and muscle moment arms during walking
[12, 13]. Furthermore, bone deformities in the distal seg-
ments have been related to altered joint kinematics in the
proximal joints and vice versa [14], and changes in the path
of one muscle-tendon structure may affect the paths of
neighboring muscles and hence the dynamics of the entire
multibody musculoskeletal system. Such local differences in
musculoskeletal architecture cannot be captured using
generic musculoskeletal models that are simply scaled based
on the positions of bony anatomical landmarks.

Magnetic Resonance (MR) and ultrasound imaging pro-
vide additional insights into the musculoskeletal architecture
of individual subjects and have been considered for applica-
tion to clinical gait analysis. Novel algorithms have been
developed to automatically segment MR images based on
previous knowledge from generic image data sets [15, 16];
and fitting techniques have been introduced to morph
generic models of individual organs to a limited number of
subject-specific MR images [17–19]. Yet, the implementation
of image-based fitting algorithms to widespread clinical prac-
tice has often been a challenge due to long acquisition times
of MR imaging as well as high imaging and computational
costs. The integration of ultrasound imaging to gait analysis
is considered more feasible; yet, ultrasound imaging is con-
fined to a small imaging field of view, e.g., calf muscles, and
thus requires additional means of fitting the entire multibody
musculoskeletal system to individual subjects [20].

The aim of this study was to use a free-form deformation
technique known as Host Mesh Fitting (HMF) for fitting
generic musculoskeletal models to 3D body surface data of
individual subjects and assess its accuracy in an effort to
address the persisting limitations in musculoskeletal model-
ling for personalized gait analysis. The HMF technique was
initially introduced to develop subject-specific 3D models of
individual organs [18] and was later applied and validated
for predicting the deformation of muscle-tendon structures
in the lower limbs during walking [21]. The present work
extends on these previous efforts by aiming to fit a generic

musculoskeletal model of the lower limbs of an adult female
subject to 3D body surface data of children with and without
CP and compare the fitted lengths and volumes of six
muscle-tendon structures with the subject-specific muscle-
tendon lengths and volumes derived from MR data. The
use of 3D body surface data and HMF for fitting musculo-
skeletal models to individual subjects is expected to be partic-
ularly suited for gait analysis in population groups where
bony anatomical landmarks are not sufficiently accurate
and MR scanning not applicable due to time, cost, or ethical
constraints.

2. Materials and Methods

2.1. Volumetric Host Mesh Fitting. In the following, the theo-
retical principles of the HMF technique are summarized.
Given a generic 3Dmodel of the musculoskeletal system with
embedded tissue structures (e.g., muscles-tendon structures
and bones of the lower limbs) and subject-specific skin sur-
face data, the HMF process is divided into four steps
(Figure 1).

In Step I “Model registration,” the generic lower body
mesh is aligned and homogenously scaled to subject-
specific dimensions by calculating an overall affine transfor-
mation matrix using the conventional positions of bony ana-
tomical landmarks. The affine transformation matrix
comprises rotation, scaling, shearing, and translation and is
obtained by minimizing the distances between bony anatom-
ical landmarks of the generic model and manually annotated
subject-specific bony landmarks. In Step II “Recording local
muscle position,” the material positions of the muscle-
tendon structures of the generic model are calculated with
respect to the surrounding 3D lower body mesh in prepara-
tion for skin mesh fitting. In Step III “Data fitting of skin
mesh,” the registered lower body mesh is customized to
subject-specific 3D body surface data to find the optimum
mesh nodal degrees of freedom (i.e., mesh nodal parameters,
including nodal positions as well as nodal derivatives in the
case of bicubic-linear interpolation functions). In brief, the
HMF objective function F un is set up to find the optimum
mesh nodal parameters un that minimize the Euclidean
distances between the subject-specific data points and their
projections onto the lower body mesh in a least-square
sense as follows:

F un = 〠
D

d=1
〠
N

n=1
φn pd un − sd

2

+ δ un, γi , 1

whereby pd denotes the coordinates of the projection
points d = 1,… ,D with respect to the lower body mesh,
and sd is the corresponding global coordinates of the
subject-specific target points, and δ un, γi is a 3D
smoothing constraint called Sobolev function with user-
defined penalty parameters γi ∈ 0, 1 for controlling arc
lengths, curvatures in element coordinate directions,
surfaces area terms, and volume of the lower body mesh.
Further details to the HMF objective function and 3D
smoothing constraints can be found in [18, 21]. Finally,
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in Step IV “Updating new muscle position,” the spatial
positions of the muscle-tendon structures are calculated
according to the customized position of the lower body
mesh. This is carried out under the assumption that the
material positions of the muscle-tendon structures with
respect to the surrounding 3D lower body mesh do not
change during customization.

The HMF algorithm is implemented in the modelling
environment CMISS (http://www.cmiss.org). CMISS is an
interactive computational modelling environment for Con-
tinuum Mechanics, Image analysis, Signal processing, and
System identification, which has extensively been used for
high-order subject-specific modelling of the musculoskeletal
system [11, 18, 21, 22]. CMISS has been developed as part
of the International Union of Physiological Sciences (IUPS)
Physiome Project [17, 19] and is currently being redeveloped
into the open source package Open-CMISS to make it more
modular, extendable, easier to understand, and able to run
on modern distributed-memory high-performance com-
puters (http://www.opencmiss.org).

2.2. Validation. The accuracy of the HMF technique was
assessed by fitting a generic lower limb model to subject-

specific data of children with and without CP and comparing
the predicted muscle-tendon lengths and volumes of the
fitted model with subject-specific MR data. A generic lower
limb model of an adult female subject, which was previously
manually developed based on subject-specific MR data [21],
was used (age 29 y, height 165 cm, and weight 63 kg) for this
purpose. The lower limb model comprised all lower limb
bones, 20 muscles-tendon structures, and a volumetric
representation of the skin boundary surface of each leg. All
geometries of the musculoskeletal lower limb model were
represented using high-order finite element meshes with
bicubic-linear interpolation functions. Cubic interpolation
functions preserve the continuity of the first derivatives of
the geometric coordinates with respect to the element coordi-
nates, which makes them ideal for smoothly approximating
the curved surfaces of biological tissue with a minimum
number of elements [21].

MR images of the lower limbs of six children with CP
(mean age 9.6 years) and five typically developing children
(mean age 10.2 years) were acquired on a Siemens 1.5T
MAGENTOM Avanto System. Ethical approval was given
by the NZ Northern Y Regional Ethics Committee, reference
number NTY/06/07/064. Written consent was obtained from

Generic model

Model
registration

Recording local
muscle position

(ii)

(iii)

(iv)

(i)

Bony landmarks

Skin boundary

Subject-specific model

Updating new
muscle position

Customized model

Data fitting
of skin mesh

Figure 1: The HMF technique is divided into four steps: (I) model registration based on bony landmarks; (II) recording of muscle-tendon
nodal parameters with respect to generic lower body mesh; (III) customization of lower body mesh to subject-specific body shape data;
and (IV) updating muscle-tendon nodal parameters according to customized skin mesh. Previously acquired MR images of children with
and without CP [11] were used for validation purposes in the present work.
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all children and their parents or guardians. Subject character-
istics and scan protocol have previously been outlined in
detail [11]. The image processing tools within CMISS were
employed to automatically segment the skin boundary sur-
faces of the lower limbs. The positions of the following bony
landmarks on the skin surface were manually identified
according to standard protocols [23]: right/left asis, sacrum,
medial/lateral epicondyles, and medial/lateral malleoli. The
bony landmarks were used to register the generic model to
the subject-specific surface data (Step I, Figure 1). The lower
body mesh was then customized to subject-specific skin sur-
face data and the new configuration of each muscle-tendon
structure was calculated according to the customized lower
body mesh (Steps II-IV, Figure 1).

Muscle-tendon lengths and volumes of the fitted models
were numerically derived and compared with subject-specific
measures from MR images for validation purposes. The
following six muscles were included in the analysis: soleus,
gastrocnemius, semimembranosus and semitendinosus (rep-
resented as one muscle), biceps femoris, and the vasti group.
Muscle-tendon lengths were defined as the average arc
lengths between the most distal and most proximal ends of
the muscle-tendon meshes, normalized with respect to
segmental lengths. Muscle volumes were derived by perform-
ing numerical quadrature over the parameterized meshes
(Fernandez et al., 2005), divided by body mass. The fitting
error EHMF was defined as the relative difference in muscle-
tendon length l, i.e., muscle volume V , between the fitted
values from HMF and the subject-specific values derived
from the MR images:

El
HMF =

lC − lMRI
lMRI

,

EV
HMF =

VC −VMRI
VMRI

2

2.3. Statistical Analysis. Statistical analysis was performed to
assess the significance of the differences in muscle-tendon
lengths and volumes between the fitted and the subject-
specific values from MR imaging. All parameters were tested
for a normal distribution prior to data comparison using the
Kolmogorov and Smirnov method [24]. A repeated measure
analysis of variance (ANOVA) with Tukey-Kramer multiple
post hoc test [25] was performed to analyze the pairwise dif-
ferences in muscle-tendon lengths and volumes between the
fitted and the subject-specific measures from MR imaging.
The data of the children with CP and without CP were
analyzed independently as two different groups. Statistical
analysis was performed using the statistical software Graph-
Pad IntStat. The level of significance was set at p < 0 05 for
all statistical test.

3. Results

A generic lower limb model of an adult female subject was
fitted to skin surface data of children with and without CP
using the HMF technique. Eleven bony landmarks and an
average number of 1,858,218 (±845) data points on the skin

boundary of each subject were used for the fitting process.
The HMF technique resulted in smooth approximations of
the lower body shapes of all subjects in both study groups
(Figure 2). The average Root Mean Square (RMS) error
between the fitted lower body mesh and the subject-specific
surface data from MR imaging was 3 7 ± 1 08mm.

The average normalized muscle-tendon lengths derived
from HMF compared to the subject-specific values from
MR images are given in Table 1. Statistical analysis revealed
that HMF led to accurate predictions of muscle-tendon
lengths in the children without CP for all muscles except rec-
tus femoris. In the children with CP, HMF led to accurate
predictions of muscle-tendon lengths for soleus, biceps
femoris, and the vasti group, while significant differences
were obtained between the fitted and the MR-based values
for gastrocnemius, semimembranosus-semitendinosus, and
rectus femoris. The average fitting error (equation (2)) in
muscle-tendon lengths from HMF was 4 ± 4% in the group
of children without CP and 7 ± 5% in the children with
CP, respectively.

The average normalized muscle volumes derived from
HMF compared to the subject-specific values from MR
images are given in Table 2. Overall, the prediction of muscle
volumes was poor, with an average fitting error (equation
(2)) of 28 ± 19% in children without CP and 27 ± 28% in chil-
dren with CP, respectively. Statistical analysis revealed signif-
icant differences in the predicted muscle volumes from HMF
compared to MR imaging for four muscles in the children
without CP (soleus, biceps femoris, rectus femoris, and vasti
group) and for two muscles in the children with CP (biceps
femoris, semimembranosus-semitendinosus).

4. Discussion

The aim of this study was to address current limitations in
subject-specific musculoskeletal modelling for personalized
gait analysis by applying and validating the HMF technique
to fit a generic model to subject-specific 3D body surface
data. The HMF technique extends scaling of generic muscu-
loskeletal models based on bony anatomical landmarks in
that it comprises an affine transformation (rotation, transla-
tion, and scaling) followed by model customization to
account for subject-specific variations in lower limb shape.
High accuracies were obtained in the fitted lower limb shapes
in both study groups with the RMS error between the
subject-specific 3D body surface data and the fitted lower
limb mesh being less than 5mm for all data points. The
accuracies in muscle-tendon lengths are also considered
promising for having the potential to improve gait analysis
results, with an average RMS error of 4 ± 4% in the children
without CP and 7 ± 5% in the children with CP, respectively
(Table 1). The average RMS errors in muscle-tendon lengths
in both study groups are below, or around the lower range, of
previously reported errors in muscle-tendon length predic-
tions using generic musculoskeletal models for clinical gait
analysis, e.g., 6% to 50% [26]. However, the accuracies in
muscle volumes were limited with large variations in both
study groups compared to the subject-specific MR data
(Table 2).
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The HMF technique is established under the assump-
tion that the lower limb shape reflects the internal
musculoskeletal architecture, which is a limitation of the
proposed technique. It means that the relative positions of
muscle-tendon structures with respect to the skin mesh
remain constant during model fitting. If, for example, a
thick subcutaneous fat layer between muscles and skin is
present in the generic model, the relative thickness of the
fat layer remains the same throughout HMF. Looking more
closely at the MR images (Figure 3), it becomes apparent
that significant differences existed in muscle volumes
between individual subjects. In particular, children subjects

had less subcutaneous fat compared to the adult female sub-
ject, which could partly explain the unsatisfying prediction of
muscle volumes compared to muscle-tendon lengths. Inter-
estingly, the average RMS error for muscle volumes was
slightly lower for the children with CP than the children
without CP, which is an unexpected result (Table 2). Based
on the MR images (Figure 3), it appears as if the percentage
of muscle tissue versus fat tissue in children with CP more
closely resembled the adult female anatomy, e.g., thicker fat
layer with less muscle tissue, which may explain the unex-
pected outcome. Thereby, the volumetric tissue distribution
critically affects the inertia properties of the multibody

88 cm

(a)

64 cm

(b)

60 cm

(c)

Figure 2: (a) The generic lower limbmodel based on the anatomy of an adult female (Oberhofer et al. 2009). (b) A fitted lower limbmodel of a
child without CP. (c) A fitted lower limb model of a child with CP. Leg lengths of each model, ranging from the hip joint center to the ankle
joint center, are given as reference.

Table 1: Average normalized muscle-tendon lengths (%) derived from the subject-specific MR images (MRI) compared to the predicted
values from HMF for the children without CP and the children with CP.

Children without CP Children with CP
MRI HMF p value MRI HMF p value

Soleus 71 (5.1) 71 (2.2) >0.05 66 (4.7) 69 (2.3) >0.05
Gastrocnemius 60 (5.8) 56 (3.6) >0.05 51 (3.7) 55 (1.5) <0.05∗

Biceps femoris 58 (4.6) 60 (1.7) >0.05 54 (3.7) 56 (4.8) >0.05
Semi group 82 (3.3) 84 (3.7) >0.05 76 (7.2) 81 (3.7) <0.01∗

Rectus femoris 76 (1.3) 79 (1.6) <0.05∗ 68 (3.1) 75 (2.9) <0.01∗

Vasti group 91 (4.1) 91 (5.0) >0.05 85 (2.1) 86 (2.7) >0.05
∗Difference between MRI and HMF statistically significant (repeated measures ANOVA with Tukey-Kramer multiple Comparison post hoc test, p < 0 05).

Table 2: Average muscle volumes cm3/kg derived from the subject-specific MR images (MRI) compared to the predicted values from HMF
for the children without CP and the children with CP.

Children without CP Children with CP
MRI HMF p value MRI HMF p value

Soleus 5.5 (0.84) 3.9 (0.30) <0.01∗ 4.5 (1.56) 3.7 (0.51) >0.05
Gastrocnemius 4.4 (1.01) 3.6 (0.23) >0.05 3.1 (1.26) 3.6 (0.56) >0.05
Biceps femoris 2.3 (0.44) 3.5 (0.32) <0.001∗ 1.6 (0.41) 3.5 (0.33) <0.001∗

Semi group 5.1 (0.91) 5.0 (0.30) >0.05 3.9 (0.88) 5.5 (0.51) <0.01∗

Rectus femoris 3.6 (0.69) 2.2 (0.22) <0.01∗ 2.6 (0.63) 2.3 (0.63) >0.05
Vasti group 20.3 (2.80) 16.7 (1.16) <0.05∗ 15.9 (3.20) 16.5 (2.58) >0.05
∗Difference between MRI and HMF statistically significant (repeated measures ANOVA with Tukey-Kramer multiple comparison post hoc test, p < 0 05).
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dynamic system and hence gait analysis results. These
insights suggest that additional skin fold measurements
may help to improve model fit by allowing to adjust the rel-
ative thickness of the fat layer, and thus segmental inertia
properties, for individual subjects.

The time needed to develop musculoskeletal models by
manually segmenting MR images is lengthy and can take sev-
eral months. Currently, the modelling software CMISS con-
tains a library of MR-based lower limb models of one
female subject, six children with CP, and five typically devel-
oping children, which were adopted in the present work. The
present goal to accurately fit a generic model of an adult
female subject to the anatomy of children with severe gait
impairments due to CP was ambitious. It is likely that more
accurate results can be obtained when fitting the generic
model to subjects of similar age and without significant mus-
culoskeletal impairments. Nevertheless, the present results
are promising and considered the first step towards an
advanced modelling framework for subject-specific simula-
tion and analysis of human movement. In addition to the
MR-based lower limb models within CMISS, data from gait
analysis was acquired in the same subjects. This unique data-
set will allow the comparison of muscle-tendon length calcu-
lation during walking between generic and HMF-fitted
musculoskeletal models as a next step. Furthermore, an
extension of the model library based on the Visible Human
Dataset from the U.S. National Library of Medicine, which
includes Computed Tomography and MR images of one
male and one female cadaver, is planned. The Visible Human
Dataset has been applied to musculoskeletal research, edu-
cational, virtual reality, industry, and diagnostic purposes
and thus will provide widely accepted reference models
for future use.

The solution of the HMF objective function (equation
(1)) is, in the present form, dependent on the geometry of
the lower body mesh (i.e., mesh nodal degrees of freedom)
and the magnitudes of the Sobolev smoothing constraints.
Both, the geometry of the lower body mesh and the Sobolev
smoothing constraints, have not been linked to physiological
or anatomically based principles but were defined according
to previously established kinematic criteria [18]. Kinematic
surface-based deformation methods have extensively been
used in computer graphics research [27]. Yet, they are tradi-
tionally not considering biological soft tissue as elastic solids
subject to Newton’s laws of motion. In recent work, Kadleček
et al. [28] introduced a physics-based model fitting technique
to find the optimum shape of a musculoskeletal model based

on several 3D body surface scans that minimizes the defor-
mation energy, corresponding to the elasticity of biological
soft tissue. The consideration of a so-called elastic potential
to find the optimum fit solution (equation (1)) while comply-
ing to Newton’s laws of motion for soft tissue is promising
and may offer the potential to improve the accuracy of the
HMF fit for subjects with various degrees of subcutaneous
body fat versus muscle tissue.

Additionally, data from ultrasound imaging may allow
further insights into mechanical tissue properties to
advance the HMF technique based on anatomically aware
principles [20]. Capturing subject-specific mechanical prop-
erties of soft tissue is particularly important when aiming to
analyze kinetic variables, e.g., muscle forces, in patients
with musculoskeletal disorders such as CP. Yet, taking
subject-specific tissue samples in vivo for refining musculo-
skeletal models remains highly invasive and very compro-
mised. Ultrasound data would allow to better capture
mechanical properties of muscles at the tissue level, e.g.,
physiological cross-sectional area and fiber pennation angle,
which in turn affect muscle mechanics. Ultrasound imaging
is relatively inexpensive, does not involve ionizing radia-
tion, and requires much shorter scan times compared with
other imaging modalities such as MR imaging. Thereby, an
anatomically aware deformation method was recently intro-
duced by Saito et al. [29] to predict the growth and size of
muscles by discretizing the anisotropic stretch in the direc-
tion of muscle fibers. The integration of muscle fiber struc-
tures into the present musculoskeletal modelling approach
is highly feasible. In particular, a muscle fascicle description
has already successfully been integrated into the muscle
organ models in CMISS and fitted to subject-specific ultra-
sound data with good qualitative agreement to diffusion-
weighted MR images [30].

In this study, the skin boundary surfaces of individual
subjects were segmented based on MR data, though body
surface scanning could be used to capture the outer skin sur-
face of individual subjects in future work. Body surface scan-
ning, frequently used in anthropometric body shape analysis
and obesity research, offers inexpensive, rapid, and noninva-
sive means to characterize the skin boundary in vivo [31]
and would make the application of the HMF technique fea-
sible in clinical settings. Thereby, the numerical algorithms
associated with HMF, as well as the library of MR-based
musculoskeletal models, are currently transferred into the
open source modelling environment Open-CMISS (http://
www.opencmiss.org/) to provide the most advanced and

Adult female subject

(a)

Child without CP

(b)

Child with CP

(c)

Figure 3: Representative MR image of the shank of (a) adult female subject, (b) child without CP, and (c) child with CP.
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accessible numerical tools for physiologically based modelling
of deformable organs, e.g., muscle tissue across multiple scales,
including multibody dynamic analysis [19, 21, 22, 30].

5. Conclusions

The current study presents a crucial step towards personal-
ized human movement analysis by demonstrating the feasi-
bility of fitting a generic musculoskeletal model of the lower
limbs to skin surface data of children with and without CP.
The musculoskeletal models of the lower limbs and fitting
algorithms are planned to be further developed and shared
between research centers through the IUPS Physiome Project
[19] and coupled with experimentally measured gait data for
dynamic simulations of walking. Additional improvements
in the quality of fit are expected to be gained by developing
age-matched generic models for different study groups, as
well as taking into account subject-specific skin fold mea-
sures and mechanical properties of muscle tissue based on
ultrasound imaging. It is anticipated that the application of
personalized musculoskeletal models to movement analysis
will lead to crucial new insights into the complex relationship
between musculoskeletal architecture and function during
dynamic activities and thus assist in the assessment and
management of movement pathologies due to conditions
such as CP.
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Motion analysis of the thumb and the four fingers during human gripping of a cylindrical object is a prerequisite for designing
motion mechanisms in electronic arm prostheses and robotic hands. Conventional measurement methods include the use of
angle sensors or multiple video recording of markers. In the present study, we performed X-ray computed tomography (CT)
imaging on fingers gripping cylinders of three different diameters (10, 60, and 120mm) and constructed a bone model based on
these CT images to directly measure the flexion angle of each finger joint. We then compared the results with the flexion angles
of joints measured using other methods. The subjects comprised 10 Japanese men with no hand injuries or diseases. Our results
showed that smaller cylinder diameters were associated with significant increases in the flexion angle of all the joints of the four
fingers. When focusing on the distal interphalangeal joint (DIP), there was no significant difference between any of the fingers for
each of the cylinders, except between the index and middle fingers for the 10mm-diameter cylinder. When focusing on the
10mm-diameter cylinder, the flexion angle of the proximal interphalangeal joint (PIP) of each finger was significantly larger than
that of the DIP and metacarpophalangeal joint (MP). However, no such significant difference was noted for the 120mm-diameter
cylinder. The coupling ratio (CR), which is the ratio of the flexion angles of the DIP and PIP, was significantly smaller for the
10mm-diameter cylinder than for the 60mm-diameter cylinder. However, there were no significant differences in CR between
any of the fingers. A comparison of our study results with those derived using other methods indicated quantitative consistency
for the DIP and PIP. However, for the MP, we noted differences that may be explained by the difficulty in determining the
longitudinal axis of the metacarpal using other methods.

1. Introduction

Several studies have investigated the gripping of an object by
human fingers. Napier [1] classified gripping patterns into
power and precision grips based on the anatomical and func-
tional viewpoints. Power grip involves the manipulation of
an object using the hand and arm, whereas precision grip
involves the manipulation of an object using the fingers.
Landsmeer [2] also classified gripping into two types, namely
power grip and precision handling. With the former, the
finger pulp is in an opposing position to the palm, whereas

with the latter, the finger pulp is in an opposing position to
the thumb pulp. With the power grip, the fingers and palm
pressed against the object make it possible to convey a strong
force to the object. The main type of gripping employed
when holding a cylinder is the power grip.

When designing motion mechanisms for electronic arm
prostheses and humanoid fingers (robotic hands), it is
important to evaluate motion analysis of the thumb and the
four fingers when a person grips a cylindrical object. More-
over, human motion data are crucial in enabling such devices
to perform human-like finger movements. The use of an
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actuator for each joint would result in a bulky and intricate
electronic arm prosthesis. Therefore, coordinated coupling
between joints should be considered to reduce the number
of actuators [3, 4]. Such data could also be useful for hand
and finger function diagnosis [5].

Studies have used different methods to measure the joint
angles of the thumb and the four fingers while gripping a cyl-
inder. Some of these methods employed an angle sensor
attached to the back of the hand [6–8], whereas others used
multiple video cameras recording the markers affixed to the
back of the hand [9–13]. Although a high-precision angle
measurement can be performed, the angles measured can
be indirectly affected by the skin and subcutaneous tissue
because the markers or angle sensors are affixed to the skin
surface. To avoid this bias, we applied a method based on a
bone model that was generated for numerical simulation
based on X-ray CT images from our previous study [14] to
measure the joint angle. This method can measure the joint
angle more directly.

In this study, we performed X-ray CT imaging on the
hands gripping cylinders with three different diameters and
constructed bone models for the distal phalanx, middle
phalanx, and proximal phalanx and for the second to fifth
metacarpal of the four fingers excluding the thumb. We mea-
sured the flexion angle of each joint and compared the results
with the flexion angles measured by other researchers using
other methods.

2. Methods

2.1. Subjects. The subjects comprised 10 Japanese men with
no hand injuries or diseases, with ages ranging from 21 to
25 years, mean height of 173 0 ± 4 4 cm (mean ± standard
deviation), mean weight of 65 0 ± 10 1 kg, mean body fat
percentage of 16 7 ± 5 2%, and mean body mass index of
21 7 ± 3 1. The mean hand length of subjects (distance from

the tip of the middle finger to the wrist crease) was 185 8 ±
8 1mm. The mean palm length (distance from the palmo-
phalangeal crease of the middle finger to the wrist crease)
was 107 7 ± 5 8mm, and the mean hand width (distance
from the radial surface of the MP of the index finger to the
medial surface of the distal palm crease) was 86 3 ± 5 9mm.
This study was approved by the Institutional Review Board
for Research on Human Subjects of Utsunomiya University
(Approval no. H17-0016). Before performing the experi-
ment, subjects were given thorough explanations of the pur-
pose and details of the study, and each subject provided
written consent.

2.2. CT Imaging and Three-Dimensional Bone Model
Construction.Cross-sectional images distal from themidshaft
of the forearm (spatial resolution: 512 × 512) were obtained
with a field of view of 180mm and slice thickness of 0.5mm
using an X-ray CT scanner (SOMATOM Definition AS;
Siemens AG, Munich, Germany). The X-ray tube voltage
was 120 kV and the tube current was 48mA. CT images were
obtained with the hands in the following four positions: basic
position not gripping any cylinder and with all fingers
extended, gripping a 10mm-diameter cylinder, gripping a
60mm-diameter cylinder, and gripping a 120mm-diameter
cylinder (Figure 1). All cylinders weremade of polypropylene.
The gripping typewas power grip using thefivefingers includ-
ing the thumb and the palm surface. However, the thumb was
set opposing the other fingers. During CT imaging, the distal
and central parts of the forearm and distal part of the upper
arm were fixated with bands so that only the five fingers and
palm could move. Subjects were instructed to hold their wrist
in a neutral position. Radioulnar deviation of the wrist was
restricted using holders fixed to the jig, and flexion of the wrist
was restricted by contacting the back of the hand with the jig.

Open source software (3D Slicer; ver. 4.5) for visualizing
medical images was used to construct the three-dimensional

(a) (b)

(c) (d)

Figure 1: CT imaging positions and three-dimensional bone models. (a) Basic position, (b) gripping a 10mm-diameter cylinder, (c) gripping
a 60mm-diameter cylinder, and (d) gripping a 120mm-diameter cylinder.

2 Applied Bionics and Biomechanics



bone models based on CT images of all bones distal from the
distal portions of the radial and ulnar visually (Figure 1).
Coordinates were set in the three-dimensional bone models.
The origin of the coordinate system was set as the concave
part of the dorsal surface of the capitate in the basic position.
The y-axis was a line passing through the origin and the
direction of the long axis of the third metacarpal (proximal
direction was set as positive), the x-axis was a line passing
through the origin and running in the palmardorsal direction
to intersect the y-axis (palm direction was set as positive),
and the z-axis was a line passing through the origin and
running in the radioulnar direction (radial direction was set
as positive) to intersect the y-axis [15].

2.3. Flexion Angles for the Interphalangeal Joints. Bone
models for each cylinder gripped were used to measure the
flexion angles of the distal interphalangeal joints (DIPs),
proximal interphalangeal joints (PIPs), and metacarpopha-
langeal joints (MPs) of the four fingers (index, middle, ring,
and little). The thumb was excluded from the measurements
because the location of the thumb varies greatly among
individuals when gripping a cylindrical object. For example,
we used the following method to calculate the flexion angle
of the PIP of the index finger (Figure 2). Eight surface points
with intervals of approximately 45° are selected from the
outer circumference of the distal head of the middle phalanx
of the index finger. The coordinate of the center of the distal
head of the middle phalanx is determined on the basis of the
coordinates of these eight points. The coordinates of the cen-
ters of the proximal base of the middle phalanx, the distal
head, and the proximal base of the proximal phalanx are
determined in a similar manner. For both bones, direction
vectors from the center of the proximal base to the center of
the distal head are calculated and the angle created by these
direction vectors is considered the flexion angle for the PIP
of the index finger. The flexion angles for the DIPs, PIPs,
and MPs of the four other fingers are similarly calculated.

When gripping an object, both the DIP and PIP are
flexed. However, it has been reported that the flexion angle
proportions of these joints are independent of the size of
the object [6]. Therefore, we defined the flexion angle
proportions of the DIP and PIP as the coupling ratio (CR).

2.4. Statistical Analysis. A three-way ANOVA with repeated
measurement (diameterA 3 × f inger B 4 × jointC 3 )
was conducted for the flexion angle as the dependent variable
(SPSS Statistics, Ver. 22, IBM). Sphericity was confirmed
using Mauchly’s sphericity test. If the sphericity hypothesis
was denied, then the Greenhouse–Geisser correction was
used. Three-way ANOVA results indicated that secondary
(A × B × C) and primary (A × B, A × C, and B × C) interac-
tions were significant (Table 1). We performed simple
main effect test as well as multiple comparisons using the
Bonferroni method.

A two-way ANOVA with repeated measurement
(diameterA 3 × f inger B 4 ) was conducted for CR as
the dependent variable. Sphericity was confirmed using
Mauchly’s sphericity test. If the sphericity hypothesis
was denied, then the Greenhouse–Geisser correction was
used. The results of the two-way ANOVA indicated that
interaction (A × B) was not significant (F 6, 54 = 0 505,
n.s.), but the main effect (A, B) was significant (A: F 2, 18 =
4 981, P = 0 019; B: F 2 247, 20 22 = 3 436, P = 0 047).
Therefore, a multiple comparison was conducted using the
Bonferroni method.

3. Results

3.1. Joint Flexion Angles. Table 2 shows the mean flexion
angle and standard deviation in each joint (DIP, PIP, and
MP) from the index finger to the little finger when cylinders
of the three different diameters (10, 60, 120mm) were
gripped. Two of the three factors were selected. Multiple
comparisons of the remaining factor were analyzed at
combinations of all levels in the two selected factors using
the Bonferroni method. The level of significance was set
at α = 0 05.

3.1.1. “Diameter A” Factor. Table 3 shows results for multiple
comparisons of the “Diameter A” factor for combinations of
all levels in the “Finger B” and “Joint C” factors. Although no
significant differences were noted for the index finger in some
comparisons, the flexion angle was found to significantly
increase with smaller cylinder diameters. The result shows
that all joints in all fingers have larger flexion angles when
gripping an object with a small cylinder diameter compared
with when gripping an object with a larger cylinder diameter.

3.1.2. “Finger B” Factor. Table 4 shows the results for multiple
comparisons of the “Finger B” factor for combinations of all
levels in the “Diameter A” and “Joint C” factors. When focus-
ing on the DIP in particular, the only significant difference
noted between any of the levels was between the index finger
and the middle finger for the 10mm-diameter cylinder. The
result indicates that DIP joints in all fingers contribute
equally when gripping a cylindrical object. When focusing
on the PIP in particular, the flexion angle of the little finger
was significantly smaller than that of the other fingers in con-
ditions for which significant differences were observed. The
result shows that the DIP joint in the little finger contributes
less than that in other fingers when gripping a cylindrical
object. In addition, the DIP joints in all the other fingers were

Distal
phalanx 

Middle
phalanx 

Proximal
phalanx Surface

point Center
point 

Direction
vector 

Figure 2: Method for calculating the flexion angle of the PIP.
Direction vectors from the center of the proximal base to the
center of the distal head of the middle phalanx and proximal
phalanx were calculated, and the angle created by these two
direction vectors was considered to be the flexion angle of the PIP.
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found to contribute equally. When focusing on the MP in
particular, although the flexion angle of the index finger for
the 10mm-diameter cylinder was significantly smaller than
that of the middle finger, the flexion angle of the index finger
for the 120mm-diameter cylinder was significantly larger
than the flexion angle of the other fingers. This result shows
that the contribution of a finger changes according to the
diameter of an object.

3.1.3. “Joint C” Factor. Table 5 shows the results for multiple
comparisons of the “Joint C” factor for combinations of all
levels in the “Diameter A” and “Finger B” factors. When
focusing on the 10mm-diameter cylinder in particular, the
flexion angle of the PIP of each finger was significantly larger
than that of the DIP and MP. However, no significant differ-
ence was noted for the 120mm-diameter cylinder. When
focusing on the 90mm-diameter cylinder, although the flex-
ion angle of the DIP of the middle and ring fingers was signif-
icantly smaller than that of the PIP and MP, no significant
differences were noted between any joint for the index and
little fingers. This result indicates that the PIP joints in all fin-
gers contribute the most when the diameter of the gripped

object is small. However, the contribution of all fingers
becomes more equal with an increase in the diameter of the
gripped object.

3.2. Coupling Ratio (CR). Table 6 shows the CR, which is the
ratio of the flexion angles of the DIP and PIP. Results of mul-
tiple comparisons of main effects using the Bonferroni
method indicated that for “Diameter A” and “Finger B” fac-
tors, the CR of the 10mm-diameter cylinder was significantly
smaller than that of the 60mm-diameter cylinder. No sig-
nificant differences were noted among any of the levels in
the “Finger B” factor. CR hardly changed when the cylin-
der diameter was large. In other words, the DIP and PIP
joints in all fingers were found to flex synchronously under
such conditions.

4. Discussion

Several studies have measured the flexion range of motion
(ROM) of each finger joint [16–18]. The mean flexion
ROM of the DIP, PIP, and MP was 68°, 104°, and 80° for
the index finger; 70°, 107°, and 85° for the middle finger;

Table 1: Three-way ANOVA with repeated measurement (diameterA 3 × f ingerB 4 × jointC 3 ). The dependent variable was the
flexion angle.

Source of variation Degree of freedom Type III SS Mean squares F P

Diameters Aa 1.149 207,673.697 180,797.809 1025.177 <0.001
Fingers Bb 3 4014.324 1338.108 27.279 <0.001
Joints Cc 2 26,868.242 13,434.121 28.683 <0.001
A × B 6 2151.941 358.657 12.524 <0.001
A × C 2.301 19,652.346 8542.455 23.408 <0.001
B × C 6 2653.076 442.179 6.792 <0.001
A × B × C 12 2488.546 207.379 3.036 0.001
aDiameters—10mm, 60mm, and 120mm. bFingers—index, middle, ring, and small. cJoints—DIP, PIP, and MP. SS: sums of squares.

Table 2: Mean flexion angle of each joint from the index to the little finger when cylinders of the different diameters were gripped. Numbers
in the lower brackets indicate standard deviation.

Diameter
Index (deg) Middle (deg)

DIP PIP MP DIP PIP MP

10mm
48.2
(22.7)

105.5
(9.2)

65.6
(7.9)

64.8
(16.4)

104.8
(9.8)

75.9
(5.5)

60mm
35.2
(6.8)

48.0
(7.7)

39.7
(11.8)

34.5
(7.5)

48.1
(8.1)

46.3
(15.4)

120mm
18.9
(6.1)

24.2
(6.5)

32.2
(5.5)

20.0
(12.0)

25.9
(6.7)

22.9
(10.3)

Diameter
Ring (deg) Small (deg)

DIP PIP MP DIP PIP MP

10mm
57.2
(16.8)

110.5
(6.1)

76.6
(14.9)

65.8
(8.9)

93.0
(13.3)

64.1
(12.1)

60mm
27.1
(7.1)

48.7
(6.8)

38.7
(12.5)

30.0
(9.6)

32.8
(11.3)

35.2
(15.9)

120mm
16.1
(6.4)

24.7
(9.1)

15.1
(8.5)

11.9
(5.3)

15.2
(5.2)

12.6
(5.7)
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66°, 107°, and 87° for the ring finger; and 69°, 104°, and 86° for
the little finger, respectively [18]. The flexion angles of the
PIPs when holding a 10mm-diameter cylinder have almost
the same mean flexion ROM, as shown in Table 2. However,
the flexion angles of the DIP of the index finger and the MP
of the little finger when gripping the 10mm-diameter cylin-
der in our study were smaller than the mean flexion ROM.

Several studies have also measured the flexion angles of
each finger when gripping a cylinder. Lee and Rim [9] simul-
taneously recorded multiple markers affixed to the finger
dorsal surface using four video cameras and calculated the
three-dimensional coordinates of the markers to measure
the flexion angles of the DIP, PIP, and MP of the four fingers.
However, because the range of diameters of the gripped cyl-
inders (25–50mm) was relatively narrow, it was concluded
that although the flexion angles of the PIP and MP increase

as the cylinder diameter decreases, the flexion angle of the
DIP remains fixed regardless of the cylinder size. Takano
et al. [10] used the same method as Lee and Rim [9] to mea-
sure the flexion angles of the five fingers, including the
thumb. Cylinder diameters ranged from 18mm to 73mm,
with a decrease in the flexion angles of the four fingers,
excluding the thumb, with increases in the cylinder diameter.
Gülke et al. [6] used a sensor glove with 14 joint angle sensors
affixed to the back of the hand to measure the flexion angles
of the five fingers. Cylinder diameters ranged from 40mm to
120mm. Similar to the results reported by Takano et al., the
flexion angles of the four fingers, excluding the thumb,
decreased with increasing cylinder diameters. Lee and Jung
[11] affixed multiple reflective markers to the back of the
hand and used the VICON system to measure the flexion
angles of the five fingers in different gripping positions.

Table 3: p value as calculated with multiple comparisons of the “Diameter A” factor.

Comparison
Index Middle

DIP PIP MP DIP PIP MP

A1 vs A2 0.155
n.s.

<0.0005
A1 > A2

<0.0005
A1 > A2

<0.0005
A1 > A2

<0.0005
A1 > A2

<0.0005
A1 > A2

A2 vs A3 <0.0005
A2 > A3

<0.0005
A2 > A3

0.084
n.s.

0.001
A2 > A3

<0.0005
A2 > A3

<0.0005
A2 > A3

A1 vs A3 0.011
A1 > A3

<0.0005
A1 > A3

<0.0005
A1 > A3

<0.0005
A1 > A3

<0.0005
A1 > A3

<0.0005
A1 > A3

Comparison
Ring Small

DIP PIP MP DIP PIP MP

A1 vs A2 0.001
A1 > A2

<0.0005
A1 > A2

0.001
A1 > A2

<0.0005
A1 > A2

<0.0005
A1 > A2

0.001
A1 > A2

A2 vs A3 <0.0005
A2 > A3

<0.0005
A2 > A3

<0.0005
A2 > A3

<0.0005
A2 > A3

0.004
A2 > A3

0.002
A2 > A3

A1 vs A3 <0.0005
A1 > A3

<0.0005
A1 > A3

<0.0005
A1 > A3

<0.0005
A1 > A3

<0.0005
A1 > A3

<0.0005
A1 > A3

Significance level: α = 0 05. A1 = 10mm, A2 = 60mm, and A3 = 120mm.

Table 4: p value as calculated with multiple comparisons of the “Finger B” factor.

Comparison
Diameter 10mm Diameter 60mm Diameter 120mm

DIP PIP MP DIP PIP MP DIP PIP MP

B1 vs B2 0.002
B1 < B2

1.0
n.s.

0.011
B1 < B2

1.0
n.s.

1.0
n.s.

0.391
n.s.

1.0
n.s.

1.0
n.s.

0.014
B1 > B2

B1 vs B3 0.551
n.s.

1.0
n.s.

0.729
n.s.

0.10
n.s.

1.0
n.s.

1.0
n.s.

1.0
n.s.

1.0
n.s.

<0.0005
B1 > B3

B1 vs B4 0.084
n.s.

0.128
n.s.

1.0
n.s.

0.661
n.s.

0.004
B1 > B4

0.874
n.s.

0.065
n.s.

0.162
n.s.

<0.0005
B1 > B4

B2 vs B3 0.353
n.s.

0.704
n.s.

1.0
n.s.

0.191
n.s.

1.0
n.s.

0.302
n.s.

1.0
n.s.

1.0
n.s.

0.018
B3 > B4

B2 vs B4 1.000
n.s.

0.007
B2 > B4

0.026
B2 > B4

0.65
n.s.

0.003
B2 > B4

0.071
n.s.

0.097
n.s.

0.025
B2 > B4

0.108
n.s.

B3 vs B4 0.861
n.s.

0.006
B3 > B4

0.382
n.s.

1.0
n.s.

0.001
B3 > B4

0.510
n.s.

0.705
n.s.

0.348
n.s.

1.0
n.s.

Significance level: α = 0 05. B1 = index, B2 =middle, B3 = ring, and B4 = small.

5Applied Bionics and Biomechanics



Cylinder diameters ranged from 20mm to 80mm. As with
the results reported by Takano et al., the flexion angles of
the four fingers, excluding the thumb, decreased with
increasing cylinder diameters. However, the flexion angles
when a cylinder with a smaller diameter was gripped were
smaller than those obtained in Takano et al.’s study [10].

Figure 3 compares flexion angles measured in our study
with those measured in Takano et al.’s and Gülke et al.’s stud-
ies [6, 10]. To simplify the results, the standard deviation is
not shown. Figure 3(a) shows that when the flexion angles
of the DIP are compared, similar trends are noted for the
10mm-diameter cylinder in our study as observed by Takano
et al. For the 60mm-diameter cylinder, our results for the
middle finger are very consistent with those reported by
Takano et al. and Gülke et al., whereas for the other fingers,
our results are consistent only with those reported by Takano
et al. For the 120mm-diameter cylinder, our results for the
middle and little fingers are highly consistent with those
reported by Gülke et al., whereas for the other fingers, differ-
ences were observed. Figure 3(b) shows that when the flexion
angles of the PIP were compared, similar trends were noted
for the 10mm-diameter cylinder between our study and
Takano et al.’s study for all fingers, except for the little finger.
For the 60mm-diameter cylinder, results for all joints are
highly consistent with those reported by Takano et al. and
Gülke et al. For the 120mm-diameter cylinder, results for

the index and little fingers were different from those reported
by Gülke et al. but highly consistent for the other fingers.
Figure 3(c) shows that when the flexion angles of the MP
were compared, results were different from those reported
by Takano et al. for the 10mm-diameter cylinder. Differences
were also noted for the 60mm-diameter cylinder compared
with those reported by Takano et al. and Gülke et al. For
the 120mm-diameter cylinder, results were highly consistent
with those reported by Gülke et al., except for the index fin-
ger. A comparison with the results of other researchers who
used different measurement methods indicated qualitative
consistency, with the flexion angle of each joint shown to
decrease with increasing cylinder diameters. While quantita-
tive consistency was noted for the DIP and PIP, large differ-
ences were observed for the MP compared with results
reported by other researchers. This may have been because
other researchers measured flexion angles using video mea-
surement of markers or angle sensors affixed to the back of
the hand, and although it is relatively easy to identify long
axes of the distal, middle, and proximal phalanxes, it is diffi-
cult to determine the long axis of the metacarpal.

Figure 4 compares the results of the CR obtained in our
study with those reported by other researchers. A compari-
son of the results obtained for the index finger shown in
Figure 4(a) indicates that the CR increases with increases in
the cylinder diameter of up to 60mm. For cylinders of

Table 5: p value as calculated with multiple comparisons of the “Joint C” factor.

Comparison
Index Middle

10mm 60mm 120mm 10mm 60mm 120mm

C1 vs C2 0.001
C1 < C2

0.050
n.s.

0.508
n.s.

<0.0005
C1 < C2

0.034
C1 < C2

0.958
n.s.

C1 vs C3 0.125
n.s.

0.636
n.s.

<0.0005
C1 < C3

0.148
n.s.

0.041
C1 < C3

0.840
n.s.

C2 vs C3 <0.0005
C2 > C3

0.538
n.s.

0.057
n.s.

<0.0005
C2 > C3

1.0
n.s.

1.0
n.s.

Comparison
Ring Small

10mm 60mm 120mm 10mm 60mm 120mm

C1 vs C2 <0.0005
C1 < C2

0.001
C1 < C2

0.095
n.s.

0.006
C1 < C2

1.0
n.s.

0.536
n.s.

C1 vs C3 0.06
n.s.

0.042
C1 < C3

1.0
n.s.

1.0
n.s.

0.713
n.s.

1.0
n.s.

C2 vs C3 <0.0005
C2 > C3

0.343
n.s.

0.195
n.s.

0.008
C2 > C3

1.0
n.s.

1.0
n.s.

Significant level: α = 0 05. C1 = DIP, C2 = PIP, and C3 =MP.

Table 6: Coupling ratio (CR), the ratio of the flexion angles of the DIP and PIP.

Diameter Index Middle Ring Small All

10mm 0.47 (0.24) 0.62 (0.16) 0.52 (0.16) 0.73 (0.18) 0.58∗ (0.20)

60mm 0.77 (0.29) 0.75 (0.26) 0.58 (0.21) 1.10 (0.67) 0.80∗ (0.43)

120mm 0.85 (0.41) 0.96 (0.98) 0.73 (0.44) 0.97 (0.67) 0.88 (0.65)

All 0.70 (0.35) 0.78 (0.59) 0.61 (0.30) 0.93 (0.56) 0.75 (0.48)
∗p < 0 05.
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≥60mm, the CR remains fixed or decreases. A comparison of
the results of the little finger shown in Figure 4(b) indicates
that the CR increases with increases in the cylinder diameter

of up to 60mm. For cylinders of ≥60mm, the CR remains
almost fixed. However, the standard error indicates large
individual variations. Because the results reported by Gülke
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Figure 3: A comparison of flexion angles measured in our study with those measured in Takano et al.’s and Gülke et al.’s studies [6, 10].
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et al. indicated different trends to those reported by other
researchers, some sort of measurement error may have
occurred. Thus, because the CR increases and flexion angles
of the DIP and PIP decrease with a cylinder diameter of up
to 60mm (Figure 3), adjustments against the diameter
change are mainly conducted by the PIP. Moreover, because
the CR is mainly fixed for cylinder diameters of ≥60mm
while joint angles of the DIP and PIP decrease (Figure 3),
the adjustments in this case appear to be conducted by
both joints.

Table 3 shows that the flexion angles of all joints of the
four fingers significantly increased with a decrease in the cyl-
inder diameter. These results, which were also observed by
other researchers, indicate that all joints are mobile when
the object is gripped. However, as shown in Table 6, the CR
(the ratio of the flexion angles of the DIP and PIP) was differ-
ent for all gripped objects. The CR was significantly smaller
when a 10mm-diameter cylinder was gripped than when a
60mm-diameter cylinder was gripped. Therefore, the flexion
angle of the PIP changes appears to be greater when the
gripped object has a diameter changing from 10mm to
30mm. According to Table 4, flexion angles of the DIP of
the four fingers were almost fixed when objects were gripped
and the flexion angle of the PIP of the little finger was smaller
than that of the other fingers. According to Table 5, when a
10mm-diameter cylinder was gripped, the flexion angle of
the PIP of all fingers was significantly larger than that of
the other joints. However, when a 120mm-diameter cylinder
was gripped, no significant differences were noted between
the flexion angle of the PIP and the flexion angles of the other
joints, indicating that greater changes were observed in the
flexion angles of the PIP.

Several limitations accompany the measurement of the
flexion angle using X-ray CT imaging. First, this technique
is a low invasive measurement because of the use of X-ray.
This makes it difficult to perform measurements in several
different conditions on each subject. Therefore, the radiation
dose (CTDIvol) used in this study was fairly low (5mGy).
Second, only the flexion angle can be measured when the
cylindrical object is gripped. When video imaging or a sensor
glove is used, the flexion angle during prehension before
gripping the cylinder can be simultaneously measured.
Third, measurements could only be performed in the CT
imaging room. The fourth limitation was that the flexion
angles of the thumb joints were not measured. With a sensor
glove, flexion angles can be measured during daily living.
Thus, our data could be used to verify data measured using
video imaging or sensor glove methods.

5. Conclusions

In the present study, we performed X-ray CT imaging on fin-
gers gripping cylinders of three different diameters (10, 60,
and 120mm) and constructed a bone model based on these
CT images to directly measure the flexion angle of each finger
joint. Our results showed that smaller cylinder diameters
were associated with significant increases in the flexion angle
of all the joints of the four fingers. When focusing on the
10mm-diameter cylinder, the flexion angle of the PIP of each

finger was significantly larger than that of the DIP and MP.
However, no significant difference was noted for the
120mm-diameter cylinder. The coupling ratio (CR), which
is the ratio of the flexion angles of the DIP and PIP, was
significantly smaller for the 10mm-diameter cylinder than
for the 60mm-diameter cylinder. However, there were no
significant differences of the CR between any of the fingers.
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