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In recent years, more and more researchers have paid attention to the three-dimensional target coverage of environmental
monitoring wireless sensor networks (EMWSNs) under real environmental conditions. However, the target coverage method
studied in the traditional two-dimensional plane is full of loopholes when applied in the real three-dimensional physical world.
Most coverage algorithms usually only optimize for a single problem of target coverage or network energy consumption and
cannot reduce network energy consumption while improving coverage. This paper proposes a novel binary adaptive clone
shuffled leapfrog algorithm (BACSFLA) suitable for EMWSNs. BACSFLA has an excellent performance in the coverage of
three-dimensional nodes, which can significantly reduce the network energy consumption of ENWSNs in the coverage process,
and greatly improve the coverage of nodes. Through simulation experiments, BACSFLA was compared with simulated
annealing (SA) and genetic algorithm (GA) in the same conditional parameters. The coverage rate of BACSFLA in EMWSNs
is 3:9% higher than that of GA and 5:4% higher than that of SA. The network energy consumption of BACSFLA is 36:0%
lower than GA and 35:9% lower than SA. Moreover, BACSFLA can significantly reduce the calculation time and get better
results in a shorter time.

1. Introduction

EMWSN is a self-organizing network composed of sensor
nodes deployed in the environmental monitoring area. The
nodes have the characteristics of small size, low cost, and
low-power consumption. They can perceive, collect, and
process the information of the monitored objects in real-
time. Coverage optimization is a basic problem of EMWSNs.
The proper coverage of EMWSN nodes will directly affect
network performance and network life. Therefore, the cover-
age optimization of EMWSN nodes has always been a hot
issue of concern and research by scholars. In recent years,
some researchers have made breakthroughs in improving
the energy efficiency and coverage of wireless sensor net-
works (WSNs) [1, 2].

The primary purpose of EMWSN coverage is to expand
its monitoring range and increase the coverage of the target
and secondly to ensure certain network performance. At

present, most of the research on covering this basic problem
by researchers is carried out in an ideal two-dimensional
environment [3]. However, most of the actual application
scenarios of EMWSNs are in the three-dimensional environ-
ment, and the coverage method studied in the two-
dimensional plane will have very bad performance when
applied in the real three-dimensional physical world.
Because the space and surface location of the target in the
real world is mostly in the environment of agriculture, for-
estry, and wild [4]. It is urgent to design coverage perception
models and corresponding algorithms that conform to
three-dimensional scenes, to improve the practical applica-
bility of EMWSNs. At the same time, EMWSNs need to fur-
ther design more complete 3D perception models and
effective coverage optimization algorithms. The impact of
space size, target, and the number of sensor monitoring
nodes on the coverage performance of wireless sensor net-
works is extremely important [5].
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Target coverage is generally used to reflect the sensing
ability of EMWSNs to the objective world and can also be
used as a standard to measure the quality of network moni-
toring services [6]. The coverage of EMWSNs reflects the
quality of EMWSNs’ monitoring of target areas and target
nodes and is the basis for providing perception services
required by the system. Through the coverage control tech-
nology, the space allocation of the network can also be opti-
mized, and the tasks of object perception, information
acquisition, and data transmission can be completed more
energy-saving and efficient [7]. Coverage optimization con-
trol is one of the key technologies for network construction
and normal network operation. Target coverage optimiza-
tion directly affects network performance indicators such
as network energy consumption and network monitoring
area [8].

Due to the particularity of the application environment
of EMWSNs, in most cases, the staff cannot reach it on the
spot. Sensor nodes can only be distributed in the target area
reached by aircraft [9]. The throwing process is simple and
random [10]. How to use a limited number of sensor nodes
to monitor the coverage of the target area to the maximum
extent, build a reliable sensor network, and maximize the
network’s monitoring efficiency of the target area has always
been one of the research hotspots of EMWSN technol-
ogy [11].

Based on the above background, this article is aimed at
improving the 3D coverage of EMWSNs and saving network
energy consumption in the real application environment.
This article focuses on the 3D perception model close to
the actual application environment and the corresponding
3D coverage deployment method. EMWSN coverage opti-
mization method. By designing coverage perception models
and corresponding algorithms that are closer to the real 3D
application environment, the applicability of EMWSN cov-
erage in real-life environments can be effectively improved.
Besides, taking into account performance indicators such
as network energy consumption based on meeting coverage
requirements is also of practical significance in terms of
improving network perceived service quality [12].

Literature [13] proposed a new coverage optimization
algorithm for WSNs based on SA optimization. SA can sig-
nificantly improve the global optimization capability of the
algorithm and has the characteristics of fast convergence.
The results show that SA can improve network coverage effi-
ciency and reduce node energy consumption. However, the
algorithm is simulated in a two-dimensional environment,
and its robustness is poor, and it has little reference signifi-
cance in the real environment.

Literature [14] proposed an improved GA to optimize
the coverage efficiency of WSNs. The result is that the
improved GA is better than other intelligent optimization
algorithms in the coverage process of WSNs and has better
performance than the immune algorithm and the whale
optimization algorithm. The improved GA is better than
the comparison algorithm in coverage, network overhead,
and stability. However, the algorithm’s convergence perfor-
mance is poor, the convergence speed is slow, and the calcu-
lation complexity is relatively large. And because three-

dimensional environmental factors are not considered, the
performance of the algorithm, in reality, cannot be
evaluated.

Literature [15] proposed a new type of GA with efficient
coverage, which has very good performance in WSNs. The
algorithm combines an improved crossover operator, which
can maintain high accuracy in the fitness function calcula-
tion. The result is that the quality and stability of the solu-
tion of this algorithm are better than that of the
comparison algorithm. However, the algorithm does not
consider the network energy consumption during the cover-
age process, and the network overhead cannot be estimated.
Moreover, since the simulation environment of the algo-
rithm is performed in a two-dimensional ideal plane, the
performance in a three-dimensional real environment may
be quite different from the ideal result.

Literature [16] proposed a new heuristic algorithm based
on a GA to optimize the target coverage of WSNs. This algo-
rithm can extend the life of the network to a large extent and
has a faster convergence speed and better performance than
the comparison algorithm. However, this algorithm greatly
increases the complexity of the algorithm, and if it encoun-
ters a high-density three-dimensional network, poor results
may occur.

Literature [17] proposed an improved greedy algorithm
to extend the network lifetime of WSNs. A greedy algorithm
has the characteristics of simple structure, easy implementa-
tion, fast convergence, and strong robustness. The results
show that the algorithm can significantly improve the sur-
vival time of the network and has a faster convergence rate
compared with the comparison algorithm. However, since
only the network lifetime is considered, the optimal effect
is not achieved in terms of coverage.

Literature [18] proposed an improved Bat algorithm to
improve the coverage efficiency of 3D WSNs. The algorithm
takes into account the harsh environment in the three-
dimensional space and adopts a multiobjective optimization
strategy to improve the coverage rate while reducing net-
work energy consumption. The results show that compared
with the comparison algorithm, this algorithm can reduce
the energy consumption of nodes by a greater degree of uni-
form node energy. However, the global search of the algo-
rithm is not strong, the convergence is also poor, and the
implementation is relatively complicated.

The main contributions of this paper are as follows:

(1) This paper proposes a new target coverage model for
EMWSNs. The model uses a binary coding scheme,
which can greatly reduce the computational com-
plexity and speed up the calculation. And for the
three-dimensional coverage of the nodes in
EMWSNs, a 3D target coverage model was con-
structed to extend the traditional planar coverage
to spatial coverage. Because the model has strong
stability, it can also have excellent performance in
real-world EMWSNs

(2) This paper proposes an improved target coverage
algorithm. Based on the selection of the optimal

2 Journal of Sensors



target coverage node-set, BACSFLA considers the
energy consumption of the nodes, which can greatly
improve the coverage optimization performance and
network energy consumption of EMWSNs. Because
BACSFLA combines adaptive operators and clone
operators, it has good global search performance
and can get the optimal solution in a short time.
Compared with the two-dimensional space, the
three-dimensional space has an increase of an order
of magnitude in both the complexity and the amount
of calculation. Compared with the comparison algo-
rithm, BACSFLA has a faster convergence speed,
higher coverage, and lower network in three-
dimensional space

(3) This paper proposes an improved low-power clone
selection operator. This operator is aimed at reduc-
ing network energy consumption. For individuals
to be cloned, a certain cloning ratio is used to gener-
ate a new population according to the energy con-
sumption. The results show that using this operator
not only does not increase the amount of calculation
of the algorithm but also can significantly reduce
network energy consumption

The structure of this article is as follows. Section 2 intro-
duces the target coverage model and binary coding scheme
of EMWSNs. Section 3 uses BACSFLA to optimize the target
coverage algorithm. Section 4 presents the results of simula-
tion experiments and discusses the performance of BACS-
FLA in comparison with other algorithms in EMWSNs.
Then, Section 5 concludes.

2. EMWSN Target Coverage Model

EMWSN is a network system composed of a large number of
sensor nodes deployed in monitoring areas such as forests,
grasslands, and oceans. It is self-organized through wireless
communication. It mainly cooperatively senses, collects,
and processes the information of the sensed objects in the
network coverage area [19]. And send it to the monitor.

EMWSN node deployment methods can be divided into
static deployment, dynamic deployment, and hybrid deploy-
ment. Considering that the environment of EMWSNs is
usually more complicated and harsh, the simulation envi-
ronment in this article is static deployment. In this case, sen-
sor nodes can usually be deployed in the area to be
monitored in a deterministic or random manner, and gener-
ally, no longer move after deployment [20].

According to the classification of application attributes,
the coverage of EMWSNs can be divided into area coverage,
target coverage, and barrier coverage, which, respectively,
cover the entire area and certain fixed points or paths in
the area [21]. This article uses the target coverage model.
Target coverage studies the realization of the perception of
special locations or monitoring points in the area to be cov-
ered. The model where the target is successfully covered in
the 3D environment is shown in Figure 1.

In EMWSNs, the monitoring node must not only mon-
itor the target but also estimate the area where the target is
located, so when the target is covered by three or more sen-
sor monitoring nodes, the target can be guaranteed to be
successfully covered. When covering, energy-saving cover-
age should be considered. If sensor monitoring nodes are
randomly distributed, to maximize the network survival
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Figure 1: EMWSN target coverage.

3Journal of Sensors



time and monitor reliability, this paper sets the goal of the
minimum number of sensor monitoring nodes successfully
covered to three.

This article uses a probabilistic perception model. Con-
sidering the complexity of the actual application environ-
ment, the probabilistic model can more reasonably
represent the perception characteristics of sensor nodes
[22]. In actual EMWSNs, the various sensing signals of the
sensors will attenuate with the increase of the propagation
distance, and the sensor nodes deployed in the field will also
be interfered with by various environmental noises. When
the target is very close to the sensor monitoring node, the
sensor monitoring node can be sure to detect the target. As
the distance between the target and the sensor monitoring
node increases, the sensing signal strength gradually attenu-
ates and is subject to various interferences [23]. And the
detection ability of the target increases with the increase of
the distance shows a gradual weakening trend, which affects
the certainty of the target detection by the sensor monitoring
node [24].

For any sensor node lm, its maximum sensing radius is kl
, and the sensing area is divided into a definite sensing area
and a probability sensing area according to the Euclidean
distance from lm, denoted as Ca

l and Cb
l , where the definite

sensing radius of the area is kal . For the target rn in space,
if the point is in Ca

l , the monitoring probability of the sensor
monitoring node lm when the target is located at the point rn
is 1. If the point is in Cb

l , the detection probability of the sen-
sor when the target is located at rn decreases as the Euclidean
distance between the target and the sensor increases; if the
target is located outside the sensing area, the target cannot
be detected when the target is located at rn. The sensor node
lm is detected. The coordinates of lm are ðtm,wm, vmÞ, and
the coordinates of rn are ðtn,wn, vnÞ. In the probabilistic per-
ception model, the probability dðlm, rnÞ that is detected by
the sensor lm when the target is located at rn is

d lm, rnð Þ =
1, u lm, rnð Þ ≤ kal ,

e−θρ
β , kal ≤ u lm, rnð Þ ≤ kl

0, u lm, rnð Þ > kl:

8>><
>>:

, ð1Þ

In equation (1), uðlm, rnÞ is the Euclidean distance
between sensor monitoring node lm and target rn, and its
calculation formula is equation (2). ρ = uðlm, rnÞ − kal . θ and
β are the path loss indexes of the sensor’s detection signal
strength. Both parameters are determined by the physical
characteristics of the sensor. In this paper, θ = β = 1. It can
be seen that when ρ is large enough, the value of dðlm, rÞ will
quickly decay to close to zero.

u lm, rnð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tm − tnð Þ2 + wm −wnð Þ2 + vm − vnð Þ2

q
: ð2Þ

Assuming that there areM sensor monitoring nodes and
N targets in EMWSNs, the target coverage relationship
matrix P is obtained by equation (3) when the binary coding

scheme is adopted.

P =

pma1,1 pmam1,2 ⋯ pma1,M−1 pma1,M

pma2,1 pma22 ⋯ pma2,M−1 pma2,M

⋮ ⋮ pman,m ⋮ ⋮

pmaN−1,1 pmaN−1,2 ⋯ pmaN−1,M−1 pmaN−1,M

pmaN ,1 pmaN ,2 ⋯ pmaN ,M−1 pmaN ,M

2
666666664

3
777777775
:

ð3Þ

In equation (3), pman,m represents the situation of the
target being sensed by the sensor monitoring node, and its
value formula is

pman,m =
1, d lm, rnð Þ > drand,

0, d lm, rnð Þ < drand:

(
ð4Þ

In equation (4), drand represents the random probability.
If the perceptual probability dðlm, rnÞ is greater than the ran-
dom probability drand, then the target is successfully covered
by the monitoring node. At this time, pman,m = 1; otherwise,
pman,m = 0.

To reduce the energy consumption of EMWSNs and at
the same time limit the sensing performance of sensor mon-
itoring nodes, this paper sets the maximum monitoring tar-
get number of a sensor as H. According to performance
constraints, a new perception relationship matrix Q can be
obtained as

Q =

qma1,1 qma1,2 ⋯ qma1,M−1 qma1,M

qma2,1 qma22 ⋯ qma2,M−1 qma2,M

⋮ ⋮ qman,m ⋮ ⋮

qmaN−1,1 qmaN−1,2 ⋯ qmaN−1,M−1 qmaN−1,M

qmaN ,1 qmaN ,2 ⋯ qmaN ,M−1 qmaN ,M

2
666666664

3
777777775
:

ð5Þ

In equation (5), qman,m represents the condition of the
target being sensed by the sensor monitoring node, and
qman,m = 1 means that the target is sensed and monitored
by the corresponding sensor node. If qman,m = 0, it means
that the target is not sensed by the corresponding sensor
node or sensed by the corresponding sensor node but not
monitored. The Q matrix constraint relationship can be
expressed as

〠
N

n=1
qman,m ≤H, m = 1⋯M: ð6Þ

The target coverage matrix optimization model of
EMWSNs described in this paper is the process of adding
constraints to the P matrix to obtain the optimized Qmatrix.
BACSFLA has high-efficiency computing performance and
excellent global search capabilities, which can solve the
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optimization target coverage problem in EMWSNs with
excellent performance.

3. BACSFLA for High-Coverage and Low-
Energy Consumption in EMWSNs

In this paper, BACSFLA adopts a binary population coding
scheme and produces two brand-new operators for
EMWSNs. The adaptive operator improves the global search
capability during the BACSFLA iteration process and at the
same time prevents the algorithm from falling into the local
optimal solution. The addition of the low-power selection
feature to the clone operator is of great help in accelerating
the iteration speed of BACSFLA and reducing the overall
energy consumption. As a coevolutionary algorithm, BACS-
FLA combines stochastic and deterministic methods. The
schematic diagram of BACSFLA is shown in Figure 2.

The principle of BACSFLA is to assume that there is a
group of frogs in the pond, and there are a lot of rocks in
the pond. The frogs can jump through these rocks and
finally find food. First, the frog population is divided into
several subgroups with the same number. Each subgroup
starts to forage independently of each other, but the frogs
within the subgroup can exchange information with each
other to ensure that the frogs in each subgroup can be
directed towards the subgroup. The excellent frogs in the
group learn. After a certain period of food, the subgroups
send their excellent frogs to communicate to ensure that
the overall frogs learn from the best frogs. This process is
also called memetic evolution. BACSFLA can be seen as a
combination of local optimization and global optimization,
that is, each subgroup is a process of local optimization,
and the exchange of information between subgroups is a
process of global optimization.

BACSFLA is based on the collective search for food by
the frog population, focusing on grouping information
exchange, and centering on the internal communication of
subgroups and global information exchange to realize the
whole process of optimizing, adding an improved adaptive
operator, and low-power consumption. Clone the selection

operator, to achieve the purpose of searching and optimiz-
ing. The algorithm steps of BACSFLA are as follows:

Step 1. In the stage of randomly generating the initial popu-
lation, a total of I frogs are generated.

Step 2. In the sorting stage, the fitness function is designed
according to the target coverage rate, and the fitness value
of the I frog is calculated and sorted from small to large.

Step 3. In the grouping stage, it is divided into I1 subgroups
and a single subgroup contains I2 frogs. The grouping is car-
ried out according to the alternating principle. After sorting,
the frogs with serial numbers from 1 to I1 are taken out, and
each subgroup is placed in descending order. The frogs with
serial numbers from I1 + 1 to 2I1 are taken out and one for
each subgroup in descending order. And so on, until all
the frogs are divided.

Step 4. In the subgroup internal search stage, determine the
number of searches within the subgroup, and then search
for the next subgroup after completing one subgroup search,
until all subgroups have been searched.

Step 5. In the mixed subgroup stage, after completing the
evolution of I1 subgroups, reorder all the subgroups in the
mixture according to the method in step two.

Step 6. In the low-power cloning stage, a certain number of
individuals are selected and placed in the cloning warehouse
according to the sorting situation from good to bad. The
individuals in the clone warehouse are set to different clone
ratios according to the energy consumption. The smaller the
energy consumption, the greater the clone ratio. Finally, a
mutation operation is performed on the newly generated
population after cloning to generate a new population.

Step 7. In the judgment stage, if the number of global infor-
mation exchanges is reached or the set termination

The second group of frogs

The first group of frogs

The third group of frogs

The fourth group of frogs

Optimal solution

Solution space
Each group searches in its own area
and then exchanges information with
other groups.

Figure 2: BACSFLA principle diagram.
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condition is reached, the optimal solution is output; other-
wise, it returns to step 2.

The algorithm flow chart is shown in Figure 3.

3.1. The Population Initialization Operation and Binary
Encoding of BACSFLA. The locations of sensor nodes in
EMWSNs are distributed randomly and distributed
according to specific areas. When the sensor nodes are
randomly distributed, they are placed anywhere in the
monitoring area, and the nodes are static and immovable

after they are placed. Since EMWSNs are affected by dif-
ferent environmental factors when monitoring the envi-
ronment, the required area will show a certain
distribution law. The simulated three-dimensional moni-
toring environment in this paper is divided into random
distribution in the region, band distribution in the region,
and spherical distribution in the region. The coordinate
distribution of the target is the same as the coordinate
distribution of the sensor node. The distribution of tar-
gets and sensors in the monitoring area is shown in
Figure 4.

Start

Use binary coding to initialize the population of
BACSFLA, each frog stores a different Q matrix.

Whether the termination
condition is reached.

Yes

No

The optimal BACSFLA
individual is the optimal

solution.

End of BACSFLA
process.

Calculate fitness for all individuals
in BACSFLA to get the coverage rate.

Sort all frogs according to the frog
fitness value in BACSFLA.

Divide the sorted frogs into s1
groups in order, with s2 frogs in

each groups.

Perform intra-group iteration on the s1
group population in BACSFLA in order,

and then recalculate fitness and sort.

A certain number of individuals with better
fitness are selected as the frogs to be cloned, and

the clone ratio is determined according to the
energy consumption of these frogs.

Perform mutation operations on all
frogs according to a certain

mutation rate.

The number of global
iterations I = I + 1.

Figure 3: BACSFLA flow chart.
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The population coding adopts a binary coding scheme,
and the P matrix is obtained after the sensor monitoring
node and the target position are successfully deployed. After
adding constraints to the P matrix, i different Q matrices are
generated, and each Q matrix is an individual frog.

3.2. The Fitness Function Design of BACSFLA. The fitness
function plays an important role in BACSFLA. In EMWSN
target coverage optimization, it is the core of optimized
search. The choice of fitness function will directly affect the
accuracy of the algorithm results and the final optimization
results. This paper sets the target coverage rate gðSiÞ in the
network as the fitness function of BACSFLA and adopts
the principle that the bigger the better. The calculation for-
mula is shown in

g Sið Þ =
∑N

n=1 ∑M
m=1qman,m ≥ h

� �

N
: ð7Þ

In equation (7), h is the minimum number of sensor
monitoring nodes that the target is successfully covered,
which balances network energy consumption and coverage
accuracy. In this paper, h = 3. Si is denoted as the ith frog
in the population.

3.3. BACSFLA’s Intragroup Frog Update Operation. Deter-
mine the best and worst frogs in the group after BACSFLA
grouping. There must be good or bad frogs in the group.
The best frog in all subgroups is denoted as Sj, the worst frog
is denoted as So, and the best frog in the population is
denoted as Sf . Improve the position of the worst frog, the
worst frog So obtains the intermediate vector according to

Temp = rand × Sj − So
� �

: ð8Þ

In equation (8), Temp is the intermediate vector between
the best frog Sj in the middle group and the worst frog So in
the group. rand represents a random number, 0 ≤ rand ≤ 1.
Then, a new frog is generated, which is obtained by

So newð Þ = So + Temp,

Tempmin ≤ Temp ≤ Tempmax:
ð9Þ

In equation (9), Tempmin is the minimum jump distance
of the frog, and Tempmax is the maximum jump distance of
the frog. The value of Temp must be between the two. If the
value of Temp overflows, it will be processed according to

Temp =

Tempmin, Temp < Tempmin,

Temp, Tempmin ≤ Temp ≤ Tempmax,

Tempmax, Temp > Tempmax:

8>><
>>:

ð10Þ

In this process, the frog jumps to find a position better
than So, and if it is found, it will update the worst frog, oth-
erwise, proceed to the next step. Replace the best frog Sj in
the subgroup with the best frog Sf in the subgroup. Repeat

10 0 2
4

Sensor monitoring node

Target

6
8

10

987654321
1

2

3

4

5

6

7

8

9

10

(c)

Figure 4: Schematic diagram of target and sensor node distribution: (a) random distribution; (b) banded distribution; (c) spherical
distribution.

Table 1: Simulation experiment parameter settings.

Parameter Value

kal 70m

kl 100m

Tempmax 50

Tempmin 5

dt 4096 bits

ncelec 50 nJ/bits
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equations (8), (9), and (10), if you still cannot find a better
position to improve the worst in the subgroup frog So, pro-
ceed to the next step. Generate a random frog, no matter
the frog is good or bad, use it instead of So.

3.4. BACSFLA’s Low-Power Clone Selection Operation. After
BACSFLA is updated within the group, the entire population
is reordered according to fitness. The low-power clone selec-
tion operation first selects a certain number of individuals
with adaptability from large to small and puts them into
the clone warehouse. Assume that the number of frog indi-
viduals in the cloned warehouse is NUM. Therefore, the cov-
erage of individual frogs in the warehouse must be greater
than the coverage of the remaining unselected individuals.
Then, calculate the energy consumption of individual frogs
in the cloned warehouse, and the calculation of network
energy consumption is shown in

EC Sið Þ = 〠
M

m=1
dt × ncelec + dt × εf s × u lm, rnð Þ2: ð11Þ

In equation (11), dt represents the data size that the sen-
sor monitoring node needs to send when monitoring the tar-
get. ncelec represents the energy consumption during data
transmission. εf s is a parameter in the signal transmission
process, set εf s = 1. It can be seen that the closer the sensor
monitoring node is to the target, the lower the network
energy consumption. In this way, when the sensor node
monitors the target, it will give priority to selecting the target
close to itself, thereby reducing the energy consumption of
the network communication of the entire EMWSNs.

After calculating the network energy consumption of
individual frogs in the cloned warehouse, sort them in
ascending order of energy consumption. The smaller the
energy consumption, the greater the proportion of cloned
individuals. The clone ratio selection is shown in

rate1+⋯+ratenum+⋯+rateNUM = 1: ð12Þ

In equation (12), ratenum represents the proportion of
the numth frog in the clone warehouse in the total popula-
tion, rate1 represents the proportion of frogs with the smal-
lest energy consumption, and rateNUM represents the
proportion of frogs with the largest energy consumption
proportion. According to the energy consumption of indi-
vidual frogs corresponding to the clone ratio, the clone ratio
satisfies

rate1 > rate2 >⋯ > ratenum >⋯ > rateNUM: ð13Þ

After selecting the new cloning ratio, the individual to be
cloned is cloned according to the cloning ratio. After the
cloning operation is completed, a new intermediate popula-
tion is obtained. The degree of similarity of the intermediate
population is too high to perform the global search perfor-
mance of BACSFLA, so the next step is to perform an adap-
tive mutation operation.

3.5. Adaptive Mutation Operation of BACSFLA. After BACS-
FLA performs the low-power clone selection operation, it
needs to perform adaptive mutation operations on the frogs
in the population to obtain differentiated individuals. This
operation is conducive to search in the vicinity of the global
optimal solution, while ensuring that BACSFLA will not fall
into the local optimal solution, increasing the diversity of the
population, and has important significance for the rapid
convergence of the algorithm.

BACSFLA will adaptively change the mutation probabil-
ity BR of the population. The size of the mutation probabil-
ity is affected by the fitness of the individual, and it is also
affected by the speed of convergence in the iterative process.
If the fitness of the individual frog is to be mutated, and the
coverage rate of the frog is small, the probability of mutation
will increase. In the iterative process, if the fitness of the
optimal frog individual relative to the previous generation
does not increase much, or no better individual is found,
the mutation probability will gradually increase, and the
mutation probability will not decrease until a better individ-
ual is found. The formula for changing the adaptive muta-
tion probability is shown in

BR = 1 − g Sið Þ
∑I

i=1g Sið Þ
+ LR genð Þ: ð14Þ

In equation (14), LRðgenÞ represents the driving varia-
tion factor of BACSFLA iteration to the genth generation.
The calculation formula is shown in

LR genð Þ =
LR genð Þ + δ, ggen−1 Sf

� �
= ggen Sf

� �
,

0, ggen−1 Sf
� �

< ggen Sf
� �

,

0, gen = 1:

8>><
>>:

ð15Þ

In equation (15), δ is the increment of mutation proba-
bility, set δ = 0:05. It can be seen from the update equation
of BR that the probability of mutation is affected by two fac-
tors. If in the iterative process, the global optimal individual
has not been updated, there may be two situations, either the
optimal solution has been found or the locally optimal solu-
tion is trapped. At this time, it is necessary to increase the
mutation probability of all individuals, increase the global
optimization ability, and judge whether the optimal solution
has been found. The fitness of an individual also affects the
probability of individual mutation. The greater the fitness,
the smaller the probability of individual mutation. When
the fitness value of an individual is large, it proves that the
coverage rate of the individual is large, so it is only necessary
to find the optimal solution in the close range of the individ-
ual. If the fitness value of an individual is small, it proves that
the individual is far from the optimal solution, so increases
the probability of mutation and expands the search range
of the solution.
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4. Results and Discussion

This section will verify the performance of BACSFLA
through simulation experiments and select GA and SA as
the comparison algorithm. All nodes in EMWSNs are com-
posed of static nodes, and all sensor nodes have omnidirec-
tional sensors, and their perception model is a probabilistic
perception model. This article carries on the experiment
simulation under the environment of MATLAB R2019a,
and the simulation platform is the Intel Core I7 processor.
After multiple tests on BACSFLA parameters, the optimal
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Figure 5: Algorithm coverage curve in different monitoring areas: (a) 400m × 400m × 400m; (b) 500m × 500m × 500m; (c) 600m ×
600m × 600m; (d) 700m × 700m × 700m.

Table 2: The coverage of the three algorithms in different areas.

BACSFLA GA SA

400m × 400m × 400m 92:3% 90:4% 88:8%
500m × 500m × 500m 92:8% 90:0% 87:4%
600m × 600m × 600m 90:8% 88:4% 87:4%
700m × 700m × 700m 91:3% 87:4% 86:2%
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value of each parameter was determined. The parameter
values in the target coverage of EMWSNs are shown in
Table 1.

In Table 1, the maximum jump distance Tempmax is set
to 50, which means that the maximum number of changes
in the sensor monitoring node perception relationship in
the Q matrix each time the worst frog individual is updated
is 50. The maximum jump distance Tempmin is set to 5,
which means that each update cannot be less than 5 sensor
monitoring nodes.

The target coverage methods of BACSFLA, GA, and SA
are used in the simulation, and the sensor monitoring nodes
and target distribution are randomly distributed. The selec-
tion operation in GA adopts the roulette method, the cross-
over operation is a single point crossover, and the mutation
probability is 0.05. The initial temperature in SA is set to
1000 degrees Celsius, the lower bound of the temperature
is a number close to zero, and the temperature drop rate is
0.98. The number of individuals in the population is set to
50, where the number of subpopulations in BACSFLA I1 =
10, the number of frog individuals in each subpopulation
I2 = 5, and the number of iterations within the group is 5.
The number of targets N is 1000, and the number of sensor
monitoring nodes is 700. The maximum number of targets
that the sensor can monitor is H = 5. When the monitoring
area is 400m × 400m × 400m, 500m × 500m × 500m, 600
m × 600m × 600m, and 700m × 700m × 700m, the simula-
tion result curve is shown in Figure 5.

It can be seen from Figure 5 that when the monitoring
area changes, the coverage of BACSFLA and the comparison
algorithm are both affected. When the number of sensor
monitoring nodes and the number of targets remain
unchanged, as the monitoring area increases, the coverage
of GA and SA will decrease to a large extent, while the
decrease of BACSFLA is not large. This result shows that

BACSFLA has better performance than GA and SA when
the dimensionality of the coverage problem increases. As
the number of iterations of the algorithm increases, the cov-
erage of BACSFLA, GA, and SA all increase rapidly at the
beginning. However, the curve of SA tends to be flat in the
subsequent optimization process, because SA’s global opti-
mization performance is poor, and the algorithm falls into
premature convergence during operation, and the solution
obtained is the local optimal solution instead of the global
optimal solution. The result of GA is better than that of
SA, and the convergence speed and the final solution are
greatly improved compared to SA. However, the optimiza-
tion process of GA is slow, which is reflected in the curve,
which is that although the coverage rate increases with the
increase of the number of iterations, the increase is smaller.
Compared with GA and SA, BACSFLA has a significant
improvement in both the convergence speed and the final
result. This is because the clone operator of BACSFLA
increases the global search performance, and the adaptive
algorithm increases the local search performance. Therefore,
BACSFLA can obtain the optimal solution with a faster con-
vergence rate. In the iterative process, each iteration of
BACSFLA in the early stage of the operation will greatly
improve the results, so better results can be obtained in the
early stage of algorithm operation. After getting the optimal
result, BACSFLA can terminate the algorithm iteration pro-
cess early. The coverage rates of BACSFLA, GA, and SA in
three-dimensional monitoring areas of different sizes are
shown in Table 2.

It can be seen from Table 2 that under the conditions of
different monitoring areas and the same number of sensor
nodes and targets, the coverage rate of BACSFLA is
increased by 1:9% to 3:9% than that of GA and 3:4% to
5:4% than that of SA. Compared with the two-dimensional
plane in the three-dimensional area, the complexity of the
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Figure 6: The running time of the algorithm in different monitoring area sizes.
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problem and the amount of calculation show an exponential
increase. BACSFLA shows very good three-dimensional per-
formance, and the optimal results can still be obtained in
solving the covering problem. However, GA and SA cannot
meet the performance requirements of EMWSNs facing the
three-dimensional area and perform poorly in the process of
solving the target coverage problem. The running time of the
three algorithms is shown in Figure 6.

It can be seen from Figure 6 that the running time of the
BACSFLA algorithm is shorter than that of GA and SA. This

shows that while BACSFLA improves the coverage perfor-
mance of EMWSNs, it does not increase the time complexity
of the algorithm compared to the comparison algorithm.
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Figure 7: The influence of sensor monitoring node number and target number change on coverage: (a) targets 900; (b) targets 1000; (c)
targets 1100; (d) targets 1200.

Table 3: Network energy consumption in EMWSNs.

BACSFLA GA SA

900 target 0.5870 J 0.9173 J 0.9163 J

1000 target 0.6169 J 0.9095 J 0.9077 J
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BACSFLA can show better coverage in a shorter time. In
real-world applications, the performance of nodes and net-
works in EMWSNs is limited. BACSFLA can consume less
computing power and get better results.

It can be concluded from the results that monitoring
areas of different sizes have a significant impact on BACS-
FLA. To analyze the influence of the number of sensor mon-
itoring nodes and the number of targets on BACSFLA, the
algorithm parameters will be adjusted next to obtain new
simulation results. Set the monitoring area to be 400m ×
400m × 400m, and the maximum monitoring number of
sensors H = 7. The number of targets is 900, 100, 1100,
and 1200. The number of sensor nodes is 800, 850, 900,
and 950. The simulation results are shown in Figure 7.

It can be seen from Figure 7 that with the increase of
sensor nodes, the coverage rates of BACSFLA, GA, and SA
all increase. The degree of increase in BACSFLA is greater
than that of GA and SA. Although the number of sensor
monitoring nodes increases, the number of monitored tar-
gets in EMWSNs will increase. However, the number of cal-
culations required by the algorithm in a three-dimensional
environment will increase greatly. GA and SA are limited
by algorithm performance and cannot make rational use of
the added sensors. When facing a large number of sensors
and targets, BACSFLA can give full play to the performance
of the algorithm, reasonably allocate target coverage rela-
tionships, and improve coverage. Compared with GA and
SA, BACSFLA has more complex problems, more sensor
nodes, and more targets, the more obvious the performance
advantage will be. In EMWSNs, the environment that needs
to be monitored is often huge, which means that more tar-
gets need to be monitored and the number of sensor moni-
toring nodes deployed. However, BACSFLA’s excellent
performance in handling a large number of nodes can meet
the performance requirements of EMWSNs.

Although coverage is an important performance param-
eter of EMWSNs, network energy consumption also has an
important impact on EMWSNs. The energy consumption
of EMWSNs when the monitoring area is 400m × 400m ×

400m, the number of sensor nodes is 800, and the target
number is 900 and 1000 is shown in Table 3.

It can be seen from Table 3 that under the same condi-
tions, the network energy consumption of BACSFLA is
much smaller than that of GA and SA. The results show that
the network energy consumption of BACSFLA is reduced by
36:0% compared with GA and 35:9% compared with SA.
This is because BACSFLA’s low-power clone selection oper-
ator promotes sensor monitoring nodes to preferentially
cover targets that are close in the iterative process. However,
GA and SA only optimize the target coverage of EMWSNs
without considering the size of network energy consump-
tion. Although GA and SA can also complete the target cov-
erage, the huge energy cost is not acceptable.

The random distribution of node positions in EMWSNs
can simulate most real-life scenarios. However, the target
distribution in some areas will show certain rules. Therefore,
this paper also adopts two distribution methods, belt-shaped
distribution and spherical distribution, to simulate the envi-
ronment in the real three-dimensional world. The parameter
setting in the strip space is 400m × 300m × 300m in the
monitoring area. In the spherical space, the radius of the
monitoring area is set to 200m. The number of sensor mon-
itoring nodes is 900, the target number is 1000, and the max-
imum number of sensors monitored is H = 6. The
simulation results are shown in Figure 8.

It can be seen from Figure 8 that compared with GA and
SA, BACSFLA still has a higher target coverage after chang-
ing the distribution types of sensor monitoring nodes and
targets. GA and SA are more affected under the band distri-
bution, while the results of BACSFLA are better. This is
because the adaptive operator of BACSFLA will quickly
adjust the parameters of the algorithm when facing changes
in the environment to obtain a higher coverage rate.

5. Conclusion

Coverage has always been a basic problem in the research of
EMWSNs, and its purpose is to ensure a certain network
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Figure 8: The coverage results of the three algorithms under spherical and zonal distributions.

13Journal of Sensors



performance while maximizing the target coverage as much
as possible. Because the traditional 2D perception model and
its corresponding target coverage algorithm are difficult to
directly apply to the real 3D environment, this paper mainly
studies the low-energy target coverage optimization problem
of 3D EMWSN nodes. A low-power target coverage algo-
rithm BACSFLA suitable for the three-dimensional physical
world is proposed. In a static network, the performance pros
and cons of BACSFLA, GA, and SA are discussed. The
results show that BACSFLA has better performance than
the comparison algorithm in terms of target coverage, algo-
rithm running time, and network energy consumption.
BACSFLA combines cloning operators and adaptive opera-
tors, which can better adapt to changes in external parame-
ters and obtain better results. The individual uses a binary
coding scheme, which greatly reduces the calculation time
of the algorithm and reduces the time complexity. Through
simulation experiments, BACSFLA has shown good perfor-
mance advantages in three-dimensional space and has less
network energy consumption while maintaining high cover-
age. These results show that BACSFLA has a very good
application prospect in EMWSNs.

However, the target coverage optimization method we
proposed in this article has problems such as a small scale
of sensor monitoring nodes and poor coordination among
nodes. The design of distributed algorithms that are suitable
for large-scale three-dimensional environments and cooper-
ate among nodes can be used as the next research direction.
Besides, the method proposed in this paper is static and
immovable when the sensor monitors the node during the
target coverage process. Future work can focus on moving
the sensor to monitor the position of the node under
dynamic conditions, balance the network energy consump-
tion of EMWSNs, and extend the life of the network.
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Large-scale wireless sensor networks (LSWSNs) are currently one of the most influential technologies and have been widely used in
industry, medical, and environmental monitoring fields. The LSWSNs are composed of many tiny sensor nodes. These nodes are
arbitrarily distributed in a certain area for data collection, and they have limited energy consumption, storage capabilities, and
communication capabilities. Due to limited sensor resources, traditional network protocols cannot be directly applied to
LSWSNs. Therefore, the issue of maximizing the LSWSNs’ lifetime by working with duty cycle design algorithm has been
extensively studied in this paper. Encouraged by annealing algorithm, this work provides a new elite adaptive simulated
annealing (EASA) algorithm to prolong LSWSNs’ lifetime. We then present a sensor duty cycle models, which can make sure
the full coverage of the monitoring targets and prolong the network lifetime as much as possible. Simulation results indicate that
the network lifetime of EASA algorithm is 21.95% longer than that of genetic algorithm (GA) and 28.33% longer than that of
particle swarm algorithm (PSO).

1. Introduction

Large-scale wireless sensor networks (LSWSNs) have broad
application prospects in various fields, such as agriculture,
industry, military, and environmental monitoring because
of their real-time data collection and flexibility of deploy-
ment methods. The use of LSWSNs to detect harmful gas
leaks is one of the research hotspots. Classical harmful gas
detection mainly includes detection methods such as wired
fixed devices and portable instruments. However, these ways
have disadvantages such as poor flexibility, low real-time per-
formance, and inaccurate location of leaks. LSWSNs rely on
their low cost, high real-time performance, and good collab-
oration. It provides a new system for remote detection of
harmful gases.

At present, traditional LSWSNs usually deploy dense
static sensor nodes in industrial plants to obtain more accu-
rate results. Nevertheless, in actual situations, since LSWSN
is composed of a certain battery power and related sensor
nodes within the sensor range, the sensing resources are lim-
ited. In addition, sensing, monitoring, and obtaining infor-

mation in the target monitoring area are the basic and
ultimate goals of LSWSN deployment nodes. Sensing nodes
are generally randomly deployed in the monitoring area,
which is likely to cause uneven distribution of nodes and lead
to problems such as coverage blind areas [1]. This will affect
the coverage quality of LSWSN. Moreover, the quality of cov-
erage will directly affect the quality of service of the network,
so coverage optimization is a basic issue that needs to be
studied and analyzed in the deployment of LSWSN nodes
[2, 3]. Therefore, coverage optimization is a fundamental
issue that needs to be studied and analyzed in the deployment
of LSWSN nodes. The coverage optimization problem of
LSWSN nodes is essential to use as few nodes as possible to
achieve the maximum deployment of sensory coverage and
communication coverage of the target monitoring area under
the premise of ensuring the quality of network connectivity.
In order to achieve this goal, it is necessary to design an
appropriate deployment strategy, comprehensively consider
the characteristics of the node itself, and allocate various
resources rationally by optimizing the deployment of the
LSWSN node. The traditional deployment method is to use
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large-scale static nodes to complete the coverage of the target
area. This method will cause problems such as high node
redundancy. Therefore, in the case of full coverage, how to
extend the network lifetime by deploying LSWSN nodes
has become a research hotspot.

To cover all the predetermined targets, the research point
of paper [4, 5] was from the perspective of the power limita-
tion of LSWSNs. Paper [6] used the feature that the sensor
can charge the battery, and the solar sensor was applied to
extend the working life of the wireless sensors. Paper [4] also
proposed a probabilistic perception model (PSM). In the
paper, each sensor could switch between charging and work-
ing status and perform cooperative sensing. The timing of
monitoring common targets was well arranged. Paper [5]
proposed the target Q coverage rate, which used a greedy
heuristic algorithm to restrict the use of sensors with poor
coverage. However, the convergence effects of these three tar-
get coverage mechanisms were not satisfactory. When the
number of iterations increases, the convergence speed
became slowly.

Paper [7] proposed a node state prediction method based
on hidden Markov model. Under the premise of full cover-
age, the sensor could monitor all target nodes by determining
the working sequence of the nodes. However, in the solution
obtained by the methods, the working life of LSWSNs was
short.

In this paper, we propose a method EASA to solve the
problem of duty cycle, while ensuring full coverage of the
monitoring target, and extend the lifetime of the LSWSNs
as much as possible to ensure the monitoring effect of the
target.

To enhance the lifespan of LSWSNs, we first set up an
objective function for evaluating the working life of LSWSNs.
Then, ECSA is designed to maximize the lifetime of LSWSNs.
Advanced operators such as elite operator and adaptive oper-
ator are also incorporated into the EASA to extra raise the
explore ability. ECSA simultaneously generates a large num-
ber of results to investigate the search region and to prevent
local optima. Perform data simulation to judge the perfor-
mance of EASA. Simulation results indicate the proposed
algorithm can achieve a higher working life of LSWSNs over
GA and PSO [8–13].

2. Related Work

Tiny sensing units are widely used by sensor nodes, and at
the same time, the sensing capabilities of sensor nodes are
limited. Since LSWSNs are restricted in sensing capabilities,
the duty cycle plays a vital role in maximizing the working
life of LSWSNs. Most of the research on duty cycle design
is related to heuristic algorithms, such as exhaustive exploit.
However, its computational complexity is too high to be used
in real-time applications [14]. GA, SA, and PSO were spe-
cially exploited for this kind of problem.

Paper [15] proposed GA to solve the problem of the sen-
sor working in the monitored area with obstacles. The paper
gave the correspondence between the evolution theory and
the terms in GA, so that the sensor layout problem could
be solved. It provided the coding scheme of the algorithm

and the solution of the sensor placement problem. Finally,
the GA solution could be used as a map for identifying obsta-
cles in the monitored area. But this kind of full-coverage sen-
sor placement method tended to converge prematurely when
the number of generations increased.

To achieve more coverage and the lower energy con-
sumption, a nondominated sorting genetic algorithm
(NSGA-II) was proposed in [16] to optimize the coverage.
The paper used a multiobjective optimization method to
extend LSWSNs’ lifespan and coverage. The paper proposed
not only increased the coverage area and lifetime of the wire-
less sensor, but also ensured the connectivity of the wireless
sensor. But it tended to converge prematurely when the cyclic
algebra became larger.

In [17], it proposed a combined algorithm of VF-PSO. In
order to increase the coverage of the wireless network, it used
virtual forces to move the sensor to a suitable location to
solve the problem. In the paper, the accelerated convergence
of particles was guided by virtual forces. The algorithm
solved the problem of poor optimization ability of virtual
force algorithm and also used PSO to maximize the coverage
target area. But VF-PSO increased the complexity of the
algorithm.

For extending the lifespan of WSN, paper [18] adopted
the coverage model of VCH-PSO. It took into account the
energy consumption and coverage of the sensor and
extended the lifetime of theWSN so that each target was cov-
ered by a single sensor. It was also compared with the existing
technology by simulation, and the conclusion showed that
this model had great advantages in terms of sensor lifetime
and the time of transition between different areas. But the
model only considered the wireless networks’ lifetime, and
the coverage rate in the target detection area was easy to fall
into the local optimum.

3. Duty Cycle Model of LSWSNs

Duty cycle is when there is redundancy in the node, in order
to ensure that the monitoring task can be completed, a part of
the nodes is put into a sleep state, and the remaining nodes
are put into a working state. Completing the monitoring task
in this way can reduce the overall energy consumption,
thereby prolonging the network life cycle. We can also wake
up sleeping nodes or set working nodes to sleep as needed.
Sleeping nodes can generally turn off the sensing and com-
munication modules in order to reduce energy consumption.

3.1. Plane Duty Cycle Model. Assume that there is a moni-
tored area ψ in a two-dimensional planar area. The sensor
nodes in the monitored area are randomly distributed. The
area of the monitored area is S, and the number of nodes is
n. The communication radius of the node is rc, and the sens-
ing radius is rs.

In the monitored area ψ, the set of sensor nodes Γ = f
N1ðx1, y1Þ,N2ðx2, y2Þ⋯Niðxi, yiÞ⋯ g, where Niðxi, yiÞ rep-
resents the position coordinates of node i
isðxi, yiÞ, ði = 1, 2,⋯, nÞ. Any space ψj in the monitoring area
ψ can be sensed by at least one sensor node, expressed as
ψj ⊆ ω.

2 Journal of Sensors



The sensing range of the sensor can be represented as fol-
lows:

R Nið Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xð Þ2 + yi − yð Þ2

q
≤ rs, ð1Þ

where ðx, yÞ is the coordinate of the node, rs is the perception
radius, and the constraint is ðx, yÞ ∈ ψ.

The set of neighbor nodes of sensor nodeNi is expressed as

Θ Nið Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xj
� �2 + yi − yj

� �2
r

≤ rt , ð2Þ

where ðxi, yiÞ is a neighbor node of ðxj, yjÞ, rt is the communi-
cation radius, and its constraints are uj ∈w and ui ≠ uj.

Each work cycle of LSWSNs is called a round. There are
two stages in each round, which are divided into sleeping
node stage and working stage.

As shown in the coverage relationship Figure 1, the sen-
sor nodes N1,N2,N3, andN4 are represented by four squares
at the center of the circle. The circle represents the sensing
radius of the sensor node, and the monitored targets M1,
M2, and M3 are represented by three triangles, respectively.
In Figure 1, four sensing nodesN1,N2,N3, andN4 with a cir-
cular sensing radius are monitoring the targets M1, M2, and
M3. The requirement of monitoring is that each target is cov-
ered by at least one sensor node at the same time. That is, in
the lifetime of the sensor network, it is necessary to maintain
the network’s full coverage of all three targets.

Through the above description, we can summarize the
corresponding coverage relationship as follows: N1 ⟶ fM1,
M2g,N2 ⟶ fM2,M3g,N3 ⟶ fM1,M3g,N4 ⟶ fM1,M2,
M3g.

We assume that each sensor can work for 2 rounds. If
we turn on four sensors throughout the working time of
the sensor, the coverage time is 2 rounds. That is, the sen-
sor set turned on in the first round is fN1,N2,N3,N4g,
and the sensor set turned on in the second round is
fN1,N2,N3,N4g too. Since the energy of the four sen-
sors is exhausted after two rounds, the sensors can no
longer work. If we divide the sensor set into different
coverage sets, start only one coverage set in each round
and ensure that each coverage set can complete full
coverage of all three targets at the same time; then,
the LSWSNs’ working life can be extended by duty
cycle. For example, we divide the sensor into a set fN1,
N2g and a set fN3,N4g. Through the coverage relation-
ship, it can be concluded that the set fN1,N2g can
complete the full coverage of all three target sets fM1,
M2,M3g. Similarly, the set fN3,N4g can also cover all
three target sets fM1,M2,M3g. Therefore, if the sensor
fN1,N2g is turned on in the first two rounds as shown
in Figure 2, and the sensor fN3,N4g is turned on after
two rounds as shown in Figure 3, the life of the LSWSNs
can reach four rounds.

However, four rounds are not the limit of the working
time of the LSWSNs. If we allow the same sensor to belong
to different coverage sets, we can further extend the lifetime

of the LSWSNs. For example, turn on the sensor set fN1,
N2g in the first round, turn on the sensor set fN2,N3g in
the second round, and turn on the sensor set fN1,N3g
in the third round. Turning on the sensor set N4 in the
fourth and fifth rounds can extend the lifetime of the
LSWSNs to 5 rounds while maintaining full coverage of
the target.

3.2. Mathematical Model. In the two-dimensional target cov-
erage model, not only must the detection rate be guaranteed,
but also the average distance between the sensor node and the
monitored target must be minimized. This monitoring effect
is the best. Assuming that there are F monitoring targets and

N3 N1

N4

M1

M2M3

N2

Figure 1: Coverage relationship between sensors and targets.

N1

N2

M1

M2

M3

Figure 2: Schematic diagram of the working of sensors N1 and N2.

M1

M2

M3

N3 N4

Figure 3: Schematic diagram of the working of sensors N3 and N4:
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E sensor nodes in the LSWSNs, matrix A represents a cover-
age relationship, the relationship between the sensor nodes in
the monitoring range and the monitored target.

A =

a1,1 a1,2 ⋯ a1,F−1 a1,F

a2,1 a2,2 ⋯ a2,F−1 a2,F

⋮ ⋮ ae,f ⋮ ⋮

aE−1,1 aE−1,2 ⋯ aE−1,F−1 aE−1,F

aE,1 aE,2 ⋯ aE,F−1 aE,F

2
666666664

3
777777775
ae,f ∈ 0, 1f g:

ð3Þ

In matrix A, the monitoring relationship between the eth

sensor node and the f th monitored target is represented by
ae,f . The coverage of the eth sensor node contains the f th

monitored target, and the value is expressed as ae,f = 1. If it
is 0, the opposite is true.

Due to energy limitations, among the E sensor nodes,
round D represents each sensor’s longest lifespan, and the
maximum lifetime of the network is round ED, that is, the
duty cycle order matrix of the sensors can be written as for-
mula (4):

B =

b1,1 b1,2 ⋯ b1,E−1 b1,E

b2,1 b2,2 ⋯ b2,E−1 b2,E

⋮ ⋮ bi,e ⋮ ⋮

bED−1,1 bED−1,2 ⋯ bED−1,E−1 bED−1,E

bED,1 bED,2 ⋯ bED,E−1 bED,E

2
666666664

3
777777775
bi,e ∈ 0, 1f g:

ð4Þ

In the formula, bi,e = 1 means that the eth sensor node is
in the active state in the ith round. Conversely, if the eth sen-
sor is in the sleeping state dormant in the ith round, it will be
expressed as bi,e = 0.

If we multiply the two matrices, it can be obtained that
the monitoring relationship between the eth sensor node
and the f th monitored target in each round.

C =

〠
E

e=1
b1,EaE,1 〠

E

e=1
b1,EaE,2 ⋯ 〠

E

e=1
b1,EaE,F−1 〠

E

e=1
b1,EaE,F

〠
E

e=1
b2,EaE,1 〠

E

e=1
b2,EaE,2 ⋯ 〠

E

e=1
b2,EaE,F−1 〠

E

e=1
b1,EaE,F

⋮ ⋮ 〠
N

e=1
bi,EaE,f ⋮ ⋮

〠
E

e=1
bED−1,EaE,1 〠

E

e=1
bED−1,EaE,2 ⋯ 〠

E

e=1
bED−1,EaE,F−1 〠

E

e=1
bED−1,EaE,F

〠
E

e=1
bED,EaE,1 〠

E

e=1
bED,EaE,2 ⋯ 〠

E

e=1
bED,EaE,F−1 〠

E

e=1
bED,EaE,F

2
66666666666666666666664

3
77777777777777777777775

:

ð5Þ

In matrix C, ∑E
e=1bi,EaE,f > 0 indicates that the f th target

monitored in round i is monitored by at least one sensor.

And ∑E
e=1bi,EaE,f < 0 means that the f th monitored target in

the ith round is not monitored by any sensor. When LSWSN
has completed all coverage in this round, the elements in this
row are all positive numbers. The row number where the first
zero element appears in matrix C is the round number than
LSWSNs cannot complete the full coverage, and the round
number minus one is the lifespan of LSWSN.

For the convenience of representation, we stipulate that
the function rowzero represents the number of rows where
the first zero element appears in the matrix C, and the duty
cycle model of LSWSNs can be expressed as formulas (6)
and (7):

Objective : f Cð Þ = rowzero Cð Þ − 1, ð6Þ

Subject to : 〠
ND

i=1
bi,n ≤D, n = 1⋯N: ð7Þ

4. EASA-Based Duty Cycle for Maximizing the
Lifespan in LSWSNs

To solve the LSWSN target coverage problem, we propose a
heuristic optimization algorithm EASA that combines elite
selection and adaptive strategy. In this way, we can prevent
the best individuals of the current group from being lost in
the next generation, and the fitness value of each person
can also be dynamically changed to improve the convergence
speed. Different from traditional artificial intelligence GA,
our proposed EASA takes SA as the framework and uses
SA and GA to generate a new generation of individuals in
the iterative process. When selecting new individuals, an
adaptive selection strategy is adopted. According to the dif-
ferent fitness values of individuals in the current community,
individuals are adaptively selected. It is ensured that every
individual with low fitness in the community is eliminated,
so that excellent individual genes can be preserved. In the
subsequent steps, the crossover strategy is a multipoint cross-
over of the target individual rather than a single point. In
order to ensure the diversity of individual genes, we have
adopted a mutation strategy. But the mutation rate in this
article is lower than that in the genetic algorithm. The process
of EASA can be described as initializing population, calculat-
ing fitness, adaptive selection, crossover, mutation, tempera-
ture initialization, and termination condition.

4.1. Initializing Community. Unlike other evolutionary
methods, EASA’s solution competes for survival in evolu-
tionary iterations. The EASA does not paper on a single var-
iable but on a community with variables that undergoes an
evolutionary process starting via the initial community.
Additionally, a larger community size, when paired with an
elitist adaptive selection method, allows the algorithm to
reach a good solution more quickly than a smaller commu-
nity size. In EASA, each target is randomly initialized by a
random number generator. Because the random value has
great discreteness, the accuracy of the solution will be lower
if it is used directly. Therefore, EASA developed the best solu-
tion for improvement according to formula (10).
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For the LSWSNs to solve the optimal coverage set selec-
tion problem, the working and sleeping state of the wireless
sensor Ni are represented by the bit string G = ðg1, g2,⋯,gh
,⋯,gHÞ, through formula (1), and the actual space is con-
verted into the corresponding coding space.

gh =
1,Ni was selected as a working node in round h
0, otherwise

(
,

ð8Þ

where gh represents any sensor node.
Assuming a total of 8 sensor nodes are placed in the mon-

itoring area, the length of string G is 8. If the nodes fN1,
N4,N6g are working, this string can be expressed as f1, 0, 0
, 1, 0, 1, 0, 0g.

In order to convert the search for the genotype individual
space into the problem of finding the optimal solution to the
community, we set the sensor community to three dimen-
sions. And all sensors are working within the number of
working rounds. Then, the community code is as follows:

Chrom D, E, NUMð Þ = 1, ð9Þ

where matrix Chrom is the initial community and NUM
is the number of initial communities. D represents the max-
imum number of rounds that the sensor can work, and E is
the number of sensors.

4.2. Calculating Fitness. The fitness of an individual is directly
corresponding to its objective value. In this paper, the objec-
tive value of a solution variable depends on the working life
of sensor network. In this way, the longer the lifespan, the
better the individual is. During each iteration, use formula
(10) to evaluate individuals. The specific operation is as
follows:

First, calculate the fitness value of the individual, then
select the minimum fitness value in the community, and
finally subtract the minimum fitness value from each individ-
ual in the community to obtain a new fitness value. We pro-
pose a three-dimensional community ChromðD, E, NUMÞ.
The fitness value we proposed is to calculate the working life
of the LAWSNs, that is, to calculate the number of positive
numbers in each row of the matrix C in Chapter 3. The initial
fitness value is DE. The existence of zero elements in matrix
C means that the sensor network cannot complete the com-
plete coverage in this round, so the applicability of formula
(10) is modified. To increase the fitness value, we add an
adaptive factor. This method can also optimize the group
coverage problem. The adaptive selection formula is shown
in formula (11).

Fitness Wnð Þ = fitness Wnð Þ − 1, ð10Þ

whereWn represents any network entity and nϵ½1, NUM�
.

Fitness Wnð Þ = fitness Wnð Þ −min fitnessð Þ: ð11Þ

4.3. Adaptive Selection. Selection is a genetic operation, which
is to select an individual from the current community and
place it in the next generation’s community. Individuals with
low fitness values are generally discarded.

In result, the probability of premature convergence
decreases relatively and the preservation of individual is
improved. In this respect, it is important to note that not all
individuals are chosen. The way to be selected is as in formu-
las (12), (13), and (14).

p Wnð Þ = fitness Wð Þ
∑NUM

n=1 f itness Wnð Þ
n = 1, 2,⋯, NUM, ð12Þ

P nð Þ = P n − 1ð Þ + p Wnð Þn = 1, 2,⋯, NUM, ð13Þ
P Wn−1ð Þ < rand < P Wnð Þn = 1, 2,⋯, NUM: ð14Þ
Wn represents any network entity, fitnessðWnÞ is the fit-

ness value of the Wth
n sensor network, pðWnÞ represents the

probability of the sensor network Wn being selected, and
rand is a random number between 0 and 1.

Repeat the above steps until the iteration is complete. The
new community generated is composed of members of the
current self or the parent community. In this way, the com-
munity is constantly updated. After multiple iterations, the
elimination of low fitness values can be achieved in the sim-
ulation, and the high retention can be achieved.

4.4. Crossover. After finishing the operation of selecting indi-
viduals from the current iteration community, the next step
is to perform crossover and selection operations to generate
the second iteration community. In the crossover operation,
the children copy the parent’s gene, and the point where
the parent chromosome crosses is randomly generated. Each
of these couples will have two children. The crossover opera-
tion is not static; there is one point, two points, and uniform
crossover. In EASA, the multipoint crossover based on the
target value is used to modify, and the expression is defined
as formulas (15) and (16).

We set the parent matrix representing the individual as
X1 and X2, and the child matrixes are X1′ and X2′. Assume that
the number of sensors in each LSWSNs is 3, and the number
of sensors working rounds is 4. Randomly generate a number
U between 1 and 4 and cross all the numbers from 1 to U in
matrix X1 with the numbers from 1 to U in matrix X2. After
crossover, child matrices X1′ and X2′ are generated.

X1 =
1 1 11
1 1 1 1
1 1 1 1

2
664

3
775X2 =

0 0 0 0
0 0 0 0
0 0 0 0

2
664

3
775: ð15Þ

After crossover,

X1′ =
1 1 0 1
1 1 0 1
1 1 0 1

2
664

3
775X2′ =

0 0 1 0
0 0 1 0
0 0 1 0

2
664

3
775: ð16Þ
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4.5. Mutation. Sporadically, in biological systems, there will
be unavoidable errors in copying random information, and
mutations will occur. This kind of mutation puts it in the
mutation operation. Therefore, the mutation operation is to
randomly select an individual and randomly select the posi-
tion of this individual to mutate. Mutation operation is to
randomly select individuals in the community and then
invert the values of some of its columns or mutate a certain
gene of the individual to perform mutation operations. The
mutation in this paper is to change the value of some bits
of an individual from 1 to 0 or from 0 to 1. It is worth noting
that the probability of mutation is very small.

4.6. Annealing Operator. The physical annealing process con-
sists of the following three parts: heating process, isothermal
process, and cooling process. The SA realizes a large-scale
coarse search and a local fine search by controlling the initial
value T0 of the annealing temperature and its attenuation
change process. Generally speaking, only a large enough T0
can meet the algorithm requirements. Because when the
problem scale is large, too small T0 often makes it difficult
for the algorithm to escape the local trap and fail to reach
the global optimum. But in order to reduce the amount of

Table 1: Parameters of the GA.

Iteration
numbers

Community
size

Crossover
probability

Mutation
probability

GA 100 50 0.9 0.05

Table 2: Parameters of the PSO.

Iteration
numbers

Community
size

The
maximum
velocity

The cognitive and
social parameters

PSO 100 50 4 2

Table 3: Parameters of the EASA.

Iteration
numbers

Community
size

The initial
temperature

Attenuation
coefficient

EASA 100 50 200 0.9

Begin

Initialize the algorithm
parameters and the community

Caculate the community
fitness, and perform

selection, crossoer, mutation
operation

Randomly generate new
solutions

The new solution is greater?

Accept the new solution

The temperature is up to
standard?

Current optimal solution

Gen = gen+1

Gen reached the maximum
iterations?

Output solution

End

It meets metropolis
guidelines?

Annealing
operation

No

No

No

No

Yes

Yes

Yes

Yes

Figure 4: Steps of EASA.
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calculation, T0 should not be too large. Set the number of
cycles at the same temperature as count.

The steps of the annealing operator are as follows:

(1) Set the fitness value of the current population as the
initial optimal solution

(2) Set the number of cycles count at the same tempera-
ture to 0

(3) Perturb the population that currently generates the
optimal solution, generate a new solution, and calcu-
late a new fitness value Uu. According to formula
(17), if the difference between the new solution Uu
and the old solution Uu−1 is greater than 0, the new

solution is accepted. Otherwise, the acceptance prob-
ability q of a new solution is generated. Then, com-
pare q with the random number rand, and if q is
greater than the random number, accept it; other-
wise, do not accept it

q =
exp − Um −Um−1ð Þ

Tk

� �
, if Um <Um−1,

1 if Um ≥Um−1:

8><
>:

ð17Þ

(4) If the cycle number is less than count, then add 1 and
return to step (3). Otherwise, execute formula (17).
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Figure 5: The lifespan of the three algorithms. (a) 80 sensors; (b) 90 sensors; (c) 100 sensors; (d) 110 sensors.
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α is the attenuation coefficient. T is the current
temperature

T = αT: ð18Þ

4.7. Termination Condition. Termination is the criterion by
which EASA decides whether to continue the iteration or
stop. In the process of repeating the iterative loop, until the
solution of the predetermined number of iterations is
reached. When the target value reaches a certain threshold,
EASA will terminate according to the number of iterations.
After the maximum number of iterations, the process is ter-
minated, and the individual with the highest fitness in the
community is the final solution.

4.8. Steps of the Algorithm. First, initialize the algorithm
parameters and the community. Then, calculate the initial
community fitness value and perform adaptive selection,
crossover, and mutation. Next, an annealing operation is per-
formed to determine the size of the new value and the old
value in turn. Finally, determine whether the termination

condition is reached. The specific details of the EASA process
are shown in Figure 4.

5. Simulation and Results

The EASA method we proposed to solve the sensor duty
cycle problem will carry out a series of experiments and com-
pare EASA with GA and PSO to prove its effectiveness. The
comparison of algorithms is carried out under different num-
ber of sensors. In addition, all test cases are completed on a
computer equipped with matlab2018a, and the applicability
used in the algorithm is calculated according to formula (10).

In order to be able to compare these three algorithms
under the same experimental conditions, we uniformly
define the parameters commonly used in the sensor duty
cycle problem in LSWSNs. The number of iterations is set
to 100 generations, and the population size is 40. The surveil-
lance area of LSWSNs is set as a square area with a side length
of 200, and the coordinates of the sensor and target node are
randomly generated in this area.

The comparison between the three algorithms uses the
same number of iterations of 50 and community size of 50.
And the coordinate parameters of the sensor nodes are the
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Figure 6: The number of iterations required for the three algorithms to reach 4 different network lifetimes, respectively. (a) The number of
sensors is 80, and the solutions of the three algorithms reach 60; (b) the number of sensors is 90, and the solutions of the three algorithms
reach 73; (c) the number of sensors is 100, and the solutions of the three algorithms reach 80; (d) the number of sensors is 110, and the
solutions of the three algorithms reach 80.
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same, and each individual has the same number of genes. The
specific parameters of GA, PSO, and EASA are in Tables 1–3.

The key to affecting the behavior and performance in GA
is the probability of crossover and mutation. The greater the
crossover probability, the faster the iteration speed of the new
individual. And too much crossover probability will increase
the risk of genetic model being destroyed. If the mutation
probability is too small, too few new individuals will be pro-
duced. Therefore, in this simulation calculation, the cross-
over probability is set to 0:9, and the mutation probability
is 0:05.

In PSO, the maximum speed determines the maximum
moving distance of the particles in a cycle, which is set to 4.
Both cognitive and social parameters are set to 2, namely,
c1 = c2.

In EASA, the area where the global maximum fitness
value is located can only be found in the initial large-scale
search stage, and the search range can be gradually reduced.
Therefore, only a sufficiently large initial temperature can
meet the algorithm requirements, so the initial temperature
is set to 200. The settings of crossover probability are 0.9.
And mutation probability is 0.03. The attenuation coefficient
determines the cooling process. If the attenuation coefficient
is too large, it will slow down the temperature attenuation
process, resulting in an increase in the number of iterations
of the algorithm, so it should not be too large, and set it to 0.9.

Figure 5 shows the convergence speed and lifespan
change of the three algorithms of EASA, GA, and PSO under
different sensor numbers. It can be seen that EASA has a
longer network life than GA and PSO. It is because when
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Figure 7: The lifespan of the three algorithms. (a) 40 sensors; (b) 50 sensors; (c) 60 sensors; (d) 70 sensors.
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selecting a new generation of individuals, EASA adopts an
adaptive selection strategy. This will eliminate individuals
with low fitness in each community and ensure the ability
of the new community to find the best. And the mutation
strategy of EASA increases the diversity of individuals in
the community and prevents EASA from falling into local
extremes. Although GA also uses a mutation strategy, the
probability of mutation is lower than that of GA, which
reduces the risk of model damage. In Figure 5(a), the GA
and PSO solutions were not very different at the beginning
and the sensor number is 80. Gradually, the 10th generation
opened the gap. At the same time, EASA’s solution has
always been higher than the other two algorithms. When
EASA converges, the final LSWSNs’ lifetime is 76.65. The
LSWSNs’ lifetimes of the other two algorithms, GA and
PSO, are 69.13 and 60, respectively.

In Figure 5(b), as the number of sensors is 90, the growth
trends of the three solutions are roughly the same. Ulti-
mately, the maximum lifespan of EASA is 81.35, GA is
76.85, and PSO is 73.38. In Figures 5(c) and 5(d), when the
sensor number is 100 and 110, there are changes compared
with the previous two simulation results. In Figure 5(c), at
the beginning, the growth rate of GA is greater than that of
EASA and PSO, until the situation changes when the number
of iterations reaches 30. EASA’s solutions continue to grow,
while GA tends to be smooth, gradually converging to
83.85. Finally, EASA is 88.97, and PSO is 80. In Figure 5(d),
under the condition that the sensor is 110, PSO’s solutions
are relatively flat, as well as EASA and GA continued to grow
until EASA’s solution is 91.97 and GA is 87.87. And PSO is
80.78.

Figure 6 is made to better show the convergence speed of
the three algorithms. In Figure 6(a), we take the LSWSNs’
lifetime as 60 and the number of sensors as 80. The solutions
of the three algorithms are, respectively, 30, 48, and 60 itera-
tions. The trend of the histograms in Figures 6(b) and 6(a) is
the same, but the condition in Figure 6(b) is that the number
of sensors is 90, and the common lifespan is 73. The iteration
time required for the three solutions is 22, 32, and 60 in
order. Figure 6(c) shows that when the number of sensors
is 90, the number of iterations required for the three algo-
rithms to reach a lifetime of 73 together is 32, 32, and 47.
In Figure 6(d), as the sensor number is 110, and the lifespan
is 80, EASA, GA, and PSO require 32 iterations, 38 iterations,
and 37 iterations in turn.

Figures 7(a)–7(d) show the trend of the three algorithms
more clearly in the form of line charts. Specifically, in
Figure 7(a), it is shown that when the number of sensors is
40, the convergence speed of EASA is faster than the other
two solutions, and EASA maintains a higher lifespan in the
iterative process. From the beginning of the iterative process,
the lifetime value of EASA is higher than GA and PSO, and
EASA keeps a higher value until the algorithm convergence
is reached. In Figure 7(a), the difference between PSO and
GA is not very obvious, and their optimal solutions are
47.14 and 45.56, respectively. On the contrary, the lifespan
of EASA can reach 53.14.

In Figure 7(b), although the solutions of EASA and PSO
converge at the same time, the network lifetime of EASA is

significantly higher than that of PSO. As the number of iter-
ations increases, EASA’s solution has been higher than the
other two algorithms until all three algorithms converge.
Before the 41st generation, the solution of PSO is higher than
that of GA, but PSO tends to converge to 55.78, and GA con-
tinues to increase until the lifespan is 59.78. Finally, the max-
imum lifespan reached by EASA is 64.45.

Other than that, there is little difference between the
trends in Figures 7(c) and 7(d). EASA’s solutions are all the
highest, but the iteration in which the three solutions tend
to converge is different. In Figure 7(c), the maximum life-
times of EASA, GA, and PSO are 68.97, 60.85, and 55.34,
respectively. Similarly, in Figure 5(d), the values of the three
solutions are 73.77, 67.99, and 60.00.

In order to better illustrate the advantages of EASA, in
Table 4, EASA is compared with GA and PSO, and the per-
centage increase in network lifespan is shown.

Table 4 shows that when the number of sensors is 40, 50,
60, and 70, EASA has a higher lifetime percentage than GA
and PSO. It can be seen that EASA can be up to 16.55%
higher than GA and 24.63% higher than PSO.

6. Conclusions

In this paper, we propose an elite adaptive simulated algo-
rithm (EASA) to settle the target coverage problem in
LSWSNs. We first formulate our aim function as formula
(10) to maximize the working life of sensor network under
multiple constraints. To demonstrate the advantages of
EASA, the target coverage problem was simulated. And we
used GA and PSO for performance comparison. Simulation
experiments show that our proposed EASA solution has a
longer lifespan of LSWSNs than GA and PSO, and its com-
plexity is lower than previous methods.
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Industrial wireless sensor networks (IWSNs) are usually fixedly deployed in industrial environments, and various sensor nodes
cooperate with each other to complete industrial production tasks. The efficient work of each sensor node of IWSNs will
improve the efficiency of the entire network. Automated robots need to perform timely inspection and maintenance of IWSNs
in an industrial environment. Excessive inspection distance will increase inspection costs and increase energy consumption.
Therefore, shortening the inspection distance can reduce production energy consumption, which is very important for the
efficient operation of the entire system. However, the optimal detection path planning of IWSNs is an N-P problem, which can
usually only be solved by heuristic mathematical methods. This paper proposes a new adaptive immune ant colony optimization
(AIACO) for optimizing automated inspection path planning. Moreover, novel adaptive operator and immune operator are
designed to prevent the algorithm from falling into the local optimum and increase the optimization ability. In order to verify
the performance of the algorithm, the algorithm is compared with genetic algorithm (GA) and immune clone algorithm (ICA).
The simulation results show that the inspection distance of IWSNs using AIACO is lower than that of GA and ICA. In addition,
the convergence speed of AIACO is faster than that of GA and ICA. Therefore, the AIACO proposed in this paper can
effectively reduce the inspection energy consumption of the entire IWSN system.

1. Introduction

Intelligent manufacturing has emerged with the rapid devel-
opment of information technology. IWSNs are one of the key
technologies of intelligent manufacturing, and they are a
combination of IWSNs and the Internet of Things [1–3].
Compared with traditional wired industrial sensor networks,
it has the characteristics of fast deployment, high flexibility,
and self-organization. It has broad application prospects in
intelligent dispatching, industrial monitoring, and other
fields. However, the battery-powered sensor node limits the
overall performance of IWSNs [4–7]. Therefore, the inspec-
tion of IWSNs can effectively ensure the healthy operation
of the system. Due to the large scale of IWSNs, the cost of

an entire network inspection is very high. Therefore, plan-
ning an optimal inspection path is an effective way to reduce
inspection costs [8–10].

At this stage, there are many path planning algorithms
that can be used for automated robot inspections of IWSNs,
such as rapidly exploring random tree (RRT) algorithm,
Dijkstra algorithm, A∗ algorithm, GA, and ICA [11–15].
These algorithms can find a relatively good path, but they
also have various disadvantages. Dijkstra is not suitable for
optimizing combinatorial optimization problems. The RRT
algorithm performs random point connection search, and it
is difficult to find the optimal path. Although A∗ has added
heuristic ideas, there is a problem that the optimal path can-
not be guaranteed. Compared with the first three algorithms,
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GA and ICA have improved, but due to the slow convergence
speed, it is easy to fall into the local optimum, and the
algorithm performance is not very good.

Regarding the problems of the above algorithms, this
article designs a new AIACO to overcome the above short-
comings. Aiming at the problem of minimizing the inspec-
tion overhead faced by IWSNs, applying path planning
optimization technology to IWSNs can effectively reduce
the overall inspection overhead of the network. AIACO’s
inspection path optimization can provide a low-cost, high-
efficiency letter inspection method for IWSNs. The simula-
tion proves AIACO’s ability to optimize the inspection path
of IWSNs.

The main contributions are as follows:

(1) First, this paper proposes an adaptive immune ant
colony optimization (AIACO) to solve the optimiza-
tion problem of automated inspection path planning,
design a path planning model for IWSNs, and design
a new fitness function to evaluate the performance of
the algorithm

(2) Secondly, new adaptive operator and immune opera-
tor are designed in this paper to enhance the
optimization ability of the algorithm. AIACO, which
combines adaptive operators and immune operators,
has better performance, enhances global search capa-
bilities, and avoids falling into local optimum

(3) Finally, we compare the simulation results of AIACO
with GA and ICA in the inspection path planning of
IWSNs to prove the superior performance of AIACO
in path planning and optimization and give detailed
data and demonstrations. More importantly, it also
provides a new method for the research field of auto-
mated inspection path planning

The remaining structure of the paper is shown below.
Section 2 introduces related research on the optimization of
inspection path planning in the field of IWSNs. Section 3
shows the path planning model. Section 4 proposes an adap-
tive immune ant colony optimization to solve the inspection
path planning problem in IWSNs. Section 5 demonstrates
the effectiveness of AIACO in solving the task assignment
problem through simulation experiments and discusses it.
Section 6 is the conclusion part.

2. Related Work

In recent years, the research on the optimization of inspec-
tion path planning of IWSNs has attracted a large number
of scholars [16, 17]. In IWSNs, an effective inspection pro-
gram can obtain lower inspection time and lower cost and
improve industrial production efficiency [18, 19]. There are
also many optimization algorithms for path planning, which
are basically divided into heuristic algorithms and nonheur-
istic algorithms.

The paper [20] proposed a weighted pigeon swarm algo-
rithm for UAV trajectory planning in a complex environ-
ment and introduced weight coefficients to calculate the

speed and position of individuals in the population to
improve the quality and efficiency of route planning. How-
ever, this algorithm has the problems of being easy to fall into
local optimum, slow and unstable convergence speed.

In [21], the authors aimed at the rapid planning of the
optimal trajectory of the intelligent aircraft, considering the
error constraints and the correction probability constraints,
constructing the trajectory planning model of the intelligent
aircraft under multiple constraints, and proposed a global
search algorithm based on Dijkstra to solve the model. The
algorithm proposed by the author improves the basic
Dijkstra algorithm by calculating the residual error and con-
strained flight distance, so that it has better adaptability when
solving the trajectory planning problem under multiple
constraints. However, Dijkstra is not suitable for solving path
planning problems.

In [22], the authors aimed at the problem of low node uti-
lization and large calculation amount in the traditional RRT
algorithm. Based on the fast RRT algorithm, they optimized
the strategy of reselecting the parent node and pruning range,
improved the sampling method, and introduced adaptive
Step size; the fast RRT algorithm is improved, making the
algorithm time-consuming and path length shorter. At the
same time, the node connection screening strategy is added
to eliminate the excessive turning angle in the path, and a
path can be searched in a high-dimensional environment.
However, the fast RRT algorithm still has a large amount of
calculation and slow convergence speed, and it is difficult to
find the optimal path.

In [23], the authors proposed an improved A∗ algorithm.
The improved algorithm extends the traditional 8-
neighborhood search to 24 neighborhoods and uses guidance
vectors to optimize the number of neighborhoods, eliminate
redundant nodes, improve search efficiency, and optimize
smooth paths. However, this algorithm has low search free-
dom, and the planned path length is still very long.

In [24], the authors proposed a mobile robotic arm pick-
ing path optimization method based on an improved GA.
Through the analysis of the position of the picked items,
the mobile robotic arm sorting path model and multistation
at a single station are established. Point’s traveling salesman
(TSP) problem model, using an improved GA to optimize
the position coordinates of each station point in the work-
space, and plan the shortest path captured by the mobile
robot arm and the shortest movement between multistation
point path. However, this algorithm still has the problems
of premature and slow convergence.

In [25], the author simulated the optimization path plan-
ning problem of the biological immune process and estab-
lished the mathematical model of the ICA. Using the
random process theory, the convergence of theMarkov chain
of the population sequence formed by the ICA is proved. The
author verifies that the algorithm’s ability to maintain diver-
sity is stronger than general genetic algorithms in searching
for local and global solutions. However, this algorithm is easy
to fall into the local optimum, and there is a problem of insuf-
ficient convergence accuracy.

Aiming at the shortcomings in the above literature, we
propose a new solution to solve the problem of IWSN
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inspection path planning optimization, improve the overall
inspection speed of the IWSN system, increase the automa-
tion efficiency, reduce the cost of industrial production, and
improve the industrial production effectiveness.

3. System Model

In a complex IWSN environment, regarding the network
control range and path planning constraints, in order to min-
imize the inspection path, a mathematical model is designed
based on two-dimensional coordinates. This model can real-
ize automatic inspection of sensor nodes in an industrial
environment, so that the path of inspection of IWSNs is the
shortest. This model can be simply abstracted into an undi-
rected complete graph GðV , EÞ. V represents a node set com-
posed of N sensor nodes, and E represents a set of distances
between every two nodes. Assume that N industrial sensor
nodes have been installed in the industrial detection environ-
ment, represented by integer codes ð1, 2,⋯,N − 1,NÞ, and
the two-dimensional coordinates of each sensor node are
known. The distance between node i and node j is di,j, which
can be calculated by formula (1), where ix and jx represent
the abscissa of nodes i and j, respectively, and iy and jy repre-
sent the ordinate of nodes i and j, respectively. The ultimate
goal of this paper is to find the shortest inspection path to
reduce inspection overhead.

di,j =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ix − jxð Þ2 + iy − jy

� �2
r

i, j = 1, 2,⋯,Nð Þ: ð1Þ

Suppose Sn is a set of randomly generated solutions for
the inspection path planning, and s represents one of the
arbitrary N sensor node sets. The robot inspection starts
from s1, inspects to sN , and then returns to s1. A group of
inspection paths is represented by formula (2). The distance
between every two nodes of the inspection path is repre-
sented by dsn ,sn+1 . The total inspection path length is repre-
sented by dsum, which can be calculated by formula (3).
∑N

n=1dsn ,sn+1 represents the distance from s1 through all nodes
to sN ; dsN ,s1 represents the distance from sN to s1.

S = s1s2 ⋯ sn ⋯ sN−1sN½ � sn ∈ 1,N½ �ð Þ, ð2Þ

dsum = dsN ,s1 + 〠
N

n=1
dsn ,sn+1 : ð3Þ

In order to explain the model more clearly, suppose there
are 8 industrial sensor nodes in total, and a random inspec-
tion path is planned. This path is expressed in formula (4).
The distance between two of the 8 nodes can be calculated
sequentially in vector order, and the total path length can
be calculated according to formula (3).

S = 6 2 4 3 1 5 8 7½ �: ð4Þ

The inspection path planning of IWSNs must not only
meet the actual production requirements but also reduce

the inspection cost of the entire IWSNs. The shorter the path,
the higher the inspection efficiency of the system. The inspec-
tion path refers to the trajectory that the robot traverses in
one-time inspection of each sensor node in the system. Espe-
cially in large-scale IWSNs, the difficulty of inspection
increases exponentially as the number of nodes increases.
Therefore, an excellent inspection path planning program
can achieve lower network inspection costs and higher net-
work operation efficiency.

4. AIACO for Reducing Energy Consumption of
Automatic Inspection Path
Planning in IWSNs

Aiming at the problem of inspection path planning in
IWSNs, a new optimization algorithm of AIACO is pro-
posed. In the proposed AIACO strategy, new adaptive
operators and immune operators are designed. Operators
can enable AIACO to plan the shortest inspection path and
find the best solution.

Basic ant colony optimization often has insufficient con-
vergence accuracy and is easy to fall into local optimum.
Therefore, this article proposes an innovative adaptive strat-
egy in AIACO. In the pheromone update stage, the phero-
mone update can be adjusted in time according to the
operation of the algorithm, thereby increasing the global
search capability of the entire AIACO. A new clonal immune
strategy is designed to accelerate the algorithm convergence.
In the ant-cycle model, after evaluating the fitness of each ant
in the ant colony, a clone immune method is adopted to
clone the elite ants and form a new colony according to the
immune mechanism. Therefore, the two new strategies can
improve AIACO’s ability to solve the inspection path
planning problem in IWSNs.

The execution steps of AIACO are shown in Figure 1.
Use the following detailed steps to illustrate the algorithm

flow chart shown in Figure 1.

Step 1. Design coding rules. Use integer encoding.

Step 2. Initialize the ant colony. Construct an ant colony that
meets the path planning model conditions. The ant colony
can be abstracted as an integer matrix. SetM ants and N sen-
sor nodes. The matrix can be expressed as matfMNg.

Step 3. Cycle each ant. Generate a set of ant colony solutions.

Step 4.Adjust the volatilization factor. Use an adaptive mech-
anism to change the exponential factor.

Step 5. Update pheromone. Use dynamically changing vola-
tilization factor to update.

Step 6. Calculate the fitness of the ants. According to the fit-
ness of each individual to evaluate the quality of the program.

Step 7. Clone the elite ants. Clone the most adaptable ants
and use immunity to regenerate a new colony. Repeat Step 6.
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Step 8. Repeat Steps 3, 4, 5, 6, and 7. Stop when the upper
limit of iteration is met.

Step 9. Output the shortest inspection path.

In Algorithm 1, we show the entire IACGA algorithm
flow in pseudo code.

This article discusses in detail the process of the proposed
AIACO to solve the inspection path planning problem in
IWSNs in the following sections. Respectively, explain from
the aspects of initialization, calculation of fitness, path selec-
tion, new operators, and update pheromone.

4.1. Coding Scheme. One of the first steps to use AIACO to
solve IWSN inspection path planning is to design the coding
scheme according to the system model. The problem of the

inspection path of the wireless sensor network is that the
automated robot starts from a sensor node randomly,
inspects all nodes, and cannot check repeatedly. Finally,
return to the starting point. The ultimate goal of solving
the problem is to make the path of the robot the shortest,
that is, to minimize the inspection cost. The coding scheme
will directly affect the efficiency of the algorithm. This arti-
cle uses integer coding to improve the performance of the
program. The coding design is to use multiple ants of the
ant colony to search for paths in parallel and use the intel-
ligence of the group to plan the shortest path. Each path
traversed by an ant represents a solution, and SðM,NÞ repre-
sents a set of inspection path plans generated by the ant
colony. A single ant is represented by m, and the number
of ant colonies is represented by M. N represents all sensor
nodes of IWSNs. sm,n represents the sensor node selected by

Does not change
the volatile factor

⁎Adaptive strategy update pheromone Randomly place the ant in the population
on the IWSNs node

Initialize AIACO and IWSNs

Set the pheromone on the path to constant

Is the pheromone
concentration out of bounds?

Number of loop iterations
N

Change pheromone
volatilization factor
based on adaptive

strategy

Let ants start searching
freely

Select next node N

N
N

Y

⁎Update ant colony pheromone Have all nodes been inspected?

Have all the ants been cycled?

⁎Carry out immune mutation
Are the termination

conditions met?

Output shortest path

Y

Y

Y

⁎Find the elite ants through fitness
evaluation and sorting

⁎Find the shortest path through fitness
evaluation

Adaptive strategy

Immune strategy

Figure 1: The flow chart of AIACO.
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the mth ant in the nth step. The coding scheme is expressed
in formula (5).

S M,Nð Þ =

s1,1 s1,2 ⋯ s1,N−1 s1,N

s2,1 s2,2 ⋯ s2,N−1 s2,N

⋯ ⋯ sm,n ⋯ ⋯

sM−1,1 sM−1,2 ⋯ sM−1,N−1 sM−1,N

sM,1 sM,2 ⋯ sM,N−1 sM,N

2
66666666664

3
77777777775

� sm,n ∈ 1,N½ �,m ∈ 1,M½ �, n ∈ 1,N½ �ð Þ:

ð5Þ

Regarding the intuitive representation of the coding
scheme, and set M to 3 and N to 8. The ant colony scheme
is represented by formula (6). The three ants represent
three different inspection schemes.

S 3,8ð Þ =
2 5 4 7 6 1 8 3
4 2 3 8 1 5 6 7
7 1 6 8 3 5 2 4

2
664

3
775: ð6Þ

4.2. Initial Ant Colony. The ant colony is initialized and
coded according to the model of inspection path planning.
Coding mainly solves the abstract connection problem
between inspection planning and AIACO and uses mathe-
matics and computer programs to solve it. Ant colony ini-
tialization is the first encoding when the pheromone is the
initial value. We assume that the first search is not affected
by pheromone differences, and the free search method can
be used to better simulate the natural ant colony looking
for food. Therefore, the path planning scheme is generated

for M ants. The initial ant colony scheme can be simply
described as S = fS1, S2,⋯,SMg. The path of the mth ant
can be expressed as Sm = fsm,1, sm,2,⋯,sm,Ng. For example,
the specific codes of 3 ants and 8 nodes are reflected in
formula (5).

Combined with the data of formula (5), Figure 2 shows
the initialization scene. The 8 sensor nodes are initialized as
a wireless sensor network. The three ants were randomly
placed at the sensor nodes 2, 4, and 7 during initialization,
began to plan their respective inspection paths, and finally
completed the inspection task. Evaluate the quality of the
inspection route plan by calculating the path length.

4.3. Fitness Evaluation. The fitness function is the criterion
for evaluating the quality of the inspection path. The fitness
function designed in this paper is designed to evaluate the
shortest path found by the ant colony. The fitness function
basically determines the direction of AIACO’s program oper-
ation. The shorter the inspection path, the greater the proba-
bility of being selected by the ants. Each ant in the ant colony
has its own evaluation value. AIACO embodies the search
process of natural ants, through the search path, and then
leave pheromone on the path. In this article, the evaluation
of ants is based on the length of the inspection path. The goal

AIACO for Automatic Inspection Path Planning Optimization in IWSNs
Input: generations, M, N.
Output: The shortest inspection path s.
Begin

Initialize IWSNs.
Initialize the ant colony and place ants randomly;
g=1;
Whileg ≤ generations
Form =1: M

Forn =1: N
Start inspection path;

End
End
Adjust the volatilization factor;
Update pheromone;
Calculate the length of the inspection path.
Clone elite ants;
Immune operation;

g=g+1;
End While
Output the shortest inspection path;

End

Algorithm 1: AIACO algorithm program.

2

8

5

3

7

641

Figure 2: Initialization diagram of 8 sensor nodes and 3 ants.
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of the research is to minimize the inspection path of IWSNs.
The evaluation value of the inspection path can be calculated
by formula (3).

4.4. Select Path. When the ants in an ant colony start to
search for a path, the visibility and pheromone content on
the path are important factors. These two factors determine
the ant’s choice to go to the next sensor node. In formula
(7), τ is the sum of pheromone on the path between two sen-
sor nodes. u represents the visibility between the two sensor
nodes. In addition, the inspection rules of the ants in this arti-
cle are as follows: each ant randomly selects a node and
searches from the current node until it has traversed all the
nodes and returned to the node where it started. During this
search, the ants will leave pheromone on the path they pass.
In the algorithm initialization, set the pheromone content
in the path to a constant. PijðmÞ represents the probability
that ant m chooses from node i to the next node j. Λ repre-
sents the remaining node set. α and β are the pheromone
index constant and the visibility index constant, respectively.
In formula (7), the roulette method is used to determine the
direction of the ant to the next node.

Pi,j mð Þ = ταi,j mð Þuβi,j mð Þ
∑j∈Λτ

α
i,j mð Þuβi,j mð Þ

i, j ∈ 1,N½ �,Λ ⊆ 1,N½ �,m ∈ 1,M½ �ð Þ:

ð7Þ

4.5. Pheromone Update. Pheromone update is an important
step for AIACO to solve the problem of inspection path plan-
ning. When looking for the best path, the path needs to be
selected by calculating pheromone. When ants visit each sen-
sor node, they release pheromone on the path from node i to
node j. As the algorithm runs, the entire ant colony will have
an impact on the entire sensor network path. During the
period, the pheromone content will also volatilize part of
the evolution process. In AIACO, after each ant completes
an inspection, the pheromone on the path it passes will be
updated. The modification method is determined by formu-
las (8), (9), and (10).

τi,j g, g + 1ð Þ = ρ ⋅ τi,j gð Þ + Δτi,j g, g + 1ð Þ, ð8Þ

Δτi,j g, g + 1ð Þ = 〠
M

m=1
Δτmi,j g, g + 1ð Þ, ð9Þ

τmi,j =
Q
di,j

, ð10Þ

where g represents the number of iterations of the loop and ρ
represents the volatilization factor of the pheromone. τi,jðg,
g + 1Þ represents the updated pheromone result after the
end of the gth generation. Δτi,j represents the pheromone
change produced byM ants after the search is over. Δτmi,j rep-
resents the pheromone result updated by the mth ant. How-
ever, the result of pheromone update on each path is
determined by the pheromone constant Q and the path dis-

tance dij. The longer the path length, the smaller the release
of pheromone.

4.6. Adaptive Strategy. In the case of large-scale nodes, the
traditional ant colony optimization gradually becomes the
choice of ants with the accumulation of pheromone, but this
path may not be the shortest path. Moreover, the traditional
ant colony optimization is often easy to fall into the local
optimum. There are two problems with the fixed setting of
the volatilization factor. If the setting is too large, the phero-
mone content will be less after the cycle of the g generation,
and it will not be able to be truly fed back to the subsequent
ants to choose. If the setting is too small, there will be a large
accumulation of pheromone, and the pheromone difference
on the path will become larger, leading to premature
algorithm.

The purpose of the new adaptive strategy designed in this
paper is to prevent premature programs and increase the
search space of the ant colony. In the inspection process,
the adaptive strategy judges whether to adjust the pheromone
volatilization factor according to the concentration of the
pheromone in the current network, which affects the path
selection probability of the ants, thereby guiding AIACO to
a better solution. Therefore, the adaptive mechanism of the
proposed algorithm can show better performance when the
problem is more complicated. The adaptive update method
is determined by formulas (11) and (12).

τi,j g, g + 1ð Þ = ρ1+φ θð Þ ⋅ τi,j gð Þ + Δτi,j g, g + 1ð Þ τ > τmax,

τi,j g, g + 1ð Þ = ρ1−φ θð Þ ⋅ τi,j gð Þ + Δτi,j g, g + 1ð Þ τ < τmin,

8<
:

ð11Þ

φ θð Þ = θ

c
, ð12Þ

where c represents a constant and φðθÞ is directly propor-
tional to the convergence factor θ and inversely proportional
to c. An increase in the number of convergences of θ will
result in an increase in φðθÞ. τmax represents the upper limit
of the pheromone concentration, and τmin represents the
lower limit of the pheromone concentration. With the oper-
ation of the algorithm, AIACO adaptively adjusts the phero-
mone concentration so that the ant inspection path will not
be concentrated quickly. Therefore, AIACO avoids local
optima and enhances global search capabilities.

4.7. Immune Strategy. In AIACO, improving the convergence
speed of the algorithm is an important task. This paper
designs a clonal immune strategy for the stage of population
change. When the immune system solves the problem of
IWSN inspection path planning, it uses the immune advan-
tage in immunology to respond to antigen stimulation in a
timely manner, thereby changing antibodies. The clonal
immune strategy better simulates the clone process of the
ant colony immune system. The clonal immune strategy
can greatly improve the optimization speed of inspection
path planning. Immunization can increase the diversity of
ant colony programs. After the ant colony search is over,
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the existing ant colony codes are used to find a number of
elite ants by evaluating the fitness ranking of the ant col-
ony. These elites are randomly cloned to form a new
population for immune mutation operation. Mutation
may lead to new schemes, and there is a chance to produce
more adaptable ants, which accelerates the algorithm
convergence.

5. Simulation and Discussion

5.1. Experimental Setup. This section will verify the perfor-
mance of AIACO, ICA, and GA in IWSN inspection path
planning through simulation. The experimental hardware
equipment is Intel(R) Core (TM) i5 @2.40GHz CPU DELL
computer. The simulation software is MATLAB R2018a.
The operating system is Windows 10 version 1909. The
experimental termination conditions of the three algorithms
are all 100 generations, and the two-dimensional coordinate
area is 100 × 100m2.

In order to compare the problem-solving capabilities of
AIACO with ICA and GA, we set the population size of
AIACO, ICA, and GA to 100. In AIACO, set pheromone vol-
atilization factor to 0.95, information heuristic factor to 1,
and pheromone weight is 2.5. In ICA, we set the antibody
recombination probability to 0.75, the antibody mutation
probability to 0.55, and the percentage of clone elites to
10%. In GA, we set the crossover probability to 0.69 and
the mutation probability to 0.04. The main experimental
parameters of the three algorithms of AIACO, ICA, and
GA are listed in Tables 1–3.

5.2. Discussion of Experimental Results. Figures 3(a)–3(d)
show the inspection path optimization results of AIACO,
ICA, and GA under the experimental conditions of four dif-
ferent sensor node numbers. In Figures 3(a)–3(d), AIACO
optimizes the inspection path better than ICA and GA.
When the algorithm is in the 20th generation, AIACO has
basically converged and found a short path relative to ICA
and GA. ICA converges faster than GA. In 100 generations,

all three algorithms found their shortest paths. From the
optimization trend, AIACO’s performance is the best com-
pared to ICA and GA. This point proves that the immune
cloning operator can improve the convergence speed of the
algorithm. In Figure 3(d), the number of sensor nodes is 80,
and the trend of AIACO’s optimization path is more obvious.
It is verified that the new adaptive strategy and immune strat-
egy can make AIACO better solve the problem of minimizing
the inspection path of IWSNs.

Figures 4(a)–4(d) compare the shortest path lengths of
the three algorithms in 100 generations, and the number of
sensor nodes is 20, 40, 60, and 80, respectively. Use the histo-
gram to directly compare the gaps. As can be seen in
Figures 4(a)–4(d), in the four cases, the length of the inspec-
tion path optimized by AIACO is less than that of ICA and
GA.When the sensor node increases, the shortest path length
also increases. At the same time, AIACO has better path opti-
mization performance than ICA and GA. When the number
of nodes is 60 and 80, the gap between AIACO and ICA and
GA is greater. This point illustrates AIACO’s network opti-
mization capabilities for large-scale nodes. Therefore, com-
pared with ICA and GA, AIACO has better ability to
optimize inspection paths.

Figures 5(a)–5(d) show the path optimization percent-
ages when the number of sensor nodes is 30, 50, 60, and 80,
respectively. From the pie chart, we can intuitively see the
comparison between AIACO, ICA, and GA on the improve-
ment of the optimization degree of the inspection path. In the
case of four different numbers of nodes, the path length opti-
mized by AIACO is larger than that of ICA and GA, account-
ing for 41%, 44%, 48%, and 49%, respectively. ICA accounts
for 34%, 35%, 32%, and 32%, respectively. GA accounts for
25%, 21%, 20%, and 19%, respectively. As the number of
nodes increases, AIACO performance will also improve.
The adaptive strategy can prevent AIACO from falling into
the local optimum, increase the algorithm’s global optimiza-
tion ability, and find a shorter path. Overall, the performance
of AIACO in IWSNs is always better than the other two
algorithms.

Figure 6 shows a comparison of reduced path lengths
with sensor nodes of 20, 30, 40, 50, 60, 70, and 80. The data
comes from Table 4. It can be seen from Figure 6 that in
the seven cases, as the number of nodes increases, the degree
of reduction of the path length by the three algorithms
increases. From the overall trend, AIACO’s optimization
performance for inspection paths is better than ICA and

Table 1: The main parameter of AIACO.

Algorithm Number of generations Population size Pheromone volatilization factor Information heuristic factor Pheromone weight

AIACO 100 100 0.95 1 2.5

Table 2: The main parameter of ICA.

Algorithm
Number of
generations

Population
size

Probability of antibody
recombination

Probability of antibody
mutation

Elite clone
percentage

ICA 100 100 0.75 0.55 10%

Table 3: The main parameter of GA.

Algorithm
Number of
generations

Population
size

Crossover
probability

Mutation
probability

GA 100 100 0.69 0.04
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GA. The line graph shows an upward trend. Especially when
the number of nodes is 70 and 80, AIACO’s performance is
better than ICA and GA. Better than self-adjusting the vola-
tilization of pheromone, it promotes AIACO’s ability to find
the best. The immune clone method makes the new ant col-
ony recombined by elite ants have a higher diversity, which is
conducive to finding the shortest path. Overall, AIACO’s
performance is very superior.

Table 4 shows that AIACO, ICA, and GA reduce the
length of the inspection path. It can be seen from the data
in Table 4 that as the number of sensor nodes increases
for each algorithm, the shortened path length also
increases. Combining Figure 6 to see similar conclusions
more intuitively. Based on Table 4, Table 5 shows the opti-
mized performance of AIACO, ICA, and GA under differ-
ent node parameter settings in percentage form. The
proportion of AIACO’s shortened path length is always
greater than that of ICA and GA. The highest percentage
is 49%, and the corresponding node numbers are 70 and
80, respectively. The percentage of ICA ranks second in
total, and GA is the smallest. The factor of AIACO’s high

performance is that the new operator adjusts the phero-
mone concentration in real time when the algorithm is
running to prevent premature convergence. Compared
with AIACO, ICA and GA are easy to fall into the local
optimum, and the performance of finding the shortest
inspection path is poor.

Suppose the population size ism, and the number of sen-
sor nodes is n. It can be seen from Table 6 that the algorithm
complexity of AIACO is Oðm × n2Þ, and the algorithm com-
plexity of ICA and GA is Oðm × n2 + nÞ. In AIACO, ants
need to search for each node and then update the phero-
mone, forming a double cycle. ICA and GA have similar
selection and mutation processes, and both are double cycles.
Therefore, compared with ICA and GA, AIACO has lower
complexity. More importantly, as can be seen from
Figure 3, AIACO’s convergence speed and optimization per-
formance are better than ICA and GA.

Through the comparison and discussion of simulation
results, the effectiveness of the proposed AIACO in solving
the problem of automatic inspection path planning in inspec-
tion IWSNs is verified. Successfully solve the problem of
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Figure 3: The path planning optimization trends of the three algorithms are compared within 100 generations: (a) 20 sensor nodes; (b) 40
sensor nodes; (c) 60 sensor nodes; (d) 80 sensor nodes.
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minimizing inspection path planning in two-dimensional
coordinates. Future research will involve inspection path
planning in three-dimensional space and more complex
industrial environments.

6. Conclusion

Aiming at the problem of minimizing the inspection path
planning of industrial wireless sensor networks (IWSNs), this
paper proposes a new adaptive immune ant colony optimiza-
tion (AIACO). Before the algorithm is executed, the inspec-
tion path planning model of IWSNs is established. A new
adaptive strategy is designed to dynamically adjust the vola-
tilization of pheromone to prevent the algorithm from pre-
mature convergence. A new immune strategy is designed to
select elite ants to reorganize new colonies. The immune
strategy increases the optimization speed of the algorithm
and the diversity of the inspection plan. In addition, we com-
pare the performance of AIACO with ICA and GA in solving
IWSN path planning through simulation results and dis-
cussed in detail. The result proves that the performance of
AIACO is better than that of ICA and GA. This algorithm
effectively solves the problem of automatic inspection path
planning in IWSNS, can find the shortest path, and reduce
the energy consumption of industrial inspection tasks.
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Table 4: Three algorithms improve the path length (m).

Number of sensor nodes AIACO ICA GA

20 nodes 241.33 163.76 95.79

30 nodes 430.15 351.16 255.65

40 nodes 649.76 426.85 290.31

50 nodes 972.25 788.68 458.99

60 nodes 1191.56 800.35 481.80

70 nodes 1395.07 874.00 553.94

80 nodes 1733.67 1118.91 679.24

Table 5: The three algorithms improve the proportion of path
length.

Number of sensor nodes AIACO ICA GA

20 nodes 48% 33% 19%

30 nodes 41% 34% 25%

40 nodes 48% 31% 21%

50 nodes 44% 35% 21%

60 nodes 48% 32% 20%

70 nodes 49% 31% 20%

80 nodes 49% 32% 19%

Table 6: The computational complexity of the three algorithms is
compared.

Algorithm AIACO ICA GA

Complexity O m × n2
� �

O m × n2 + n
� �

O m × n2 + n
� �
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High-density wireless sensor networks (HDWSNs) are usually deployed randomly, and each node of the network collects data from
complex environments. Because the energy of sensor nodes is powered by batteries, it is basically impossible to replace batteries or
charge in the complex surroundings. In this paper, a QoS routing energy consumption model is designed, and an improved
adaptive elite ant colony optimization (AEACO) is proposed to reduce HDWSN routing energy consumption. This algorithm
uses the adaptive operator and the elite operator to accelerate the convergence speed. So, as to validate the efficiency of AEACO,
the AEACO is contrast with particle swarm optimization (PSO) and genetic algorithm (GA). The simulation outcomes show
that the convergence speed of AEACO is sooner than PSO and GA. Moreover, the energy consumption of HDWSNs using
AEACO is reduced by 30.7% compared with GA and 22.5% compared with PSO. Therefore, AEACO can successfully decrease
energy consumption of the whole HDWSNs.

1. Introduction

Nowadays, emerging high-density wireless sensor network
(HDWSNs) technologies have attracted a large number of
scholars to study new QoS routing optimization algorithms
in this field. With the further development and populariza-
tion of wireless communication technology, HDWSNs have
been used in many application fields such as community
monitoring, smart home, military, traffic control, environ-
mental and detection [1]. HDWSNs combine computing
technology with wireless mobile communication technology
and sensor node technology to revolutionize the architecture
and mode of traditional networks [2, 3]. However, due to the
constraints of the sensing environment, in HDWSNs, a lot of
nodes only provide restricted energy through batteries.
Therefore, effectively cut down the energy consumption of
nodes and realize energy-saving routing and data transmis-
sion have important research and application value for
improving the performance and stability of HDWSNs [4, 5].

For multicondition restricted QoS routing optimization
problems, the purpose is to find the best path from beginning
to end for specific problems in HDWSNs, rather than the
shortest path. And this path should meet multiple QoS con-
straint requirements such as delay jitter, delay, packet loss
rate, and link bandwidth. These QoS routing conditions are
used as the criteria for QoS routing considerations [6]. Due
to energy limitations, how to maximize the reduction of rout-
ing energy consumption and extend the lifetime of sensor
networks have become a bottleneck problem faced by
HDWSNs.

Generally speaking, the volume and mass of sensors are
very small. It is necessary to take into account the completion
of specific communication tasks and to ensure that the inter-
nal energy utilization rate is increased [7]. The QoS routing
optimization algorithm is an efficient way to cut down energy
consumption within the network [8].

In this paper, a QoS routing optimization based upon
AEACO is recommended to minimize the energy consumption
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of HDWSNs. In order to assess the effectiveness of the
AEACO, the model of QoS routing is first given. To improve
the execution effectiveness of the algorithm, the routing fit-
ness function is designed. Moreover, the adaptive and elite
mechanisms are introduced into the ant colony optimization.
We designed a new adaptive mechanism to improve the
global search ability in the pheromone update phase and
avoid falling into local optimum. A new elite mechanism is
designed to retain the optimal ants and improve the optimi-
zation ability of the algorithm.

In the simulation, AEACO showed a good ability to find
the best individual. It speeds up the convergence of the algo-
rithm. The simulation results show that implementing
AEACO in HDWSNs has higher performance than the par-
ticle swarm optimization (PSO) and genetic algorithm
(GA). The consequence also shows that the adaptive and elite
strategies proposed in this paper improve the global search
capability of ant colony optimization.

The main contributions are as follows:

(1) First, we propose an improved adaptive elite ant col-
ony optimization (AEACO), which can effectively
minimize the routing energy consumption in
HDWSNs. After several iterations, the energy con-
sumption of routing optimized by AEACO is
reduced by 22.5% and 30.7%, respectively, com-
pared with PSO and GA under the same experi-
mental conditions. In addition, when the number
of nodes increases, a similar conclusion can be
drawn by comparing the experimental results with
the other two algorithms. Therefore, the AEACO-
based routing method can effectively improve
energy utilization

(2) Secondly, the AEACO that combines adaptive opera-
tors and elite operators has better performance in the
absence of premature convergence. Increased global
search capabilities. When the number of sensor
nodes is 50 and 70, respectively, AEACO has a higher
convergence speed than PSO and GA. Compared
with the other two algorithms, the fitness after
AEACO optimization converges to a small value after
iteration

(3) Finally, the total routing energy consumption of
HDWSNs depends on the transmission and recep-
tion energy consumption of all nodes. Under the
algorithm’s adaptive mechanism, the overall energy
consumption will be reduced. With the increase in
the number of sensors in HDWSNs, the demand for
data transmission increases, and the effect of AEACO
in optimizing routing energy consumption also
increases accordingly

The continuation of this paper is shown below. Section 2
discusses the author’s related work for this article. Section 3
describes the QoS routing model. In Section 3, AEACO is
used to optimize the QoS routing algorithm process. Section
5 presents the simulation results and comparison. The con-
clusion is given in Section 6.

2. Related Work

In HDWSNs, there is a direct relationship between lifetime
and performance. Appropriate and efficient routing algo-
rithms can decrease the energy consumption in the sensor
networks, which is of excellent meaning to extend the
HDWSN life span. Therefore, in [9], the author proposed a
multimobile trajectory scheduling method based on cover-
age, using PSO and GA for optimal scheduling. The paper
[10] combined the PEGASIS algorithm and Hamilton loop
algorithm together, designed the best route, and effectively
reduced energy consumption. The paper [11] proposed an
enhanced high-performance aggregation algorithm, deter-
mine the best communication distance, set thresholds, and
use mobile technology to reduce energy consumption
between nodes. The paper [12] proposed a maximum data
generation rate routing algorithm based on data flow control
technology, which greatly reduced the time synchronization
energy consumption. The paper [13] proposed a new cover-
age control algorithm based on PSO, by dividing the entire
network into multiple A grid to increase coverage and reduce
energy consumption.

Research on optimization of energy consumption in sen-
sor networks has attracted scholars recently. The paper [14]
proposed an energy-conscious green opponent model used
in a green industrial environment, which can improve the
hardware and software of the electronic physical system to
reduce its energy consumption. The paper [15] uses the bat
algorithm to select the best monitoring sensor node and the
best path to reduce energy consumption. The paper [16] uses
the whale optimization algorithm to solve the RA problem,
achieves the best RA, and reduces the total communication
cost. The paper [17] uses linear adaptive congestion control
to improve the situation of greedy routing and data
distribution.

HDWSNs has developed speedily in recent years, and it
can well solve the problems of physical control and sensing.
Based on the performance of the routing scenario used, com-
puting and processing power is minimal considering the lim-
ited battery power [18]. For this reason, in paper [19], the
author uses the genetic algorithm (GA) for simulation exper-
iments in multihop QoS routing wireless networks, and the
performance of the algorithm is analyzed from the aspects
of scalability, energy consumption, and HDWSN life cycle.
It can maximize the activity of the sensor by saving energy,
thereby extending the service life of the network.

For QoS problems in high-quality wireless sensor net-
works, the simulated annealing algorithm is first found in
[20], and the performance of SA is evaluated through routing
energy consumption. Routing optimization for wireless
sensor networks is with limited resources and computing
power. The results show that the computational complexity
increases with the rise of the quantity of network nodes in
the case of limited computing capacity.

Paper [21] analyses a wireless powered sensor network,
where the energy efficiency maximization problem is devel-
oped as a nonlinear fractional problem, which is hard to
address for global best due to the absence of convexity. To
prolong the life span of the network and reduce energy loss,
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a PSO routing strategy is proposed. With the PSO method,
routing and forwarding can be performed quickly and
directly. In this way, the algorithm searched for the optimal
solution to the energy optimization problem. Results show
the stability and fast convergence of the suggested algorithm.
However, the algorithm is very easy to fall under premature
convergence.

In [22], an SFLA sensor network routing scheme is put
forward to cut down the total energy consumption of the net-
work system. The SFLA is applied to resolve QoS routing
issues of wireless sensor networks with mobile receivers.
The authors describe the above problem as an optimization
problem. To solve the NP-hard problem, the authors propose
an improved shuffled frog-leap algorithm with delay con-
straints. The algorithm uses chaos technology to obtain a
diverse group of frogs and gives an adaptive operator to speed
up the algorithm. Operating speed: the author also proposes
a new task scheduling algorithm which takes surplus energy
into account to balance the network load. Finally, a large
number of simulation experiments validate the efficiency of
the algorithm. By this means, the best route delivery path
can be selected to reduce network delay and energy con-
sumption. However, the execution speed of the SFLA is still
slow and cannot satisfy the requirements of QoS routing.

In [23], the QoS routing algorithm determines the lowest
energy consumption path for information transmission from
the start point to the endpoint. Because wireless sensor net-
work nodes lack sufficient energy, energy efficiency utiliza-
tion is an essential sign of wireless sensor network data
transmission. The basic significance of HDWSNs in the
current scene is to decrease the energy consumption of nodes
in the network, improve data transmission effectiveness and
availability, and extend entire network lifetime. In this
regard, author demands to find the best route for data trans-
mission in HDWSNs. To resolve this problem, authors put
forward to an energy-saving routing algorithm for HDWSNs
based on ant colony optimization (ACO). The improved low-
energy routing method selects the cluster head by consider-
ing the energy and the distance between nodes. In order to
decrease the energy consumption between nodes, the
remaining energy is taken as a factor to extend the network
life and improve the efficiency of routing data transmission.
However, due to the high complexity of the algorithm, the
efficiency of the program is not ideal.

In [24], in the design of HDWSNs, the energy consump-
tion of HDWSNs has become a serious problem due to the
limited battery energy. Therefore, a fast and robust algorithm
is needed to optimize QoS routing in HDWSNs. Battery

power is needed to run the network. In order to extend the
life cycle of the network, it is necessary to optimize the energy
consumption. Energy consumption and QoS are two impor-
tant factors. In HDWSNs based on low-energy consumption
standard, energy consumption lies in activities such as data
collection, data forwarding, and exchange with the gateway.
Therefore, improving the routing efficiency of HDWSNs is
an important task to extend the network life cycle. In the pro-
cess of solving the problem, the author improved the hybrid
leap-frog algorithm and modified the number of leap-frog
and the population size appropriately. The author carried
out extensive simulations on the proposed routing algorithm
according to various performance parameters. However, the
algorithm has poor robustness and cannot meet the require-
ments of HDWSN’s QoS routing algorithm.

In this research, the key parameters of AEACO, PSO, and
GA are listed in Tables 1–3.

3. System Model

This section introduces the QoS routing optimization model
with multiple constraints. The mathematical model of
HDWSNs can be expressed as the path set between each node
in the sensor network, which is represented by GðV , EÞ.
Graph theory is used to represent the source, destination,
and multiple relay nodes and links. The node set includes
the source nodev1, terminal node vn, and numerous interme-
diate nodes v2 ⟶⋯⟶vn−1. The source node is the No:1
node, the intermediate nodes are No:2 to No:ðn − 1Þ nodes,
and the terminal node is the No:n node. Therefore, the route
from the starting node to the terminal node can be expressed
as rðv1, vnÞ = fv1 ⟶ v2⟶⋯⟶vn−1 ⟶ vng.

Two nodes form a link. In this way, the sequence
numbers of the adjacent 2 nodes are a and b, which can be
expressed as e = fva ⟶ vbgða ≠ bÞ. Transmission perfor-
mance over links is restricted by 4 parameters of link band-
width, packet loss rate, delay jitter, and delay. The energy
consumption in every path may be expressed as LSðeÞ, the jit-
ter may be expressed as DðeÞ, the link bandwidth may be
expressed as BWðeÞ, the packet loss rate may be expressed
as PLðeÞ, and the delay jitter may be expressed as DJðeÞ.

Table 1: The key parameter of AEACO.

Algorithm Number of generations Population size Pheromone volatilization factor Information heuristic factor Pheromone weight

AEACO 100 50 0.98 1 3

Table 2: The key parameter of PSO.

Algorithm Number of generations Population size Maximum speed Social factor Individual factor

PSO 100 50 10 2 2

Table 3: The key parameter of GA.

Algorithm
Number of
generations

Population
size

Crossover
probability

Mutation
probability

GA 100 50 0.75 0.06
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3.1. Radio Energy Model. Before the algorithm starts, we
assume that constraints such as jitter, delay jitter, bandwidth,
and packet loss rate in QoS routing already exist, and sensor
nodes are randomly distributed in a two-dimensional
coordinate.

On a link consisting of two conjoining nodes a and b, the
energy consumption is consisting of data transmission and
data reception energy consumption, and the total energy
consumption LSðeÞ between the two adjacent nodes can be
expressed as

LS eð Þ = LSs + LSr , ð1Þ

where LSs can denote energy consumption of data transmis-
sion between neighboring nodes, and LSr can denote the
energy consumption of data receiving between neighboring
nodes.

Suppose the distance between two conjoining nodes is l
and the bits of transmitted data can denote q, and the energy
cost of data transmission over a link can be expressed as

LSs q, lð Þ = Ee ⋅ q + ηamp ⋅ q ⋅ l
3, ð2Þ

where Ee is the electronics energy parameter. LSs is the trans-
mitter dissipated energy. The power amplification parameter
for multipath fading ηamp determine the energy of the ampli-
fier. The distance between two nodes is l, and the length of
bits is q. The receiving energy consumption can be shown as

LSr qð Þ = Ee ⋅ q: ð3Þ

We can assume some parameters under constraints. For
example, suppose when two sensor nodes are 0:5m apart
and q = 1Mbit. We can set ηamp = 10pJ/bit/m3. According

to Equation (3), LSrðqÞ = Ee ⋅ q = 50nJ/bit ⋅ 106bit = 0:05J
can be obtained.

3.2. Route Functions

3.2.1. Energy Consumption Functions.Assume that the data is
from v1 to vn, the energy consumption of link rðv1, vnÞ can be
calculated by formula (4).

LS r v1, vnð Þð Þ = 〠
e∈r v1,vnð Þ

LS eð Þ: ð4Þ

3.2.2. Delay Functions. The whole delay of data from node v1
to node vn can be calculated by formula (5):

D r v1, vnð Þð Þ = 〠
e∈r v1,vnð Þ

D eð Þ, ð5Þ

where Dðrðv1, vnÞÞ is the total delay time of routing, rðv1, vnÞ
is a routing from v1 to vn, and e is a link on the route rðv1, vnÞ.
The delay of link e can be expressed as DðeÞ.

3.2.3. Bandwidth Functions. The whole link bandwidth from
node v1 to vn can be expressed as formula (6)

BW r v1, vnð Þð Þ =min BW eð Þf g, ð6Þ

where BWðrðv1, vnÞÞ is the bottleneck bandwidth of routing
rðv1, vnÞ, and e is a link on routing rðv1, vnÞ. The bandwidth
on the routing e can be represented as BWðeÞ.
3.2.4. Delay Jitter Functions. The whole delay jitter of data
from node v1 to vn can be expressed by formula (7).

DJ r v1, vnð Þð Þ = 〠
e∈r v1,vnð Þ

DJ eð Þ: ð7Þ

3.2.5. Packet Loss Rate Functions. The whole packet loss rate
of data from nodev1 to vn can be expressed by formula (8).

PL r v1, vnð Þð Þ = 1 −
Y

e∈r v1,vnð Þ
1 − PL eð Þð Þ, ð8Þ

where PLðrðv1, vnÞÞ is the whole packet loss rate of routing
rðv1, vnÞ, e is a link on routing rðv1, vnÞ, and PLðeÞ is the
packet loss rate of link e.

3.3. Objective Function. In HDWSNs, many restrictions of
the QoS routing model can be formed by the graph model.
According to the delay energy loss model based on the condi-
tions, the goal of QoS routing of is to find a route from the
start node to the end node with the lowest energy
consumption.

Fitness (fitness) is a parameter of all individuals based on
the degree of adaptation of organisms to the natural environ-
ment. The fitness function refers to the one-to-one corre-
spondence between all basic units in the actual problem
and their own fitness. Normally, it is a constant function. In
this paper, fitness is used to represent the energy consump-
tion of HDWSNs QoS routing, and the fitness function can
be shown by equation (9).

fitness = min LS p v1, vnð Þð Þf g: ð9Þ

3.4. Restrictions. Finding the best route with minimum
energy consumption is the main goal of QoS routing model.
Data transmission begins at source node v1 and ends at ter-
minal node vn. Links between adjacent nodes on this route
need to meet the following restrictions ((10), (11), (12), (13)).

D r v1, vnð Þð Þ ≤Dmax, ð10Þ

BW r v1, vnð Þð Þ ≥ BWmin, ð11Þ
DJ r v1, vnð Þð Þ ≤DJmax, ð12Þ
PL r v1, vnð Þð Þ ≤ PLmax, ð13Þ

where Dmax represents the maximum delay acceptable on the
route, BWmin represents the minimum link bandwidth,
PLmax represents the maximum packet loss rate, and DJmax
represents the maximum delay jitter.
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4. AEACO-Based Routing Minimizes Energy
Consumption in HDWSNs

Aiming at QoS routing problem in HDWSNs, an optimiza-
tion algorithm based on AEACO is put forward. The idea
comes from the ant creature [25, 26]. In our AEACO strat-
egy, a significant improvement is to add adaptive strategy
and elite strategy on the basis of traditional ant colony opti-
mization. These strategies enable AEACO to route well and
direct search to the best solution.

Ant is a kind of social insect with the characteristics of
social life, which has strict social structure and division of
labor. In addition to harmonious division of labor, the
highly complex “ant colony” system also has a mechanism
of information transmission among ants, which makes the
system operate orderly and efficiently. According to
research, ants in nature are able to self-organize and choose
the best route from nest to food source and can spontane-
ously find new good choices based on their surroundings
[27, 28] Ants can use pheromone as a medium to interact
with each other.

The original ant colony optimization is an intelligent
algorithm proposed by Italian Dorigo M. in 1992 and was
successfully applied to solve TSP and QAP [29, 30] and
then gradually developed by many scholars. At present,
ACO has been applied to various fields, such as coloring
problem, vehicle scheduling problem, and job scheduling
problem [31, 32].

AEACO is a group intelligence approximate optimiza-
tion technology. The process of evolution can be divided into
two stages: adaptation stage and cooperation stage. In the ini-
tial stage of search route adaptation, pheromones accumulate
with the increase of evolution time, and the more times ants
pass, the higher the pheromone content in the route is, and
the route is more likely to be selected by other ants. There-
fore, the number of ants choosing this route is increasing.
Finally, all ants will concentrate on the best route with posi-
tive feedback. At this time, the corresponding route is the
optimal route of the routing problem.

This paper discusses several parts of AEACO from the
aspects of parameters and population initialization, fitness
calculation, path selection, operator optimization, phero-
mone change, and condition termination.

4.1. Coding Scheme. The first task of AEACO to solve routing
problem is program coding. In the implementation of
AEACO, coding will greatly affect the routing, fitness evalu-
ation, and pheromone change. There are many coding
methods, including real number and binary number. In order
to increase the search space, real numbers are used to encode.
Suppose there are K ants and s nodes. Each ant generates
a route after it reaches the destination. In the restriction
QoS routing optimization problem, the route of data trans-
mission is expressed as pðv1, vnÞ. The whole number of
nodes on the route can be expressed as n, which satisfies
the formula (14)

n ≤ s: ð14Þ

The population can be described formula (15), xK ,s
represents the single node passed by the No:k ant, and
ðxk,1, xk,2, xk,3 ⋯ xk,sÞ represents the route of the No:k ant.

X =

x1,1 x1,2 x1,3 ⋯ x1,s

x2,1 x2,2 x2,3 ⋯ x2,s

⋯ ⋯ ⋯ ⋯ ⋯

xk,1 xk,2 xk,3 ⋯ xk,s

⋯ ⋯ ⋯ ⋯ ⋯

xK ,1 xK ,1 xK ,3 ⋯ xK ,s

2
666666666664

3
777777777775

xK ,s ∈ 0, s½ �, k ∈ 1, K½ �ð Þ:

ð15Þ

4.2. Ant Colony Initialization. Ant colony is based on routing
model coding. Its purpose is to establish a link between rout-
ing issues and AEACO. So, before stimulation, K ants were
randomly generated as the initial ant colony. The initial ant
colony holds K ants can be described as X = fX1,X2, ⋯ XK ,g.
The No:i ant can be expressed as Xi = fxi,1, xi,2,⋯xi,sg.
4.3. Fitness Evaluation. Each ant has its own fitness value and
has a path selection solution. Therefore, the fitness function
will greatly affect the performance of the algorithm. In the
multicondition constrained QoS routing optimization issue,
when the delay, link bandwidth, packet loss rate and jitter
delay conditions are met, the fitness value can be calculated
by formula (9); thus, the routing energy consumption of
every one ant in the population in the process of data trans-
mission is got. The lesser the energy consumption is, the bet-
ter the route is.

Therefore, the criterion of evaluating each ant’s path is
the value of energy consumption. The less energy consump-
tion of a route, the better the route.

4.4. Select Path. The K ants in the colony have the following
characteristics: the energy consumption and pheromone
content on the route determine which node the ant will
choose. τij is the summation number of pheromones in the
adjacency link between the 2 nodes. Moreover, the search
rules of ants are as follows: each ant need complete a walk
from the source to the destination, but it does not necessarily
traverse all nodes and cannot access the nodes that have been
traversed. Each ant will leave a certain amount of pheromone
on its routing after completing the journey. In the initial stage
of the algorithm, the pheromone content in the path between
adjacent points is the same. At this moment, the No:k ant
chooses the next node, and the number of pheromones and
the energy consumption value determines which node the
ant will choose. Pj,j+1

d,e represents the probability that ants
choose the next node linkNo:j toNo:ðj + 1Þ. d and e are adja-
cent to each other.

The amount of pheromone on the path and the energy
consumption benefit can be calculated to select the probabil-
ity of other nodes, so as to select the next routing node.
Assuming conditions are met, ants can choose routing nodes.
The chance p of the No:t generation ant accessing node d
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from node e is calculated by formula (16). In formula (16),
the Roulette method can be routed nodes on the route that
ants have not passed.

Pj,j+1
d,e tð Þ = ταde tð Þuβe tð Þ

Σs
l=1τ

α
dl tð Þuβl,j+1 tð Þ

d ∈ 1, s½ �, e ∈ 1, s½ �, ue ∈ uij, ul,j+1 ∈ uij
� �

,

ð16Þ

Cij =

c11 c12 c13 ⋯ c1 s−1ð Þ
c21 c22 c23 ⋯ c2 s−1ð Þ

c31 c32 c33 ⋯ c3 s−1ð Þ

⋯ ⋯ ⋯ ⋯ ⋯

cK1 cK2 cK3 ⋯ cK s−1ð Þ

2
666666664

3
777777775

i ∈ 1, K½ �, j ∈ 1, s − 1½ �ð Þ,

ð17Þ

uij =
1
Cij

: ð18Þ

In formula (16), t is the iteration time. τdeðtÞ is the pher-
omone content of the No:t generation link ðd, eÞ. uij repre-
sents the reciprocal of the energy consumption value from
the No:j node to the No:ðj + 1Þ node, which is called energy
consumption benefit, which is calculated by formula (18). α
and β on behalf of the weighted value of pheromone and
energy consumption correspondingly, which affects phero-
mone concentration and energy consumption. With the value
of α increases, the probability of ant selecting nodes increases.
With the value of β increases, ants will also increase the chance
to select other nodes according to j nodes.

In formula (16), With the increase pheromone concen-
tration and energy efficiency, the probability of ant selecting
routing node increases.

Cij represents the energy consumption value of the ant’s
route, and it is made up of K the same matrixes, which can
be expressed as c1 c1 c1 ⋯ cs−1½ �. uij is a matrix of
fitness of energy consumption, which can be calculated by
formulas ((17) and (18)).

4.5. Pheromone Update. In search of the best route, the pher-
omone needs to be calculated and updated. When ants visit
each routing node, they leave pheromone from the No:d
node to the No:e node. With the continuous evolution of
the algorithm, the content of pheromone will volatilize in
the process of evolution. In AEACO, after each ant completes
a walk from the origin node to the end node, the pheromone
on the route is updated. The pheromone content on the link
ðd, eÞ during ðg, g + 1Þ round is modified in

τde g, g + 1ð Þ = ρ ⋅ τde gð Þ + Δτde g, g + 1ð Þ, ð19Þ

Δτde g, g + 1ð Þ = 〠
m

k=1
Δτkde g, g + 1ð Þ: ð20Þ

In equation (19), Δτdeðg, g + 1Þ represents the phero-
mone content that the ant remaining on the link ðd, eÞ during

ðg, g + 1Þ round. ρ represents the volatility factor of phero-
mone, which is used to reduce the accumulated pheromone
on the link. According to formula (20), Δτkdeðg, g + 1Þmeans
the content of pheromone that theNo:k ant remaining on the
link ðd, eÞduring ðg, g + 1Þ round.

The ant colony pheromone value update calculation of
AEACO is represented by equation (21).

τkde = ueQ: ð21Þ

In equation (21), Q represents a constant and represents
the pheromone unit concentration left by ants on the path to
complete the search. ue is the energy consumption revenue
value between two nodes. In this model, when the ant finds
the optimal route, the ant releases pheromone. Therefore,
the ant colony uses the overall pheromone environment.

4.6. Termination Condition. During the execution of the
AEACO, When the algorithm runs to the stop condition
statement, it will automatically judge whether it meets the
condition. If it meets the upper limit value, it will end the
algorithm and output the result.

4.7. Adaptive Operator. In the process of AEACO, the algo-
rithm adopts an adaptive operator, which reduces the speed
of the algorithm in the iterative evolution process. The main
function of the positive feedback mechanism is to accelerate
the algorithm convergence and make the algorithm have
good performance, but it is very easy to lead the algorithm
to be too premature. Therefore, in the selection operator,
an adaptive method can be used. The purpose of the adaptive
operator is to flexibly adjust the probability of choosing other
paths during the search process. Through multiple loop iter-
ations, the evolution direction of the ant colony can be basi-
cally determined, and the pheromone on the path completed
by the ants can be dynamically adjusted.

Adaptive strategy is a new information update strategy.
When the problem is more complicated, if the pheromone
volatilization factor exists, then the pheromone content on
the path that ants choose less or has not chosen will be
exhausted. Therefore, it will reduce AEACO’s global search
capabilities. However, if the pheromone content in other
paths is very high, then the amount of information in these
paths will increase again, so the chance of finding these
high-content paths again increases. The path traversed by
the previous generation of ants is likely to be selected again
by the next generation of ants, which will lead to local opti-
mal search and reduce global search performance. Therefore,
AEACO’s global search capability can be increased by chang-
ing the pheromone volatilization factor. The adaptive strategy
proposes an adaptive method to change the pheromone, and
the pheromone update formula (22) is expressed as

τde g, g + 1ð Þ = 1 − ρð Þ1+φ wð Þ ⋅ τde gð Þ + Δτde g, g + 1ð Þ τ ≥ τmax

τde g, g + 1ð Þ = 1 − ρð Þ1−φ wð Þ ⋅ τde gð Þ + Δτde g, g + 1ð Þ τ < τmax

(
,

ð22Þ

φ wð Þ =w/c: ð23Þ
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In formula (23), φðwÞ represents a functional formula pro-
portional to the convergence factor w. The more the times w,
the greater the value of φðwÞ, and c represents a constant.
According to the evolution of the algorithm, adaptive update
pheromone, thereby dynamically adjusting the intensity of the
amount of information on each path, so that the ants are neither

too concentrated nor too scattered, thereby avoiding premature
and local convergence and improving the global search ability.

4.8. Elite Operator. The elite ant operator is an improvement
of the basic ACO. Its design idea is to give the optimal path
extra pheromone after each cycle. The ant that finds the best

Initialize the parameters

Place all ants on the routing source node

Loop every ant

Select next node

Did you reach the
terminal node?

Return
initialization

Are the termination
conditions met?

Output optimal route

No
No

No

Yes

Yes

Yes

⁎Important
improvement

steps

⁎Adaptive operator and elite operator
control pheromone update

Adaptive operator 

Dose the pheromone
content exceed the

maximum value set? 

Increase pheromone
volatilization

Reduce pheromone
volatilization

Elite operator

⁎Adaptive change of pheromone 
volatilization factor

⁎According to the fitness function
evaluation,find the elite ants.

⁎Incrementally update the routes 
that the elite ants pass.

⁎change the pheromone content of the
population

Figure 1: The flow chart of AEACO.

Improved adaptive elite ant colony optimization based on routing energy consumption
Begin

Step 1. Set the parameters and QoS constraints of each node and each edge in the model, and the relevant parameters in the algo-
rithm are set. Set the pheromone volatilization coefficient, initialize pheromone value, and energy consumption revenue value. The
upper limit of iterations is Ng max. The primary value is Ng = 0. The colony size is K .

Set pheromone initial value of τde on the link ðd, eÞ, τdeð0Þ = 1.
While the algorithm has not reached the maximum number of iterations.
Step 2. Increase iteration times, Ng =Ng + 1.
Step 3. Increase the number of ants, k = k + 1.
Step 4. Calculate the selection probability of the next node j, according to Equation (16).
Step 5. If j ≠ s,continue step 4; otherwise, perform step 6.
Step 6. If k ≥Κ, go to step 7; otherwise, go to step 3.
Step 7. Update pheromone adaptive adjustment, according to equation ((16), (22)).
Step 8. Find elite ants and update pheromone incrementally, according to Equation (9).
Step 9. When the condition meets the number of cycles Ng >Ng max, then output the result; otherwise, go to step 2.
End while

End

Algorithm 1: Algorithm flow.
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route is called the elite ant. Denote this optimal route as Rbest.
The additional enhancement for route Rbest is obtained by
adding pheromone to each edge in Rbest. The update formula
of pheromone can be expressed as ((24), (25))

τde g, g + 1ð Þ = ρ ⋅ τde gð Þ + Δτde g, g + 1ð Þ + Δτ∗de, ð24Þ

Δτ∗de = ∂ ⋅Q ⋅ u∗e , ð25Þ
where ∂ is a parameter that defines the weight given to route
Rbest, and Δτ∗de shows the change of pheromone on the link
ðd, eÞ according to the ant that completes the best path. u∗e
shows the benefit value of energy consumption.

4.9. AEACO Steps. As shown in Figure 1, the whole execution
process of the AEACO algorithm is visually displayed.

In Figure 1, we can see the overall flow chart. The first is
to initialize the parameters, place the ants at the source
point of the route, and loop each ant to search. Each ant
selects the next node in turn during its own search. After
the entire population cycle is over, the next most impor-
tant process is pheromone update. We propose an adap-
tive mechanism to determine whether the pheromone
content on the current path exceeds the set maximum
value, so as to adjust the volatilization factor to control
pheromone update. When the entire population is
updated, we evaluate the population according to the fit-
ness function and find the elite ants with the least energy
consumption for routing. Pheromone is incrementally
updated on this path of elite ants. When the predeter-
mined termination condition is reached, the algorithm
ends, and the best route is output.
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Figure 2: Comparison of energy consumption of three algorithms. (a) The energy consumption comparison of three algorithms after 100
generations of 30 nodes. (b) The energy consumption comparison of three algorithms after 100 generations of 40 nodes. (c) The energy
consumption comparison of three algorithms after 100 generations of 50 nodes. (d) The energy consumption comparison of three
algorithms after 100 generations of 30 nodes.
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Through the detailed explanation of the above flowchart,
we give the specific algorithm pseudo code of the specific
AEACO as shown in Algorithm 1.

5. Discussion on Simulation Results

In the simulation part, we will test the algorithm perfor-
mance of AEACO in HDWSN routing optimization and
compare the results with the simulation results of GA and
PSO for HDWSN routing optimization. Under the condition
that other conditions are the same, HDWSNs of different
numbers of nodes are used for comparison. The software
and hardware environment are uniformly equipped with
Intel (R) Core (TM) i5 2.40GHz CPU computers and the
same version ofWindows 10, and the programming language
is MATLAB. On this basis, to prove AEACO’s superior per-
formance in optimizing QoS routing.

In the simulation, the performance of AEACO is com-
pared with PSO and GA. The three of AEACO, PSO, and
GA output results after 100 iterations of the loop and sets
the population size to 50 individuals. In AEACO, set the
pheromone volatilization factor to 0.98, the energy consump-
tion gain coefficient to 2, the information heuristic factor to 1,
the expected heuristic factor to be 4, and the pheromone
intensity to 3. The crossover probability of genetic algorithm
is 0.75, and the mutation probability is 0.06. In PSO, the value
of the social learning factor is defined as 2, the value of the
individual learning factor is defined as 2, and the absolute
value of the upper and lower speed limits is defined as 10.
These parameter settings are given in Tables 1–3.

Figures 2(a)–2(d) shows the simulation results of
AEACO, PSO, and GA at four different node scales. It can
be clearly seen from Figures 2(a)–2(d) that AEACO has supe-
rior performance than PSO and GA under four different
node scales. Especially when the number of nodes is 70,
AEACO’s performance is more obvious. In the first 20 itera-
tions, the energy consumption of AEACO has changed
greatly, and the convergence speed has increased significantly
after 20 generations. From 20 iterations to 100 iterations, the
energy consumption of AEACO is close to 1.8986 J. At this
time, PSO and GA are 3.1489 J and 3.7012 J, respectively,
using adaptive operators and elite operators to improve
AEACO’s global search capability and convergence speed.
In 100 iterations, the energy consumption of PSO is lower
than that of the GA algorithm, while the convergence speed
of the AEACO algorithm is faster and the energy consump-
tion is the lowest. In Figures 2(a)–2(c), when the number of
nodes is 30, 40, and 50, AEACO performs better than PSO
and GA in solving routing energy consumption problems,
and the convergence speed of PSO and GA algorithms is
slower and easier to fall into a local optimal solution. In gen-
eral, under the same algebra, AEACO has a faster conver-
gence rate, better effect, and better performance than PSO
and GA in terms of routing optimization.

Compare the performance of AEACO, PSO, and GAwith
the histogram in Figure 3. In Figure 3(d), when the number
of nodes is 70 and when iterates 100 times, the energy con-
sumption cost of AEACO is significantly lower than that of
PSO and GA. At this time, the energy consumption cost of
GA is greater than that of PSO, while the energy
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Figure 3: Compare the energy consumption of the three algorithms in the form of a histogram. (a) Comparison of energy consumption of
three algorithms with 30 nodes. (b) Comparison of energy consumption of three algorithms with 40 nodes. (c) Comparison of energy
consumption of three algorithms with 50 nodes. (d) Comparison of energy consumption of three algorithms with 70 nodes.
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consumption cost of AEACO is relatively the lowest and the
performance is the best. In Figures 3(a)–3(c), when the num-
ber of nodes is 30, 40, and 50, respectively, the same conclu-
sion can be drawn as in Figure 3(d). The performance of
AEACO is always better than PSO and GA.

In Figure 4, 20 nodes, 60 nodes, 80 nodes and 100 nodes
are set up, respectively. Data comparison is performed every
10 generations. In Figures 4(a)–4(d), it can be seen that in the
10th iteration, the energy consumption of AEACO is much
lower than that of PSO and GA, and it quickly converges
and stabilizes in the next 90 iterations. At this time, the con-
vergence speed of PSO and GA is slower, PSO performance
is better than GA, and AEACO performance is the best. In
Figures 4(c) and 4(d), AEACO is basically close to the optimal
solution at the 10th generation, while PSO and GA dissociate
to the optimal solution, and the difference is great. The results
show that EIACO is more effective than PSO and GA, and its
performance is always better than PSO and GA.

Aiming at the QoS routing problem with different num-
bers of sensors, the same number of iterations is adopted.
Table 4, respectively, lists the correlation between the energy
consumption and node scale of AEACO, PSO, and GA.

The data in Table 5 shows the percentage improvement
in energy consumption of AEACO compared with the other
two algorithms. When the number of nodes is 30, AEACO’s
improvement in reducing routing energy consumption is
4.76% and 10.00% higher than that of PSO and GA. Espe-
cially when the number of nodes is 70, AEACO’s improve-
ment in reducing routing energy consumption is 39.71%
and 48.70% higher than that of PSO and GA. It can be seen
from Tables 4 and 5 that as the scale of nodes increases, the
degree of optimization of the algorithm proposed in this
paper is more obvious, which is suitable for dense networks

such as HDWSNs. The data shows that this method can
effectively reduce routing energy consumption.

The data in Table 6 shows the calculated convergence
time of the three algorithms under the conditions of 30,
40, 50, and 70 nodes, respectively. It can be seen from
the data that the convergence time of AEACO’s
algorithm is shorter than that of PSO and GA. Especially
as the number of nodes increases, the performance of
AEACO’s algorithm is more obvious than that of PSO
and GA. Therefore, it is proved that the method has
better performance.

Based on the above result data analysis, the AEACO we
proposed has superior performance in reducing energy con-
sumption and algorithm convergence. This is due to the
strategy of combining adaptive and elite design we designed
to control the volatilization of pheromone in the algorithm
flow to increase the algorithm’s global search capability.
Add extra pheromone to the elite ants to increase the ability
of the algorithm to quickly find the best. Simulation results
show that this method can effectively reduce routing energy
consumption.
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Figure 4: The energy consumption of the three algorithms is compared every ten generations. (a) Comparison of 20 nodes every 10
generations. (b) Comparison of 60 nodes every 10 generations. (c) Comparison of 80 nodes every 10 generations. (d) Comparison of 100
nodes every 10 generations.

Table 4: Energy consumption values of different node sizes.

Algorithm 30 nodes 40 nodes 50 nodes 70 nodes

AEACO 5.5195 3.3449 3.0690 1.8986

PSO 5.7957 4.2094 4.0883 3.1489

GA 6.1329 4.8302 4.6283 3.7012

Table 5: Compared with the other 2 algorithms, the percentage of
improvement in energy consumption is optimized by AEACO.

Number of nodes PSO GA

30 4.76% 10.00%

40 20.54% 30.75%

50 24.93% 33.69%

70 39.71% 48.70%

Table 6: Convergence time comparison of three algorithms.

Number of nodes AEACO PSO GA

30 9.63 s 14.26 s 18.95 s

40 15.64 s 20.53 s 25.12 s

50 19.37 s 24.47 s 28.96 s

70 35.49 s 48.37 s 55.83
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In this research, for the energy consumption optimiza-
tion method of high-density wireless sensor network under
multiple constraints, this paper proposes an optimization
method for the network model under the constraints of
delay, jitter, bandwidth, and packet loss rate and only con-
siders two nonmovable situations in the dimensional coordi-
nates. We did not consider more complex situations, such as
three-dimensional space, movable sensors, and other factors.
In the future, it will be further studied under the combined
effect of environmental interference, movable deployment
conditions, and other influencing factors and expanded into
three-dimensional space to optimize network energy con-
sumption. Therefore, these issues are the content of this arti-
cle that needs further research.

6. Conclusion

In order to optimize routing selection, an improved adaptive
elite ant colony optimization (AEACO) is proposed, which
combines the advantages of traditional ant colony optimiza-
tion and adaptive strategy and elite strategy. The process of
AEACO evolution, population coding, and population ini-
tialization calculates fitness, selects path, and updates phero-
mone. By adding an elite operator, additional pheromone
will be added to the path taken by the individual ant with
lower energy consumption to accelerate the algorithm con-
vergence. AEACO after adding adaptive operator evolution
has a more comprehensive global search capability. We com-
pared this algorithm with PSO and GA in simulation. The
outcomes show that the proposed AEACO has a quicker con-
vergence speed and can be more effective find a data trans-
mission path with minimum energy consumption.
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Nowadays, the use of sensor nodes for the IoT is widespread; nodes that compose these networks must possess self-organizing
capabilities and communication protocols that require less energy consumption during communication procedures. In this
work, we propose the design and analysis of an energy harvesting system using bioelectricity harvested from mint plants that
aids in powering a particular design of a wireless sensor operating in a continuous monitoring mode. The system is based on
randomly turning nodes ON (active nodes) and OFF (inactive nodes) to avoid their energy depletion. While a node is in an
inactive state, it is allowed to harvest energy from the surroundings. However, while the node is harvesting energy from its
surroundings, it is unable to report data. As such, a clear compromise is established between the amount of information
reported and the lifetime of the network. To finely tune the system’s parameters and offer an adequate operation, we derive a
mathematical model based on a discrete Markov chain that describes the main dynamics of the system. We observe that with
the use of mint plants, the harvested energy is of the order of a few Joules; nonetheless, such small energy values can sustain a
wireless transmission if correctly adapted to drive a wireless sensor. If we consider the lowest mean harvested energy obtained
from mint plants, such energy can be used to transmit up to 259,564 bits or can also be used to receive up to 301,036 bits. On
the other hand, if we consider the greatest mean harvested energy, this energy can be used to transmit up to 2,394,737 bits or
can also be used to receive up to 2,777,349 bits.

1. Introduction

Internet of Things (IoT) are becoming popular due to the
so-called three anys-, namely, any person, anywhere, and
anytime. These networks are composed of a large number
of sensor nodes, which are densely located nearby a phenom-
enon of interest, which is a major part of the next generation
communication systems that provide and support the anys
paradigm. Usually, can be deployed in inaccessible terrains
or during disaster relief operations. The position of sensor
nodes may not be previously designed or predetermined.
Such randomness implies that protocols and algorithms
must possess self-organizing capabilities.

Sensor nodes share information with each other and with
the network administrator to provide different services to
end users [1]. This represents a significant improvement over
traditional sensors. Nodes are expected to operate during
long periods without human intervention. The cooperative
efforts of sensor nodes are necessary for the correct function-
ing of the network. For extending the lifetime of the network,
the design of protocols must require less energy consumption
during communication procedures [2].

Recent advances in wireless communications and elec-
tronics have enabled the development of low-cost, low-power,
multifunctional wireless sensor nodes. Such nodes can reli-
ably communicate in (relatively) short distances. Wireless
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sensor nodes are fitted with an on-board processor for carry-
ing out simple computations and to transmit only the
required and partially processed data [3]. Thus, nodes are
not always required to send all the acquired information to
the sink node. This allows nodes to be working in a low energy
consumption mode (sleep mode), during which their energy
levels can be replenished if energy harvesting is enabled [4, 5].

Green self-sustainable operation is one of the most
important issues in today’s low-power electronics for smart
environments (IoT, smart skins, smart cities, etc.) [6]. Energy
harvesting technologies from ambient power sources—-
mainly radio frequency (RF) ambient energy—have recently
attracted significant attention since the operation time of
devices can be extended or even the energy depletion of bat-
teries can completely be avoided. In this sense, numerous
energy harvesting systems, devices, topologies, and circuitries
have been developed [7].

The design of this networks is influenced by many factors
such as fault tolerance, scalability, production costs, operat-
ing environment, network topology, hardware constraints,
and transmission media [1]. Energy consumption is also a
critical factor in the design, and the use of batteries with finite
energy levels entails a finite operation time. In some scenar-
ios, power recharging or battery replacement can be a very
challenging task. Ongoing research is aimed at providing
energy harvesting solutions for powering wireless sensor
which can offer a significant advantage as these provide
sustainable solutions to their power needs [8].

The main tasks of a wireless sensor node are sense
environmental phenomena, perform quick local data pro-
cessing, and then transmit the data. Each task implies a
corresponding power consumption. If energy harvesting is
implemented, a transducer is responsible for harvesting
energy from the surroundings. Before its usage, harvested
electrical energy should be conditioned by specialized cir-
cuitry. Conditioned electricity can be used directly or stored
in rechargeable batteries or supercapacitors.

Power consumption of a wireless sensor is of great
importance because it is functioning entirely depends on
the energy supplied to the wireless nodes. Indeed, the failure
of a few nodes due to lack of energy would result in signifi-
cant topological changes that imply rerouting packets and
reorganizing the network. Hence, the conservation and man-
agement of power take major importance. For these reasons,
current researches are focusing on the design of power-aware
protocols and algorithms for wireless sensors [9].

In the present work, we propose the design, analysis, and
study of a Wireless Sensor Network (WSN) that allows its
nodes to be turned ON and OFF, i.e., nodes are not required
to transmit all the acquired information. When nodes are in
the low energy consumption mode, data is neither acquired
nor transmitted to the sink node. Specifically, we focus on
extending the system’s lifetime by taking advantage of energy
harvesting techniques. Hence, we include the energy harvest-
ing capabilities in our analysis where energy levels of nodes in
the OFF mode are replenished.

Furthermore, we focus on a scheme that extends the life-
time of the system by assigning a higher (lower) packet trans-
mission probability to nodes with high (low) residual energy

levels. This also entails that low energy nodes report fewer
data to the sink node. Applications for the proposed scheme
can be found in the cases where the network must operate for
long times even if data reporting is reduced after long opera-
tion periods. For instance, when nodes are not accessible or
placed in dangerous or remote locations like polar regions,
radioactive zones, wildfire monitoring in forests, or even
space exploration missions where the objective is to obtain
as much information as possible from the environment for
as long as possible, and if energy is scarce, conserve it as
much as possible even if only occasional reports are available.
We study the performance of such a system and the limita-
tions of our proposal. Our main contributions are:

(i) We developed our design of a card compatible with
the Arduino IDE

(ii) The card is designed for very low power consump-
tion and has all in one: radio, microcontroller,
antenna, and sensor ports

(iii) A protocol based on residual energy available in the
network to power the nodes

(iv) A mathematical analysis based on Markov chains
to determine the lifetime of the network

(v) A detailed study to determine very accurately how
much energy is needed to send a single bit. Â°

(vi) An efficient electronic design without the need of a
very sophisticated antenna for radio links. How-
ever, the simple wire was measured and character-
ized to determine the optimal length

(vii) An open hardware architecture design where all
card details are provided

(viii) Low cost and reliable card design that, compared to
Zig-Bee, is very cheap

2. Related Work

A wireless sensor is an electronic device equipped with
certain characteristics of sensing and elementary functions
for establishing wireless communication. These characteris-
tics are governed by a basic computing system usually imple-
mented in a microcontroller or a small microprocessor. In
addition, a wireless sensor must possess capacities for effi-
cient energy management and maybe the ability to harvest
the energy from the surroundings, including solar, electro-
magnetic, or the energy from plants, see Figure 1.

In general, a wireless sensor is equipped with a small
amount of energy stored in a battery or supercapacitor. The
correct usage of this energy may lead to extending the life-
time of the wireless sensor. Eventually, such finite energy gets
depleted, and the wireless sensor will be off the network until
it acquires more energy in some way, for instance, by chang-
ing its batteries with new ones. This could be challenging if
the wireless sensor is located in a difficult-to-reach position.
In such cases, the network will lose nodes and eventually will
be useless. Hence, determining the necessary power for
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transmitting or receiving data is important for estimating the
lifetime of the WSN. An estimation of the lifetime of a WSN
can be obtained from a stochastic point of view, for instance,
by using Markov chains [10–14], or from an energetic point
of view [15–17] [18, 19].

To estimate the energetic cost of transmitting/receiving
data, we consider the following. By definition, the instanta-
neous electric power pðtÞ is the rate at which electric energy
eðtÞ as a function of time is transferred to or from a part of
an electric circuit [20, 21], that is

p tð Þ = de tð Þ
dt

: ð1Þ

Cumulative energy E over a period of time T = ½ti, t f � is
the integral of the instantaneous power,

E =
ðt f
ti

p tð Þdt: ð2Þ

Let us suppose that the instantaneous power p is a contin-
uous function over the period T , then there exists an instant
tm ∈ T such that

E = p tmð Þ t f − ti
� �

= p tmð ÞΔt, ð3Þ

where Δt = t f − ti is the duration of T and pðtmÞ has the phys-
ical sense of mean power in that period, which is denoted by
�W, hence

E = �WΔt: ð4Þ

Note that the mean power in T can be calculated from
formulas (1) and (2),

E =
ðt f
ti

d e tð Þð Þ = e t f
� �

− e tið Þ = Δe, ð5Þ

where Δe denotes the change of energy at the ends of period
T , thereby �W = Δe/Δt.

By a unit of energy, we mean the energy necessary to per-
form awork by the wireless sensor (either transmit, receive, or
sleep) during certain time. This includes, of course, the
energetic cost of running some code by the microcontroller
to control the communication tasks and to perform the corre-
sponding networking functions. Let us assume that a wireless
sensor performs a single operation of transmission or recep-
tion during a time slot of duration Δtslot seconds. Formula
(4) provides a simple way to estimate the energy ETx,slot,
ERx,slot, or ESleep,slot per slot to perform such an operation

ETx,slot =WTxΔtslot, ð6Þ

ERx,slot =WRxΔtslot, ð7Þ

ESleep,slot =WSleepΔtslot, ð8Þ

where WTx, WRx, and WSleep are the representative values of
the power consumed during transmission, reception, or sleep,
respectively.

The rest of the paper is organized as follows: first, Section
3 describes the design of a wireless sensor; Section 4 presents
the power and energy analysis in the wireless sensor; Section
5 is an analysis of the energy used by the WSN and the
harvesting energy from mint plants; Section 6 develops the

Figure 1: Simplified architecture of a wireless sensor.
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mathematical model used to describe the system. The results
are presented in Section 7 and finally our main conclusions.

3. Design of a Wireless Sensor

In this section, we show the design of a wireless sensor,
including some simulations and related measurements. The
objective is not to design a sophisticated device or to rival
with some wireless sensors available in the market but to
provide simple guidelines of design and to perform the
measurements of energy and power necessary to evaluate
its performance in a WSN.

3.1. Microcontroller Selection. For the design of a wireless
sensor, we employ the chip ATMega32U4, which is a low-
power CMOS 8-bit microcontroller, with an advanced RISC
architecture. This microcontroller possesses 32 KBytes of
in-system self-programmable flash program memory, 1
KByte EEPROM, 2.5 KBytes internal SRAM, and USB 2.0
full-speed/low-speed device module with interrupt on trans-
fer completion, see Figure 2(a). Also, it possesses six sleep
modes, namely, idle, ADC noise reduction, power-save,
power-down, standby, and extended standby.

The microcontroller is set up in a stand-alone configu-
ration, running with a 16MHz crystal oscillator, see
Figure 2(b). The configuration provides a set of pins that
serve as I/O ports. These ports can be used for interfacing
some sensors for sensing physical variables such as
temperature, pressure, gases, presence, and light. If ports
are configured as analog inputs, they internally use the
analog-to-digital converter (ADC), which results in higher
power consumption by the microcontroller.

The microcontroller can be programmed either by using
the USB or SPI interface. USB programming requires a boot-
loader to enable built-in USB support. SPI programming
does not require a bootloader, and well-known utilities such
as AVRDUDE are available for programming the chip. For
burning (flashing) a bootloader in the microcontroller, the
SPI interface should be used as well.

3.2. Radio Chip Selection. The air interface of a wireless
sensor involves a radio circuit for establishing wireless com-
munications with other sensors of the network. There exist
several commercial options that provide integrated solu-
tions for configuring a wireless network like XBee, see
Figure 3(a). XBee modules use the IEEE 802.15.4 network-
ing protocol for fast point-to-multipoint or peer-to-peer
networking; however, these modules have some drawbacks
concerning the objectives of the present work. In the first
place, they usually employ the 2.4GHz ISM band for
world-wide compatibility purposes. In this band of
frequency, a wireless link reaches distances of some tens
of meters in indoor environments [22, 23] with some
improvement in outdoors [24]. Some XBee modules
improve their coverage range by transmitting with a higher
power, like the XBee Pro that reaches up to 1.6 km in line-
of-sight at 63mW (18dBm) [25], thereby increasing the
overall power consumption of the module.

On the other hand, the 2.4GHz ISM band is populated by
the radiation of Wi-Fi and Bluetooth devices, as well as
microwave ovens among others. These behave as interfering
sources resulting in higher packet error rates [27–29], lower
throughput [30, 31], higher path loss, and fading [32]. For
these reasons, some protocols and devices are moving to
lower frequencies, which are less populated and offer higher
coverage ranges. One example is found in the IEEE
802.11ah WLAN protocol, which uses the sub-1GHz
license-free ISM bands [33]. The XBee-PRO 900HP module
works on the band of 902–928MHz and reaches up to
15.5 km in line-of-sight by transmitting 250mW (24dBm)
at 10 kb/s, [34]. Though the range of this module is quite
broad, its power consumption is relatively high
(290mAmax × 3:6Vmax = 1:044Wmax).

Another drawback of the XBee modules is the impossibil-
ity to write custom firmware for specific applications.
Though XBee modules are highly configurable, it is not
possible to modify the way they transmit a single byte, not
to mention his high price. On the opposite side, some RF
modules are very cheap and lack firmware, thereby the user
needs to write custom software to operate the modules via
microcontrollers. An example is the RF modules of
Figure 3(b), which can work in the ISM band of 315MHz
or 433MHz. The transmitter (TX) module is indeed a simple
Colpitts oscillator that is turned on/off by a transistor config-
ured as a switch, which results in OOK modulation. The
receiver (RX) module is a simple super-regenerative receiver
equipped with an op-amp as a comparator for detecting
digital symbols. RX and TX modules consume up to
20mW and 10mW, respectively, [35]. Even without anten-
nas, the wireless link can be established with a range of some
meters, but a single strand of wire as an antenna in the TX
module may increase the coverage range to some tens of
meters. Indeed, the coverage range can be extended to a few
kilometers by using high gain well-matched antennas in both
modules. Unfortunately, the PCBs of these modules are not
designed to accommodate a proper RF connector for plug-
ging external antennas. Another drawback is the large
amount of source code for equipping the link with the essen-
tial functionality for deploying a basic WSN, thus occupying
most of the microcontroller’s program memory.

At the midpoint, we found commercial wireless modules
based on the chips of the nRF24 Series from Nordic, which
work in the 2.4GHz ISM band, see Figure 3(c). Other popu-
lar wireless modules based on the CC1101 chip from Texas
Instrument work in the sub-1GHz ISM bands [36] at low-
powers. Such modules are highly configurable, and custom
software can be written from standard libraries. Further-
more, their coverage range is quite high when using high-
gain well-matched antennas and transmitting at the
maximum output power (up to 0 dBm for the nRF24L01+
at 2.4GHz and up to 11dBm for the CC1101 at 915MHz).

For designing the wireless sensors, we have chosen the
MRF49XA chip from Microchip [37], see Figure 3(d). This
is a sub-1GHz RF transceiver that can work in the 433,
868, and 915MHz ISM bands. In particular, we opted for
the 915MHz ISM band for designing the wireless sensors.
Few external components are needed for designing a
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completely integrated RF transceiver. The chip employs FSK
modulation with a data rate ranging from 1.2 kbps to
256 kbps. Since the chip can rapidly settle the carrier to the
desired frequency, it can perform frequency-hopping and

implement multichannel. The receiver is quite sensitive, with
an increased receiving sensitivity of -110 dBm. The above
allows the wireless link to be robust enough to surpass multi-
path fading and interference.
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Figure 2: (a) CPU architecture of the ATMega32U4 (adapted from [[26], p. 9]). (b) Stand-alone configuration for the ATMega32U4.
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The MRF49XA chip is configured via a SPI interface, see
Figure 4(a), and needs few extra signals from the microcon-
troller to handling interruptions and other functionalities of
the transceiver. The chip allows different sleep modes for a
reduced overall current consumption. The RF interface
(RFN and RFP pins of the chip) consists of an open-
collector differential output that can drive a 50 Ω antenna
using a suitable balun, see Figure 4(b). The output impedance
of the RF interface at 915MHz is 9 + i77Ω, which must be the
input impedance of the balun. The datasheet of the chip [37]
provides the appropriate values of the components the balun.

3.3. Design of a Simple Antenna. For simplicity, the antenna
for the wireless sensor is made of a single strand of 24 AWG
wire (= 0:5106mm). Its length ℓ was experimentally deter-
mined by successively shortening the wire up to observing the
resonance at f0 = 915MHz.Thiswas performedby using a vec-
tor network analyzer (VNA) MS46121B from Anritsu. Reso-
nance is determined from the parameter s11, which is the
reflection coefficient Γ at the input port of the antenna. In the

logarithmic scale, the quantity 10 log js11j (dB) is often called
return loss RL. Recall that the reflection coefficient at a load is
defined as the ratio of the amplitude B of the reflected wave
and the amplitude A of the incident wave, that is Γ = B/A.
The lower the value of jΓj, the smaller the reflected power as
well as the return losses. This implies that most of the power
supplied to a load can be used to perform electric work. Reso-
nance in the antenna is determined by the frequency at which
s11 reaches its minimum value. We determined two candi-
dates of resonant lengths, namely, ℓ1 = 10:3 cm and ℓ2 = 25:8
cm. Other resonant lengths are indeed possible, but they are
larger than ℓ2. In Figure 5, we observe the frequency response
of the antenna for both resonant lengths.

The VNA performs a frequency sweep over a given band-
width, and the measurements of s11 = s11ðωÞ in the function
of the frequency ω = 2πf are plotted on a Smith chart, see
Figure 5(a). The central point of this diagram corresponds
to s11 = 0, which implies the best coupling. In the vicinity of
this point, we have a region with an optimal coupling, which
is indicated in the figure by a gray disc. As we approach the

(a) (b)

(c) (d)

Figure 3: Some examples of commercial RF modules: (a) XBee module; (b) 433MHz TX/RX modules; (c) NRF24L01+ transceiver; (d)
MRF49XA transceiver.
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outer circle, the coupling gets lost since js11j⟶ 1; thereby,
all of the energy is reflected. The measurements correspond-
ing to ℓ1 and ℓ2 are closer to the central point at 915MHz. In
Figure 5(b), the same information is plotted on Cartesian
axes. The band of frequencies at which js11ðωÞj reaches lower
values is indicated by a gray stripe in the figure. We can see
that the carrier frequency of 915MHz indeed lies in this
region. The plot corresponding to ℓ2 = 25:8 cm has another
resonance frequency of about 400MHz but is not useful in
the present design.

The working wavelength at f0 = 915MHz is λ0 = 0:3278
m. An antenna of the kind considered here is often called
monopole or Marconi antenna [38]. Its ideal resonant
lengths are given by łn = ð2n − 1Þλ/4, n = 1, 2,⋯. This for-
mula applies for an ideal filamentary antenna, that is, an
antenna in which = 0. The real resonant lengths ℓ1 and ℓ2
are comparable to the ideal resonant lengths l1 = λ0/4 =
8:195 cm and l2 = 3λ0/4 = 24:585 cm, respectively. The differ-
ences are due to the circumferential currents established
around the wire as well as the end effects. Finally at f0 =
915MHz, the antenna shows an impedance of Zin = 37:858
+ i10:101Ω for the length ℓ1 and Zin = 46:405 + i7:702Ω for

the length ℓ2, which are closer to the impedance Z0 = 50Ω
at which the balun was designed.

3.4. Assembling a Prototype of Wireless Sensor. Based on the
design considerations of previous subsections, a prototype
for a wireless sensor was assembled in a PCB board with
SMD components. The layout of the resulting PCB is shown
in Figure 6. After soldering all of the components and burn-
ing a bootloader in the microcontroller, the prototype was
proved both as a TX and RX by loading some testing pro-
grams via USB with the Arduino IDE. The spectrum of the
prototype as TX was measured with a spectrum analyzer
DSA710 of RIGOL, as is shown in Figure 7. Several units of
the prototype were assembled and tested accordingly for
the posterior deployment of a WSN.

4. Power and Energy Analysis in the
Wireless Sensor

According to the previous design of the wireless node, in
this section, we estimate the power used in the TX, RX,
and OFF modes.
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Figure 4: (a) Circuitry for the radio chip: C1–C4 are decoupling capacitors, XTAL is a 10MHz crystal, and R is a 10 kΩ resistor. (b) Balun for
50 Ω antenna.
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4.1. Powering a Wireless Sensor with a Supercapacitor. Using
supercapacitors instead of batteries in the wireless sensors
would lead to a quasi-autonomous operation mode. Indeed,
a bank of supercapacitors could be charged continuously by
harvesting energy from the surroundings while the micro-
controller is in sleep mode. A wireless sensor will awake only
if it needs to transmit or receive data so that it will use some
of the stored energy. Once TX/RX operations have finished,
the wireless sensor will return to the sleep mode, and the
supercapacitors will continue their charging process up to
the next event.

Data transmission to the sink node is performed with
slotted ALOHA protocol so that nodes with packets ready
to transmit must wait for the beginning of the time slot and
transmit with a probability τ. To further reduce the energy
consumption, we let the probability τ to depend on the resid-
ual energy of each node. This is based on the fact that the
highest energy consumption comes from transmission oper-
ations. Hence, nodes with the highest residual energy would
perform more packet transmissions than those with the low-
est residual energy levels. When nodes have low energy levels
after long operation periods, this scheme would conserve
energy by reporting very few events when nodes are in the
active (ON) mode. Specifically, τ is determined by

τ eið Þ = γe−γEo/ei , ð9Þ

where Eo is the initial energy of the node, which can also be
considered as the maximum energy stored in the supercapa-
citor, ei is its residual energy, and γ is a parameter defined by
the network administrator that controls the number of
packet transmissions and consequently the system’s lifetime.

For the considered wireless sensor, we have that Eo = 139J .
This value is estimated as follows.

Figure 8 shows the behavior of a single supercapacitor of
15 F @ 4.3V that feeds a wireless sensor that is continuously
transmitting. The supercapacitor has the number part
MAL219691203E3 from Vishay BCcomponents. Ideally, this
supercapacitor can store up to UE = 1/2CV2 = 138:67 J,
though this energy cannot entirely be exploited by thewireless
sensor. As can be seen in the figure, when the voltage of the
capacitor is below 1.83V neither the radio chip nor themicro-
controller can work adequately. If this point is reached, the
wireless sensor is unable to operate in the network unless the
supercapacitor increases its energy in some way. Supercapaci-
tors show an equivalent series resistance (ESR) that may con-
sume some of the stored energy even if no load is connected to
their ends. To reduce such power leakage, the value of ESR
should be as close as possible to zero.

It is worth noticing that in a continuous transmission
mode, a single supercapacitor can feed one wireless sensor
for 40min at the minimum transmitting power of
-17.5 dBm and about 10min at the maximum transmitting
power of 0 dBm. Hence, a strategy must be to transmit small
amounts of data and then send the wireless sensor to a sleep
mode once its communication duties have finished and
repeat this process if necessary. While the wireless sensor is
in sleep mode the supercapacitor can be charged by harvest-
ing energy from the surroundings. Furthermore, the sleeping
of the wireless sensor favors the supercapacitor to “refresh”
its available charge, as was observed in the experiments,
which may be due to certain physicochemical processes that
take place inside the supercapacitor [39, 40]. Otherwise, the
uninterrupted usage of the wireless sensor leads to the “dry-
ing” of the supercapacitor, and the point of 1.83V will be
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l2 = 25.8 cm
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Figure 5: Frequency response of the resonant antenna: (a) plot of s11ðωÞ = js11ðωÞjeiθðωÞ on a Smith chart; (b) plot of js11ðωÞj.
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reached more rapidly. The refreshing and drying of the capac-
itors should be studied more rigorously in the laboratory.

4.2. Power Budget in the Designed Wireless Sensor. In this
subsection, we report the power consumption of the wireless
sensor in the TX, RX, and sleep modes. This is performed by
measuring the current IT consumed by the wireless sensor,
which is fed by a voltage V sensor applied at x the sensor’s feed-
ing terminals. Let IμC and Iradio denote the current consumed
by the microcontroller and the radio chip, respectively, so
that IT = IμC + Iradio. The power consumption of the sensor

denoted by Wsensor is calculated by the customary formula
Wsensor = ITV sensor. Tables 1 and 2 show the results of the
power consumption of the wireless sensor in TX mode at
V sensor = 5V and V sensor = 3:3V, respectively. In both cases,
the wireless sensor is operating in a continuous form. The
first columns of these tables show the available transmitting
powers in the radio chip, being -17.5 dBm and 0dBm the
lowest and highest available powers, respectively. On the
other hand, Tables 3 and 4 show the power consumption of
the wireless sensor in RX and sleep modes, respectively, for
V sensor = 5V and V sensor = 3:3V. In the RX case, the wireless
sensor is operating in a continuous form.

(a) (b)

(c)

Figure 6: Layout of the prototype of a wireless sensor: (a) upper view of the PCB; (b) lower view of the PCB; (c) assembled prototype.
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According to the results shown in Tables 1–4, we observe
that using a feeding voltage of V sensor = 5V is energetically
more expensive than using V sensor = 3:3V. Hence, the super-
capacitors must be chosen to work in a regime close to 3.3V.
On the other hand, the average current consumption of the
microcontroller in TX mode is IμC,TX = 11:13mA (4.37mA)
at V sensor = 5V (3.3V); in RX mode, the consumption is
IμC,RX = 11:6mA (4.1mA) at V sensor = 5V (3.3V); finally,
the consumption in the sleep mode is IμC,Sleep = 11:2mA
(3.94mA) at V sensor = 5V (3.3V). These values agree with
the values specified in the datasheet of the ATMega32U4,
namely, IμC,typ = 10mA at 8MHz and VCC = 5V and IμC,max
= 5mA at 4MHz and VCC = 3V.

With respect to the radio, the average current consump-
tion is Iradio,TX = 14:78mA (13.6mA) at VCC = 5V (3.3V)
in TX mode and Iradio,RX = 13:9mA (12.8mA) at VCC = 5V
(3.3V) in RX mode. These values do not show substantial
differences regarding the operation mode or feeding voltage
and are below the typical value indicated in the datasheet of
the radio chip, of about 17mA. However, a substantial reduc-
tion is observed in the sleep mode, with a current consump-
tion of Iradio,Sleep = 726μA (552μA) at VCC = 5V (3.3V). In
other words, a reduction in the overall power consumption
of the wireless sensor mainly depends on reducing the cur-
rent in the microcontroller. There exist several strategies to
achieve this including setting the clock frequency to a value
lower than 1MHz or less, disabling the brown-out detector
(BOD), disabling the ADC if not used by sensors, and among
others. Also, it is possible to choose another microcontroller
with a lower current consumption without altering the
design of the wireless sensor too much.

In Table 5, we show the values that are used to model our
mathematical proposal.

5. An Analysis of the Energy Used by the WSN
and the Harvesting Energy from Mint Plants

In this section, we estimate the energetic cost of transmittin-
g/receiving data by the designed wireless sensor from an
empirical point of view based on the measurements of Sec-
tion 4. Then, we consider recharging the supercapacitors of
the wireless sensors by harvesting energy from mint plants.
From the obtained results, we establish the viability of such
a harvesting configuration for a real WSN.

5.1. Power and Energy Estimates in the Wireless Sensor. As a
numerical example and using formulas (6)–(8), let us assume
that the wireless sensor is fed by V sensor = 3:3V, and let Δ
tslot = 5ms, which is a typical value for a time slotted commu-
nication system, see e.g., [41]. From Tables 2–4, we take as
representative values WTx = 64:68mW, WRx = 55:77mW,
and WSleep = 14:85mW, being the first one the correspond-
ing to a transmitting power of 0 dBm. On the basis of these
values, we obtain

ETx,slot = 323:4 μJ/slot,

ERx,slot = 278:85μJ/slot,

ESleep,slot = 74:25 μJ/slot:

ð10Þ

We can also estimate the energy needed to transmit/re-
ceive a single bit or byte. For instance, assume that the data
rate of the radio is 256 kbps. This implies that a 5ms slot
has 768 bits or equivalently 96 bytes. Therefore, the energy
for a single byte is

Figure 7: Spectrum of the prototype as transmitter, with the frequency of the carrier centered at 915MHz.
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ETx,byte = 3:368 μJ/byte,

ERx,byte = 2:904 μJ/byte,
ð11Þ

and the energy needed to transmit or receive a single bit is

ETx,bit = 421:09 nJ/bit,

ERx,bit = 363:08 nJ/bit:
ð12Þ

All these values can be used for specifying units of energy
in WSN. The above values indeed depend on the data rate of
the radio and on the duration of the time slot Δtslot.
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Figure 8: Voltage of a 15 F @ 4.3V supercapacitor in a function of time as the wireless sensor continuously transmit at (a) -17.5 dBm
and (b) 0 dBm.

Table 1: Power consumption in transmission mode at V sensor = 5V.

TX power (dBm) Iradio (mA) IμC (mA) IT (mA) Wsensor (mW)

0 16.4 11.4 27.8 139.0

-2.5 15.5 11.3 26.8 134.0

-5.0 15.0 11.4 26.4 132.0

-7.5 14.7 11.6 26.3 131.5

-10.5 14.4 11.0 25.4 127.0

-12.5 14.2 10.9 25.1 125.5

-15.0 14.1 10.8 24.9 124.5

-17.5 14.0 10.7 24.7 123.5
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5.2. Harvesting Energy from Mint Plants. Energy conversion
performed by living organisms is intrinsically sustainable
and essentially relevant for future biohybrid technologies
and green energy sources [42]. Researchers are finding ways
to tap into the power of photosynthesis to generate small
amounts of electricity from microalgae [43], cyanobacteria
[44], and living plants [42]. The plant cells generate electrical
potentials, which can propagate along the plasma membrane
on long distances in vascular bundles and short distances in
plasmodesmata and protoxylem [45]. Plants translate exter-
nal stimuli into electrical signals, e.g., to regulate a variety
of physiological functions, to mediate defense reactions
[46], and to communicate with other plants [45].

Peppermint or mint (Mentha piperita L.), a perennial
aromatic herb belonging to the Lamiaceae (Labiatae) family,
is a natural hybrid between spearmint (Mentha spicata L.)
and water mint (Mentha aquatic L.) [47]. Peppermint oil is
of great economic value due to its uses in medicine [48], cos-
metics [49], and food industry [50]. Indeed, for these reasons,
peppermint is extensively cultivated both in temperate and
tropical countries. Mint grows particularly well in lands with
high water-holding capacity soil [51]. In 2014, world produc-
tion of peppermint was 92,296 tonnes [52].

There exist three main pathways of carbon assimilation
by plants, namely, C3, C4, and CAM. During the CO2 fixa-
tion, when the photosynthetic plant produces 3-carbon acid

as the first product, it is classified as C3 pathway. When the
photosynthetic plant produces a 4-carbon compound as the
first stable product, it is classified as C4. If the plant absorbs
the energy of the sunlight at the day time and uses this energy
for the assimilation or fixing of the CO2 at night time, it is
classified as crassulacean acid metabolism or CAM. Plants
that use the C3 pathway tend to thrive in areas where
sunlight intensity and temperatures are moderate, with CO2
concentrations around 200mg/l or higher and plentiful
groundwater. Contrarily, C4 and CAM pathways are adapta-
tions to arid conditions due to their improved water use effi-
ciency [53]. On this basis, mint is classified as a C3 plant.

Photorespiration is an important process for energy dis-
sipation for protecting plants against high light intensity to
prevent excess water loss [54]. It consists of the uptake of
molecular oxygen O2 concomitant with the release of CO2
from organic compounds. The gas exchange resembles respi-
ration and is the reverse of photosynthesis where CO2 is fixed
and O2 released [55]. The C4 pathway is an adaptation to the
ancestral C3 photosynthetic pathway that acts to mitigate the
effects of photorespiration that can occur in response to eco-
logical pressures in C3 photosynthesis [56]. The first product
of photorespiration is the phosphoglycolate, which is pro-
duced by enzyme Ribulose-1,5-bisphosphate carboxylase/ox-
ygenase, and the final product of photorespiration is NH+

4 in
the roots. Ammonia (NH+

4 ) is oxidized to nitrite (NO−
2 ) and

subsequently to nitrate (NO−
3 ) for bacterial ammonia oxi-

dizers in a microbially catalyzed process called nitrification.
This behavior generates an increase of electrons and protons
in the system, resulting in a decrease of system internal elec-
tric resistance and the increasing of electric generation [57].
Excessive loss of N due to NO−

3 leaching is a serious problem
in peppermint cultivation [58]; however, this disadvantage
for plant growth can be exploited in energy harvesting.

In this work, we report the energy harvested from mint
plants and evaluate the possibility of using this microsource
of energy for recharging the supercapacitors of a wireless sen-
sor. The experiment was carried out as follows. In a small
plastic pot of 9 × 10−4m 3, we place a 7-turn helix made of
25 AWG copper wire, with a length of ℓhelix = 0:9m. This will
be the cathode of the microsource. Next, near the helix but
without touching, we place a zinc-plated wire mesh with a
surface of 0.010m2, which will act as the anode of the source,
see Figure 9(a). These electrodes are connected to female
banana plugs that traverse the pot, see Figure 9(b). In the
inner space of the helix, the roots of a mint plant (mentha spi-
cata) are located, and then, the pot is filled with potting soil
mix such that the electrodes and the roots get covered. This
plant pot generates bioelectricity because of the microbial
oxidative metabolism of the soil (see, e.g., [59–62]), which
is measured externally at the female banana plugs by means
of a multimeter, see Figure 9(c).

The experiment was carried out during four days from
10 : 00 to 18 : 00Hrs. In the first day, the plant pot was watered
at 9 : 00Hrs. During sunning, the bioelectricity was measured
hourly in each pot as follows: open-circuit voltage vopenðtnÞ
was measured with a multimeter as voltmeter, and short-
circuit current ishortðtnÞ was measured with a multimeter as
ammeter, where tn = 3:6 × 103ðn + 10Þ s, n = 0,⋯, 8. The

Table 2: Power consumption in transmission mode at V sensor = 3:3
V.

TX power (dBm) Iradio (mA) IμC (mA) IT (mA) Wsensor (mW)

0 15.2 4.4 19.6 64.68

-2.5 14.2 4.6 18.8 62.04

-5.0 13.9 4.3 18.2 60.06

-7.5 13.5 4.0 17.5 57.75

-10.5 13.3 4.2 17.5 57.75

-12.5 13.0 4.4 17.4 57.42

-15.0 12.9 4.5 17.4 57.42

-17.5 12.8 4.6 17.4 57.42

Table 3: Power consumption in reception mode.

Iradio (mA) IμC (mA) IT (mA) Wsensor (mW)

V sensor = 5V
13.9 11.6 25.5 127.5

V sensor = 3:3V
12.8 4.1 16.9 55.77

Table 4: Power consumption in sleep mode.

Iradio (μA) IμC (mA) IT (mA) Wsensor (mW)

V sensor = 5V
726 11.2 12 60

V sensor = 3:3V
552 3.94 4.5 14.85
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instantaneous electric power pðtnÞ was calculated as pðtnÞ =
vopenðtnÞishortðtnÞ. Finally, the experiment was carried out
seven-fold, thereby seven plant pots were individually mea-
sured during the experiment.

From the set of data points ðtn, pðtnÞÞ, we construct an
interpolating function ~pðtÞ depending on the time t ∈ ½t0, t8�.
In Figure 10, we observe the plots of the instantaneous
power ~pmðtÞ for each mint pot (m = 1,⋯, 7) as functions

Table 5: Energy values and variables use to model our mathematical proposal.

Energy
variables

Definition Values

E0 Initial energy available in the node We consider 500,000 units of energy

Ei
Residual energy available in every node.

i = 1, 2, 3, 4⋯N
The initial value that we consider is E0; however, this value changes

depending the node mode

ETx

Amount of energy that is use to transmit
a packet

We consider that when a node transmits a packet, consume 5 units of energy

ERx

Amount of energy that is use to receive
a packet

When a node receives a packet, consume 4 units of energy

Esleep
Energy that is consume when the node is on

sleep mode
If a node is on sleep mode, we consider that consume 1 unit of energy

Emin
Minimum value of energy necessary in the

node to work
We consider that the minimum value of energy necessary to work is 5% of

initial energy E0

Emax It is the maximum energy stored in the node Emax = E0

(a)

(a)

(b)

(b)

(c)

(c)

Figure 9: (a) Internal setup of the experiment inside the pot of the mint plant. (b) Electrodes of the mint plant. (c) A series of mint plants and
the measured open-circuit voltage at the ends of the series.
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of the time t, for each day. We can see that the harvested
power is of the order of μW, with open-circuit voltages of
the order of some volts and short-circuit currents of the
order of μA.

In general, the highest measurements of power occurred
on the day when the plants were watered. Was observed a
strong correlation between the solar irradiation and the gen-
erated electric power, as was expected. On the other hand,
during the afternoon hours, electric power was also gener-
ated, reaching even higher values than during the morning
hours. This electric power is due to other chemical processes
previously described. Nonetheless, such small power levels
will not be able to drive a small device or even a single
LED. However, these small powers can replenish a superca-
pacitor of a wireless sensor while it is in sleep mode. Accord-

ing to (2), the cumulative energy harvested from the plant pot
is given approximately by

~Em =
ðt8
t0

~pm tð Þdt,m = 1,⋯, 7: ð13Þ

The integration can be calculated directly from the inter-
polating function ~pm. In Table 6, we observe the values of the
cumulative harvested energy calculated from this integral.
Also, we observe the mean and total harvested energy, the
total being calculated by summing the energy values from
the four days. Plots of the energy as functions of the number
of days can be seen in Figure 11. We observe that energy
tends to decrease. This may be because the plants were only

25
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t (Hr)

˜

p̃6 (t) (𝜇W)˜

p3 (t) (𝜇W)˜

p5 (t) (𝜇W)˜

p7 (t) (𝜇W)˜

20

15

10

5

160
140
120
100

80
60
40
20

60

40

20

30
25
20
15
10

5

20

15

10

5

80

100

60

40

20

80

60

40

20

10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00

10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00

10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00

10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00

10:00 11:00 12:00

Day 1

Day 2

Day 3

Day 4

13:00 14:00 15:00 16:00 17:00 18:00

Figure 10: Instantaneous power measured in each plant pot.

14 Journal of Sensors



watered the first day of the experiment, and no other water
was supplied daily for not to flood the plants. Also, during
days 2, 3, and 4, the experiment was carried out in cloudy
conditions so that irradiation greatly diminished compared
to day 1.

6. Mathematical Model

In this section, we develop a mathematical analysis based on
a discrete-time Markov chain (DTMC) that models the main
dynamics of the system, i.e., the nodes turning ON and OFF,
the transmission of packets with probability τ, reception of
packets, and collisions.

The time slot duration will serve as the reference time
structure for the proposed DTMC. Changes in the system
may occur only at the beginning of the time slot, and no
events can occur in between slots. The valid state space of
the Markov chain is

Ω = e S1ð Þ
1 , e S2ð Þ

2 ,⋯,e Snð Þ
n

� �
: 0 ≤ e Sið Þ

i ≤ Eo ; Si = 0, 1f g ; i = 1,⋯,n
n o

,

ð14Þ

where n is the number of nodes in the system, ei is the resid-
ual energy of the i-th node, and the state Si indicates whether
the node is OFF (Si = 0) or ON (Si = 1). We assume that
nodes change from state ON (OFF) to OFF (ON) with prob-

ability ρ. It implies that nodes remain an average time of 1/ρ
seconds in each state. As such, the valid state transitions are
as follows:

(i) From the state ðeð1Þ1 , eð1Þ2 ,⋯,eð1Þn Þ to the state

e 1ð Þ
1 − ΔRx, e

1ð Þ
2 − ΔRx,⋯,e 1ð Þ

n − ΔRx

� �
ð15Þ

with a probability ð1 − ρÞnð1 − τÞn. This transition corre-
sponds to the case where all nodes are in the ON state
(Si = 1 for 1 ≤ i ≤ n) but none of them transmit packets. In
this way, each node consumes an amount of energy ΔRx cor-
responding to be active (listening and receiving) but not
transmitting.

(ii) From the state ðeð1Þ1 , eð1Þ2 ,⋯,eð1Þn Þ to the state

e 1ð Þ
1 − ΔRx,⋯,e 1ð Þ

i − ΔTx,⋯,e 1ð Þ
n − ΔRx

� �
, ð16Þ

with probability ð1 − ρÞnτð1 − τÞn−1. This transition corre-
sponds to the case where all nodes are in the ON state
(Si = 1 for 1 ≤ i ≤ n) but only the node i (i = 1, 2,⋯, n) trans-
mitted one packet. As such, the transmitting node i consumes
an energy ΔTx , and the other nodes consume the energy ΔRx
corresponding to be active (listening and receiving) but not
transmitting.

(iii) From the state ðeð1Þ1 , eð1Þ2 ,⋯,eð1Þn Þ to the state

e 1ð Þ
1 − ΔRx,⋯,e 1ð Þ

i − ΔTx, e
1ð Þ
i+1 − ΔRx,⋯,e 1ð Þ

j − ΔTx, e
1ð Þ
j+1 − ΔRx,⋯,e 1ð Þ

n − ΔRx

� �
,

ð17Þ

with a probability ð1 − ρÞnτ2ð1 − τÞn−2. This transition
corresponds to the case where all nodes are in the ON state
(Si = 1 for 1 ≤ i ≤ n) and only the nodes i and j
(i, j = 1, 2,⋯, n) transmitted one packet each one. As such,
the transmitting nodes i and j consume an amount of
energy ΔTx, and the other nodes consume the energy ΔRx
corresponding to be active (listening and receiving) but
not transmitting and so on.

(iv) From the state ðeð1Þ1 , eð1Þ2 ,⋯,eð1Þn Þ to the state

e 1ð Þ
1 − ΔTx, e

1ð Þ
2 − ΔTx,⋯,e 1ð Þ

n − ΔTx

� �
, ð18Þ

with a probability ð1 − ρÞnτn, in which all nodes transmit. In
this way, each transmitting node consumes an amount of
energy ΔTx .

(v) From the state ðeð1Þ1 , eð1Þ2 ,⋯,eð1Þn Þ to the state

1.5

1.0

0.5

1 2

Plant 1
Plant 2
Plant 3
Plant 4

Plant 5
Plant 6
Plant 7

3 4
t (days)

Em (t) (J)˜

Figure 11: Cumulative energy for each plant pot.

Table 6: Cumulative harvested energy from mint plants.

~E1 (J) ~E2 (J) ~E3 (J) ~E4 (J) ~E5 (J) ~E6 (J) ~E7 (J)

Day 1 0.3096 0.3066 0.5546 1.3314 1.7272 0.8267 0.3935

Day 2 0.0529 0.0283 0.9884 0.4790 0.8571 0.0995 0.2912

Day 3 0.0451 0.0898 0.4847 0.6371 0.7502 0.1300 0.1468

Day 4 0.0297 0.0522 0.1565 0.2020 0.6991 0.1491 0.0405

Mean 0.1093 0.1192 0.5460 0.6624 1.0084 0.3013 0.2180

Total 0.4375 0.4770 2.1843 2.6497 4.0337 1.2055 0.8722
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e 1ð Þ
1 − ΔRx, e

1ð Þ
2 − ΔRx,⋯,e 0ð Þ

k − ΔSleep,⋯,e 1ð Þ
n − ΔRx

� �
, ð19Þ

with a probability ρð1 − ρÞðn−1Þð1 − τÞn. This transition cor-
responds to the case where the node k (k = 1, 2,⋯, n) goes
to the OFF state while the rest remain active (listening and
receiving) but not transmitting, each of which consumes
the energy ΔRx. As such, the sleeping node k consumes the
energy

ΔSleep ≔ ESleep − EH , ð20Þ

where EH is the harvested energy from the surroundings and
ESleep is the energy consumption during the sleep mode, both
during a time slot. The condition EH > ESleep means that the
energy employed during the sleep period is actually replen-
ished and not drained. For the case in which two or more
nodes go to the OFF state, the transition probability is calcu-
lated accordingly.

(vi) All possible combinations of nodes going to the ON
(OFF) state and transmitting or receiving while
being active are derived similarly.

As examples, Tables 7 and 8 show the possible transitions
in the case where the network is formed by two and four
nodes, respectively. In the case of two nodes, Figure 12 shows
the correspondingMarkov chain where nodes are assumed to
be in the OFF state and can change to nine different states.

The aforementioned chain corresponds to an irreducible
Markov chain. As such, the steady-state probabilities can be
calculated by solving the linear system Π =ΠP, where P is
the transition probability matrix formed by calculating all
possible valid transitions among states and Π is the steady-
state vector Π = πðeðS1Þ1 ,⋯,eðSnÞn Þ for all possible values of Si and

ei for i = 1, 2,⋯, n. Due to the intricacy of this Markov chain,
we solve the linear system by numerical methods.

7. Results

In this section, numerical results are presented to evaluate the
performance of the WSN when we use the harvesting energy

Table 7: Possible transitions in the case n = 2.

Initial state Final state1 Probability of changing state Notes

e S1ð Þ
1 , e S2ð Þ

2

� �
e

S1′ð Þ
1 , e S2ð Þ

2

� �
e S1ð Þ
1 , e

S2′ð Þ
2

� �
ρ 1 − ρð Þ Only one node changes from state Si to the state Si′.2

e
S1′ð Þ

1 , e
S2′ð Þ

2

� �
ρ2 The two nodes change from state Si to the state Si′.2

e S1ð Þ
1 , e S2ð Þ

2

� �
1 − ρð Þ2 The two nodes remain in the same state.

1If Si = 0⟹ Si′= 1, then PTx
= τ, and PRx

= 1 − τ. If Si = 1⟹ Si′= 0, then PTx
= 0, and PRx

= 0. 2If a node changes from OFF to ON state, it can transmit or
receive data and consume an amount of energy related to being active (listening or receiving) or transmitting, respectively. If a node changes from ON to
OFF state, it harvests energy.

Table 8: Possible transitions in the case n = 4.

Initial state Final state3 Probability of changing state Notes

e S1ð Þ
1 , e S2ð Þ

2 , e S3ð Þ
3 , e S4ð Þ

4

� �

e
S1′ð Þ

1 , e S2ð Þ
2 , e S3ð Þ

3 , e S4ð Þ
4

� �
e S1ð Þ
1 , e

S2′ð Þ
2 , e S3ð Þ

3 , e S4ð Þ
4

� �

e S1ð Þ
1 , e S2ð Þ

2 , e
S3′ð Þ

3 , e S4ð Þ
4

� �
e S1ð Þ
1 , e S2ð Þ

2 , e S3ð Þ
3 , e

S4′ð Þ
4

� � ρ 1 − ρð Þ3 Only one node changes from
state Si to the state Si′.4

e
S1′ð Þ

1 , e
S2′ð Þ

2 , e S3ð Þ
3 , e S4ð Þ

4

� �
e

S1′ð Þ
1 , e S2ð Þ

2 , e
S3′ð Þ

3 , e S4ð Þ
4

� �

e
S1′ð Þ

1 , e S2ð Þ
2 , e S3ð Þ

3 , e
S4′ð Þ

4

� �
e S1ð Þ
1 , e

S2′ð Þ
2 , e

S3′ð Þ
3 , e S4ð Þ

4

� �

e S1ð Þ
1 , e

S2′ð Þ
2 , e S3ð Þ

3 , e
S4′ð Þ

4

� �
e

S1′ð Þ
1 , e S2ð Þ

2 , e
S3′ð Þ

3 , e
S4′ð Þ

4

� � ρ2 1 − ρð Þ2 Two nodes change from
state Si to the state Si′.4

e
S1′ð Þ

1 , e
S2′ð Þ

2 , e
S3′ð Þ

3 , e S4ð Þ
4

� �
e

S1′ð Þ
1 , e

S2′ð Þ
2 , e S3ð Þ

3 , e
S4′ð Þ

4

� �

e
S1′ð Þ

1 , e S2ð Þ
2 , e

S3′ð Þ
3 , e

S4′ð Þ
4

� �
e S1ð Þ
1 , e

S2′ð Þ
2 , e

S3′ð Þ
3 , e

S4′ð Þ
4

� � ρ3 1 − ρð Þ Three nodes change from
state Si to the state Si′.4

e
S1′ð Þ

1 , e
S2′ð Þ

2 , e
S3′ð Þ

3 , e
S4′ð Þ

4

� �
ρ4

The four nodes change from
state Si to the state Si′.4

e S1ð Þ
1 , e S2ð Þ

2 , e S3ð Þ
3 , e S4ð Þ

4

� �
1 − ρð Þ4 The four nodes remain

in the same state.
3If Si = 0⟹ Si′= 1, then PTx

= τ, and PRx
= 1 − τ. If Si = 1⟹ Si′= 0, then PTx

= 0, and PRx
= 0. 4If a node changes from OFF to ON state, it can transmit or

receive data and consume an amount of energy related to being active (listening or receiving) or transmitting, respectively. If a node changes from ON to
OFF state, it harvests energy.
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obtained from mint plants. We study six main parameters:
lifetime, active time, offline time, and the probability of suc-
cessful transmission, free slot, and collision.

(i) Lifetime is the time it takes for the first node of the
WSN to die

(ii) Active time is the time when all nodes have their
energy above the energy threshold, i.e., nodes have
enough energy to operate adequately in the network

(iii) Offline time is the time when at least one node is
harvesting energy

(iv) Probability of successful transmission is the proba-
bility that one node of active nodes transmits a
packet

(v) Probability of idle slot is the probability that none of
the active nodes transmits a packet

(vi) Probability of collision is the probability that more
than one of the active nodes transmits a packet

First, we study the system lifetime for different numbers of
nodes in the network and PON of 0.1, 0.3, and 0.5. In Figure 13,
we show the system lifetime when the energy harvesting
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(0)–

e2 ERx

(1)–
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(1)–

e2 Esleep + EH
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Figure 12: Markov chain corresponding to n = 2 and initial state in OFF mode.
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system is not considered and when the nodes harvest the
energy from mint plants. As we expected, when the energy
harvesting system is not considered and PON increases, the
operational time decreases. However, when the energy
obtained from plants is considered, the node never runs out
of energy. Indeed, the energy obtained from either the plants
is sufficient to power the nodes indefinitely. In the figure, we
represent thiswith the value 0, since in fact, the system lifetime
goes to infinity which is difficult to represent in the figure.

In Figure 14, we show the system active time. In this case,
when there is no energy harvested and PON increases, the
active time decreases because there is more probability that
a node change from the OFF state to the ON state and con-
sumes more energy. However, when we consider the energy
obtained from the mint plants, we observe that active time
increases. This is because the energy harvested in the
system is enough to regenerate the energy consumed in the
process of transmission and reception of packets providing
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nodes with more functional time and transmitting more data
to the sink.

This behavior is reflected in the offline as shown in
Figure 15. When the system has no energy harvesting capa-
bilities and PON increases, the offline time increases because
there is a higher probability that a node change from the

OFF state to the ON state and consume more energy. When
energy harvesting is enabled, the node never enters the offline
mode, which, for simplicity, we represent by 0 in the figure.

In Figures 16–18, we show the probability of successful
packet transmission for different numbers of nodes in the
network and PON = 0:1, 0.3, and 0.5, respectively, and
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Figure 16: Probability of successful transmission with Pon = 0:1 and ρ = 0:18.
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different probability that a node can transmit a packet (τ). As
expected, when τ increases, also the probability of successful
transmission increases. This is because the probability that a
node going from the OFF state to the ON state and transmits
a packet is higher.

In Figures 19–21, we show the probability of idle slot for
different number of nodes in the network and PON = 0:1, 0.3,

and 0.5, respectively, and different probability that a node
can transmit a packet (τ). When the τ value increases, the
probability of free slot decreases because it is more likely that
a node transmits a packet.

In Figures 22–24, we show the probability of packet col-
lision for different number of nodes in the network and
PON = 0:1, 0.3, and 0.5, respectively, and different probability

0
3

0.05

P
su

cc
es

s

0.2

0.15

0.1

2.5

0.25

Nodes

2
1.5

10–3
10–2

10–1
100

1
𝜏

Pon = 0.5

𝜌 = 0.5

Figure 18: Probability of successful transmission with Pon = 0:5 and ρ = 0:5.

0.94
10.01

0.95

0.96

0.008 1.5

0.97

P
fre

e

0.98

0.006

Nodes

0.99

2

1

0.004
2.50.002

30
𝜏

Pon = 0.1

𝜌 = 0.18

Figure 19: Probability of idle slot with Pon = 0:1 and ρ = 0:18.

20 Journal of Sensors



that a node can transmit a packet (τ). As expected, when the
probability that a node changes from the OFF state to the ON
state and transmits a packet increases, also the probability of
collision increases.

In Figure 25, we show the available nodes in the network
over time when we consider a value of τfixed = 0:05 and a
value of τvariable depending of residual energy of the network.
As we expected, the lifetime of the network increases when
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we consider a value of tauwhich depends on the energy avail-
able on the node.

8. Conclusions

In this work, we study, analyze, and design a WSN that can
operate indefinitely by harvesting energy from two separate

sources. In the first case, an antenna is used to capture energy
from pervasive electromagnetic sources, i.e., radio frequency
signals, in urban and suburban areas. In the second case, we
consider the energy that can be extracted from plants in rural
areas, for agricultural applications, or animal or fire monitor-
ing in forests where solar energy nor RF signals are abundant.
We prove that by using either one of these energy harvesting
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systems, the nodes in the network can operate without
depleting their energy. Also, we propose a node design for
these applications and schemes.

According to Table 6, the harvested energy is of the order
of few Joules; nonetheless, such small energy values can sus-
tain a wireless transmission if correctly adapted to drive a
wireless sensor. For instance, let us consider the lowest mean
harvested energy from Table 6, namely, Emean,1 = 0:1093 J,
corresponding to plant pot 1. Such energy can be used to
transmit up to 259,564 bits, 32,452 bytes, and 3375ms-

slots; this energy can also be used to receive up to 301,036
bits, 37,637 bytes, and 391 slots of 5ms. On the other hand,
let us consider the greatest mean harvested energy from
Table 6, namely, Emean,5 = 1:0084 J, corresponding to plant
pot 5. This energy can be used to transmit up to 2,394,737
bits, 299,406 bytes, and 3,118 slots of 5ms; it can also be used
to receive up to 2,777,349 bits, 347,245 bytes, and 5ms-3,616
slots. Note that these amounts of data can be used to transmit
not only the payload from the sensors but also the stack of
protocols involved in the networking functions.
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However, note that in this mathematical model, when we
consider 2 nodes in the network, there is 36 possible valid
states, and with 4 nodes, there are 1296 possible valid states.
Hence, computational complexity and running times greatly
increase with the number of nodes. Hence, the model is not
scalable. In future work, we plan to develop a new model that
can be scalable considering the energy of the entire network
and not of each node.

Data Availability

The simulations, tables, and figures data used to support the
findings of this study are available from the corresponding
author upon request.
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Although some progress has been made in studying the triggering updating methods of interest message for reducing node energy
consumption in directed diffusion routing protocols, they do not consider the anisotropy of sensing areas of nodes and the
requirement of diversity of interest message exchange rates within real-time performance, which makes these studies unable to
accurately adapt to the characteristics of interest message update. In this work, we proposed an improved triggering updating
method (ITUM) consisted of adaptive threshold determination based on the analytic hierarchy process and update judgement
by similarity comparison of interest messages. Meanwhile, the network model and the sensing model are presented to describe
actual network scenarios. We analyze the impact of critical parameters and evaluate the performance of ITUM with several
interest message updating methods from the aspect of lowering the number of information exchanges. The simulation results
prove that ITUM can improve the adaptability to scene changes while decreasing the number of information exchanges
compared with the existing methods. Furthermore, it is shown that ITUM is a highly effective solution for determining the
triggering updating conditions of various information exchange rates in directed diffusion routing protocol.

1. Introduction

Query routing technique is undoubtedly one of the most typ-
ical routing protocols for wireless sensor networks (WSNs)
[1], which is concretely composed by interest message diffu-
sion, data transmission, and path enhancement in the imple-
mentation process [2–5]. The routing method has several
remarkable highlights in data-oriented monitoring applica-
tions, such as direct transmission of interested data, informa-
tion screening [6], and local communication [7], resulting in
the advantages of less redundant information and long net-
work lifetime. Moreover, the query routing protocol can be
explicitly classified into rumor routing, directed diffusion
routing, disjoint multipath routing, and braided multipath
routing [8–11]. Directed diffusion routing exhibits excellent
energy efficiency compared with other query routing
methods [12] and can effectively lessen network data stream
by query-driven data transmission and local data aggregation

[13]. For example, Intanagonwiwat et al. explored the use of
directed diffusion for a simple remote-surveillance sensor
network and enabled diffusion to achieve energy savings by
selecting empirically good paths and by caching and process-
ing data in-network [14]. Mu et al. inquired a directional dif-
fusion routing protocol to improve the reliability of data
transmission and extend the network life in wireless body
area networks (WBANs) [15]. Directed diffusion routing is
made up of three independent stages: interest diffusion, data
transmission, and path enhancement [16–19]. During the
application of directed diffusion routing, the query request
is sent to nodes in the target area in the form of interest mes-
sage, and the routing path is established in turn. Afterwards,
the nodes start to execute the corresponding monitoring
tasks according to the description of the interest message.
Among them, the spread of interest message is named as
interest message diffusion. Besides, since the network is not
static, the nodes in the target area may move out, and on
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the contrary, the nodes outside the target area can also move
in. These mobile nodes unavoidably require to communicate
with surrounding nodes for timely exchanging or achieving
interest messages in this phase, which is defined as interest
message update.

In order to diminish energy consumption and extend
network lifetime, various studies have been performed to
optimize directed diffusion routing. For instance, Eghbali
and Dehghan addressed a load-balancing method based on
multipath directed diffusion to prolong the lifetime of nodes
by establishing a multihop path between receivers and sensor
nodes [20]. Li and Shi enhanced energy utilization rate and
extended network lifetime by optimizing data transmission
path and data aggregation [21]. Liu et al. investigated DDBC,
a clustering-based directed diffusion routing protocol, to
decrease network topology and hence improve energy effi-
ciency by clustering and suppressing redundant messages in
flooding [22]. However, these developed protocols solely
pay attention to explore energy conservation strategies dur-
ing data transmission and path enhancement stages in terms
of data fusion, load balancing, and optimization path, less
considering the energy consumption generated by interest
message update. Nevertheless, the number of interest mes-
sage exchanges in the stage of interest message update like-
wise directly influences node energy consumption [23–25],
which is tightly associated with triggering updating method
of interest message. It is necessary to take into account the
message exchange requirement and communication cost of
the target area for a triggering updating method.

Some triggering updating methods have been reported to
improve the routing performance in interest message update.
The current triggering updating methods can be separated
into two categories: conventional triggering updating method
(TUM) and energy-saving triggering updating method. The
first method is that the mobile node accomplishes update
through periodically broadcasting the update request of inter-
est message to the neighbor nodes during its movement [26].
This behavior based on periodic triggering may substantially
increase the number of interest message exchanges and cannot
adapt to the movement path of mobile node due to the blind-
ness of triggering. Meanwhile, the possible simultaneous
responses of neighbor nodes are probable to induce informa-
tion redundancy and network congestion. For overcoming
the weaknesses of the classic triggering updating method, a
series of energy-saving triggering updating methods are
probed by refining the trigger and response patterns. Yu and
Zhang and Cui and Cao investigated a method to effectively
decrease the frequency of interest message updates by spread-
ing interest messages only between cluster heads [27, 28].
Krishnamachari and Ahn proposed an extending ring query
approach that can implement adaptive adjustment of query
radius [29]. Niu et al. recommended an interest message
updating method based on update triggering, delayed
response, and incremental update to decrease update fre-
quency [30]. Although the propagation between cluster heads
or the limitation of update request range can restrain the surge
of update frequency due to the flooding mode, the problem
that updating operation and movement path are difficult to
adapt to has not been solved, and there is an increased possi-

bility of premature death of cluster heads. Moreover, these
studies are all based on the ideal node model and do not con-
sider the variations in sensing scope for different directions.
Additionally, compared with the other methods, the incre-
mental update proposed by Niu et al. can decrease update
number while multiple nodes are within the sensing area of
mobile node during the update phase. However, it will inevita-
bly boost the amount of response inhibition messages trans-
mitted and cannot prevent nodes with high proximity of
interest message content from acting void updates.

The ideal sensing area of node is approximately circular.
Though in the actual scene, the path attenuation of signal
transmission in different directions is varied as a conse-
quence of the influence of wireless device properties and
other environmental factors such as obstacles, leading to
the anisotropy of sensing area. On the other side, choosing
the improper threshold based on previous experience is a
crucial problem to the triggering updating method. This
may cause a direct impact on the real time, adaptability,
and timeliness of interest information update. It is addition-
ally a vital concern to avoid updating between a mobile node
and multiple fixed nodes with high-similarity message
content.

Based on the above introduction, this paper proposes an
improved triggering updating method for interest message
update in directed diffusion routing protocol, which is con-
stituted by adaptive threshold determination using the ana-
lytic hierarchy process (AHP) and trigger judgement
adopting similarity comparison of interest messages. The
contribution of this paper covers four aspects:

(1) We develop a network model based on different over-
lapping patterns of sensing areas between a mobile
node and various fixed nodes and establish a sensing
model considering time-varying anisotropy of wire-
less signal transmission

(2) We propose an improved triggering updating
method comprised of threshold determination and
update judgement to minimize the number of infor-
mation exchanges under different information
exchange rates

(3) We use the Gauss-Markov mobility model to
describe the mobile node movement in the target area
and investigate the performance of reducing the
number of information exchanges for diverse net-
work and mobility parameters

(4) Simulation results demonstrate that the proposed
triggering updating method can significantly
decrease the number of information exchanges due
to the combination of advantages of two factors.
The analytic hierarchy process can dynamically
obtain the proper threshold of interest messages of
multifixed nodes, and the similarity comparison is
capable of avoiding unnecessary updates

The outline of this paper is organized as follows. Section 2
provided the network model and sensing model. Section 3
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depicts the proposed method. In Section 4, we conduct the
performance analysis of the proposed method under differ-
ent network and mobility parameters. Finally, we summarize
our work and draw conclusions in Section 5.

2. Network and Sensing Model

In this section, aiming to describe the scenario of interest
message update precisely, we propose several assumptions
of network model and two categories of overlapping pattern
of sensing areas to imply the preconditions of update trigger-
ing in consideration of the bidirectional links between nodes
and use a time-varying standard normal distribution to indi-
cate the difference of sensing area of node in each direction.

2.1. Network Model. Considering the distribution of fixed
nodes, the moving path of mobile node, and the capacity of
node interest messages, we concretely define network model
as follows.

(1) Every node has the same communication ability, each
communication link between nodes is bidirectional, and all
fixed nodes in WSNs are randomly distributed in a rectangu-
lar target area

(2) The total number of nodes in the target area is Q, and
each node can utilize the existing wireless location technol-
ogy to provide location information

(3) The number of interest messages carried within each
sensor node is L. These interest messages vary and are sorted
by importance in descending order. The characters 1, 2,…, K
are used to depict different monitoring tasks, respectively.
Additionally, it is assumed that K is greater than L. Mean-
while, the interest message in a mobile node is empty at the
initial stage

(4) The overlapped sensing areas of fixed nodes manifest
that there are common interest messages (monitoring tasks)
between them and vice versa. The fixed nodes overlapping
with a mobile node can be abstracted as a fixed node

(5) A mobile node can enter or leave from any boundary
of the target area and move according to the Gauss-Markov
mobility model. The update is triggered by simultaneously
satisfying the two conditions that the sensing areas of the
mobile node and fixed nodes overlap, and the similarity of
interest messages is higher than threshold value

(6) The overlaps can be divided into two kinds by the
number of fixed nodes overlapped with a mobile node, as
illustrated in Figure 1. The first category is that the sensing
area of mobile node overlaps with that of a single fixed node,
and triggering updating is settled by both. The second cate-
gory is that the sensing area of mobile node overlaps with
that of multiple fixed nodes at the same time, which can be
classified into the following three cases:

(a) The sensing areas of fixed nodes are entirely over-
lapped, that is, the interest messages are the same, and the
triggering updating is decided by the mobile node and any
node together

(b) The sensing areas of fixed nodes do not overlap with
each other at all. Namely, the interest messages are entirely
different, and the mobile node needs to make the judgment
of triggering updating with each fixed node, respectively

(c) The sensing areas of fixed nodes are partially inter-
sected, and the interest messages of these nodes are supposed
to be not exactly the same. In this case, common messages of
these fixed nodes are firstly arranged in random order, and
the remaining messages are further sorted in descending
order of importance of interest message content until the
message capacity of a fixed node is reached. The triggering
updating assessment is eventually carried out between the
reorganized interest message and the interest message of
mobile node

(7) The query request is strictly restricted in the target
area, and the sink node locates outside the target area. Each
request by the user is time-limited and expires after the cor-
responding validity duration

2.2. Sensing Model. Radio irregularity originated by the het-
erogeneous properties of devices and the anisotropic proper-
ties of propagation media is a common and nonnegligible
phenomenon in WSNs [31]. It results in irregularity in radio
range and variations in packet loss in different directions for
sensor node. The sensing model we put forward here is
inspired by three properties of radio signals: anisotropy, con-
tinuous variation, and heterogeneity. In addition, the degree
of influence of factors such as residual energy of nodes and
neighboring environment on the perceived distance of nodes
in various directions is random, time varying, and has the
characteristics of normal distribution. Therefore, for the con-
venience of description and application, the standard normal
distribution is used to demonstrate the random influence
degree of multiple independent factors on the perceived dis-
tance of nodes in each direction, and the time-varying pro-
cess of the influence is expressed by introducing the time
variable.

A time-varying irregular circle with the node as the cen-
ter is proposed to depict the sensing area of node in the
deployment scenario. The variable perceived distance RsðRs

= ð1 − σ′ÞRÞ is used as its radius, where R denotes the radius
as the sensing area of node is a regular circle [32, 33] and σ
′ð0 < σ′ < 0:2Þ is anisotropic influence factor.

The anisotropy influence factor σ′ is represented by an
integral function of the standard normal distribution with
time and angle as variables and can be calculated by Eq. (1).

σ′ =
ð1/4 sin lθ+tlð Þj j

1/4 sin lθ+tlð Þj j

1ffiffiffiffiffiffi
2π

p e−u
2/2du, ð1Þ

Second category First category

Overlapping types 

(a) (b) (c)
N N

N
A

C N

A
B

B

C
A

A & B

Figure 1: Overlapping patterns.N represents the mobile node; A, B,
and C express fixed nodes, respectively.
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where θ ðθ ∈ ½0, 2π�Þ and uðu ∈ ð−0:25,0:25ÞÞ are direction
coefficient and adjustment coefficient, l represents a random
number greater than 1, t ðt > 0Þ indicates time, and the prod-
uct of t and l is an adjustable time-varying parameter.

3. Triggering Updating Method

The interest message update process has varied requirements
on the degree of information exchange between a mobile
node and several fixed nodes with overlapped sensing areas,
corresponding to different information exchange rates. The
high information exchange rate indicates that the update sen-
sitivity of interest message of mobile node and fixed nodes is
at a high level and vice versa. For the information exchange
requirements, relying only on the previous experience to arti-
ficially set the update threshold, it will inevitably lead to the
decline of necessity and adaptability of update. Therefore,
we build an improved triggering updating method in this sec-
tion. In this method, the update threshold of fixed nodes is
solved adaptively based on AHP for evaluating the difference
of interest message content in light of information exchange
rate, and then the similarity of interest message contents
between the mobile node and fixed nodes is computed and
compared with the update threshold to judge whether to
update or not.

3.1. Threshold Determination. AHP proposed by Saaty in the
early 1970s is a multicriteria decision method that uses hier-
archical structures to represent a problem and makes deci-
sions based on importance scales [34, 35]. Because of the
effective combination of qualitative and quantitative
approaches, it has been popularly practiced in the fields of
performance evaluation, engineering planning, program
sequencing, economic management, etc. [36]. In this paper,
the complex correlation and subordination between interest
messages and information exchange rates are combined into
a three-level analysis structure model by AHP, and the
threshold determination can be converted into computing
the relative weights of information exchange rates to the
update threshold. The specific steps are listed as follows:

(1) Establishing Hierarchical Threshold Model. The infor-
mation exchange rate and message priority are arranged into
an ordered hierarchy model based on membership relations,
as shown in Figure 2. The update threshold z is referred to as
the overall target layer, the priorities (B1, B2,⋯, BL) of inter-
est message content are employed as the criterion layer for
achieving the overall goal, and three information exchange
rates are selected as the solution layer in which A1, A2, A3
express high, medium, and low information exchange rates,
respectively. In the constructed model, the update threshold
z is jointly determined by priorities B1, B2,⋯, BL. A priority
Bj ð1 < j < LÞ is mutually affected by the three information
exchange rates and the priorities in turn act on the same
information exchange rate.

(2) Constructing Importance Matrix. According to the
importance of priority levels of interest message content in
the criterion layer, the criteria scale is evenly subdivided into
nine levels from equal importance (lowest priority) to
extreme importance (highest priority), and the values are

assigned 1 to 9. Each value signifies that the importance of
the former over the latter of two priorities compared, and
the corresponding value should be reciprocal with the posi-
tions of two priorities interchange. Moreover, Bj1, Bj2,⋯,
BjL, the importance comparison results of Bjð1 < j < LÞ and
B1, B2,⋯, BL are added as the jth row element of importance
matrix of criterion layer B using the update threshold z as the
evaluation criterion, and the importance matrix B is set up as
follows:

B =
b11 ⋯ b1L

⋮ ⋱ ⋮

bL1 ⋯ bLL

2
664

3
775: ð2Þ

As a result of the identical hierarchical model, the impor-
tance matrix of solution layer and criterion layer is assembled
by the same method. Through the steps above, the impor-
tance matrix of solution layer with priority Bjð1 < j < LÞ as
evaluation criteria is described by Eq. (3).

ABj
=

a11 a12 a13

a21 a22 a23

a31 a32 a33

0
BB@

1
CCA: ð3Þ

(3) Sorting and Validation of Single-Layer Weight. The
eigenvectors of importance matrices B and ABj

can be

obtained by the square root method. The relative weights
WBj among A1,A2, A3 and the relative weights Wz among
B1, B2,⋯, BL can be collected after normalization, respec-
tively. In this paper, we use the calculation process of WBj

as an example, to illuminate the same implement process of
the two weights as follows.

(a) Compute the cubic root of product of elements of

each row in the importance matrix ABj
by Wi = ðQ3

j=1aijÞ
1/3

, ði = 1, 2, 3Þ and normalize Wi by the following:

W
Bj

i = Wi

∑3
i=1Wi

, ð4Þ

where W
Bj

i represents the weight of Ai by the use of Bj as

evaluation criteria. WBj = ðWBj

1 ,W
Bj

2 ,W
Bj

3 Þ
T
is the relative

weight, namely, the normalized vector, and each component
is the weight value of different information exchange rates
relative to the priority Bj.

(b) Calculate the largest characteristic root of importance
matrix ABj

by Eq. (5).

λmax = 〠
3

i=1

Ci

3WBj

i

, ð5Þ

where Ci is the ith element of vector CðC = ABj
WBjÞ.
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(c) As the elements of importance matrix are quantita-
tively assigned, in order to avoid the influence of change of
characteristic roots caused by data contradiction on calcula-
tion result and decision accuracy, the consistency validation
on its elements can be done through Eq. (6).

CR = CI
RI =

λmax − n/n − 1
RI = λmax − 3

1:16 , ð6Þ

where CR is the consistency ratio, RI is the random consis-
tency index, CI is the consistency index, and n is the order
of matrix ABj

with a value of 3. CR is used to indicate the

degree to which the constructed importance matrix deviates
from the ideal completely consistent matrix, which can effec-
tively detect the logical errors in judgement and improve the
reliability of the final decision. The threshold value of 0.1 is
recommend by Saaty and has been widely accepted as a gen-
eral setting used to assess whether the matrix has satisfactory
consistency. In case consistency ratio CR = CI/RI < 0:1, it
shows that importance matrix ABj

has satisfactory consis-

tency. The normalized eigenvector WBj can be applied as
the weight vector representing relative weight. Otherwise,
the element aij should be adjusted through the reconstruc-
tion ofABj

by the most inconsistent element (MICE) iteration

algorithm, which is recommended by Yuan and Liang [37].
(d) Weight Sorting and Threshold Determination. Based

on consistency validation, the total weight of each informa-
tion exchange rate can be computed by Eq. (7).

WZ
At
= 〠

L

j=1
W

Bj

ij W
Z
j , i = 1, 2, 3, ð7Þ

where WZ
Ai

is the total weight of Ai relative to z, W
Bj

ij is the

weight of Ai relative to Bi, and WZ
j denotes the weight of Bi

relative to z. To ensure the reliability of the total weights
obtained, the consistency validation can be designed:

CR′ =
∑L

j=1W
Z
j CIj′

∑L
j=1W

Z
j RIj′

, ð8Þ

where CR′ is the final consistency ratio and CI j′ and RIj′ are
the sorting consistency index and random consistency index
of hierarchical weights of solution layer to the criterion layer
Bj. In the case of CR′ < 0:1, it is concluded that the weight
sorting has satisfactory consistency. Then, the optimal
threshold z′ at the current information exchange rate can
be gained by Eq. (9) and Eq. (10).

z′ = zmin + zmax − zminð Þ × 1 −Wz ′
Ai

� �
, ð9Þ

zmax =

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2∑L/2

i=1 K − 2i − 1ð Þð Þ2
L

L is evenð Þ,
s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2∑ L−1ð Þ/2

i=0 K − 2i + 1ð Þð Þ2 − K − Lð Þ2
L

,

s

× 2 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 K − Lð Þ/K + 1
∑ L−1ð Þ/2

i=0 K − 2i + 1ð Þð Þ − K − Lð Þ
L is oddð Þ

s !
,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð10Þ
where zmax is the maximum threshold, zmin is the minimum

threshold with the value of zero, and Wz ′
Ai

is the weight of
the current information exchange rate relative to the update
threshold z achieved by Eq. (7).

3.2. Update Judgement. After obtaining the update threshold
of fixed nodes overlapped with a mobile node, the similarity
can be adopted to assess whether the interest messages of
mobile and fixed nodes satisfy the update condition under
the current information exchange rate. Distance measure-
ment methods are widely used to signify the similarity
between data. However, such methods often show more reli-
able measurement results in low-dimensional space and
weak performance in high-dimensional space by the cause
of the sparsity of data [38]. Hence, the application of the
distance-based method to the similarity comparison of mul-
tidimensional interest messages will unavoidably lead to a
sharp increase in update times with the growing number of
deployed nodes, forming a dimensional disaster. The predic-
ament of the distance-based method results in the ignorance
of similarity difference for high-value data and low-value

Piority B1

U
pdate threshols z

Criterion layer Solution layer

Piority BL

High information exchange
rates A1(66.7-100%) 

Medium information exchange
rates A2(33.4%-66.6%) 

Low information exchange
rates A3(0%-33.3%) 

Target layer 

Piority B2

Piority Bj

Figure 2: Hierarchical threshold model.
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data in various dimensions, which directly generates the
underestimate of similarity outcomes. To solve this problem,
we propose a modified distance-based similarity function by
using the absolute average of each dimension to balance the
similarity discrepancy of high-value data and low-value data.
This function evaluates the similarity of each dimension of
data, and its value is between 0 and zmax. The larger the value,
the higher the difference between the two information mes-
sages. The similarity of interest message contents between a
mobile node and multiple fixed nodes is defined by the fol-
lowing:

D M,Nð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑L

i=1 Mi −Nið Þ2
L

s
× 2 −

∑L
i=1 Mi −Nið Þ/mi

��� ���
∑L

i=1 Mi −Nið Þj j

0
@

1
A,

ð11Þ

where M represents a mobile node and N is the fixed node
abstracted by the fixed nodes overlapped with M; M = ðM1,
M2,⋯,Mj,⋯,MLÞ andN = ðN1,N2,⋯,Nj,⋯,NLÞ, respec-
tively, indicate the interest message contents of M and N ,
Mi,Ni ∈ ð1, KÞ; mi is the absolute average of Mi and Ni.

The introduction of parametermi canmake the similarity
analysis based on distance depends not only on the difference
betweenMi andNi but also on the size of the dimension data,
for intensifying the similarity measurement performance of
dimension with large value in the case of high dimension.
For example, suppose M = ð1, 4, 7Þ and N = ð3:6:9Þ, if mi in
DðM,NÞ is removed, then the similarity ofM and N in these
three dimensions is 2, respectively, and the overall similarity
is 2. However, based upon data comparison, the similarity of
the second dimension should be higher than that of the first
dimension, and the similarity of the third dimension should
be higher than that of the second dimension. According to
the DðM,NÞ, the similarity of the two messages in the three
dimensions is 3, 3.6, and 3.75, respectively, and the overall
similarity is 3.45. It is easy to find that the similarity compar-
ison function proposed in this paper has high-grade discrim-
ination performance.

We decide whether to do the update operation following
the similarity calculation. If the similarity is higher than the
update threshold, the update operation will be enabled. Oth-
erwise, the update will be abandoned, and the mobile node
continues to move and prepares for the next update as
requested by the query.

4. Results and Discussion

In the simulations, we make use of Gauss-Markov mobility
model to depict the mobile node movement in the target area,
which was initially presented for the simulation of a personal
communication service network. It can be described as

vk = βvk−1 + 1 − βð Þvavg +
ffiffiffiffiffiffiffiffiffiffiffiffi
1 − β2

q� �
wvk−1

,

dk = βdk−1 + 1 − βð Þdavg +
ffiffiffiffiffiffiffiffiffiffiffiffi
1 − β2

q� �
wdk−1

,
ð12Þ

where vk and dk are the new velocity and direction of mobile
node at time interval k; vavg and davg are constants represent-
ing the mean value of velocity and direction as k→∞; β ð0
≤ β ≤ 1Þ is the tuning parameter used to vary the random-
ness; wvk−1

and wdk−1
are random variables from a Gauss dis-

tribution. At each time interval, the next location is
calculated based on the current location, velocity, and direc-
tion of movement. Specifically, at time interval k, the location
of mobile node is given by

xk = xk−1 + vk−1 × cos dk−1ð Þ,
yk = yk−1 + vk−1 × sin dk−1ð Þ,

ð13Þ

where ðxk, ykÞ and ðxk−1, yk−1Þ are the x and y coordinates of
mobile node at the kth and ðk − 1Þth time intervals, respec-
tively, and vk−1 and dk−1 are the velocity and direction of
mobile node, respectively, at the ðk − 1Þth time interval. We
set the target area to be 200m × 100m. All the simulation
results are the average values of 50 simulations. The simula-
tion parameters are shown in Table 1.

With the change of simulation parameters, the ITUM
proposed in this paper is compared with traditional updating
method (TUM) and TURIR [30], by using the number of
information exchanges as the indicator.

Figure 3 depicts the relations of ITUM, TUM, and
TURIR between the number of information exchanges and
the deployment density of fixed nodesm. It is easy to observe
that the number of information exchanges can increase sig-
nificantly with the growth of m. When m ∈ ½1/1000m2, 1/
200m2Þ, the number of information exchanges of these three
methods will rise slowly, with average growth rates of
21.58%, 23.73%, and 21.72%, respectively. When m ∈ ð1/
200m2, 1/100m2Þ, the number of information exchanges of
these three methods will proliferate, with the growth rates
of 101.72%, 104.56%, and 162.81% separately. Apparently,
TUM is the most sensitive to the deployment density of fixed
nodes, and ITUM has the minimum increase in the number
of information exchanges, with the m rising from 1/1000m2

to 1/100m2. The triggering methods of three methods lead
this phenomenon. The timing update mechanism of TUM
is associated with time and deployment density of fixed
nodes. Under a certain time, the deployment density directly
impacts the number of information exchanges, and the
higher them is, the faster the increase will be. TURIR merely
updated while the node displacement is higher than the fixed
threshold value. Compared to TUM, the method can effi-
ciently decrease the number of information exchanges, and
the number of information exchanges will slowly increase
with the increment of m affected by mobility model and
threshold value. However, if the node density increases to a
specific value, the node displacement becomes the chief
influencing factor, which will drive to the sharp increase in
the number of information exchanges. ITUM can lessen the
number of information exchanges by avoiding blind and
invalid updates as a consequence of the triggering updating
conditions recommended in this paper. Influenced by the
anisotropy, update threshold, and similarity in the initial
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phase, the number of information exchanges rises moder-
ately with the increase of m. As the deployment density con-
tinues to grow, the anisotropy converts to the principle aspect
and will cause an abrupt jump in the number of information
exchanges.

As shown in Figure 4, with the increase of R, the average
number of information exchanges of ITUM is lowered by
75.72% and 41.00%, respectively, compared to that of TUM
and TURIR. When R ∈ ½10m, 30mÞ, the number of informa-
tion exchanges of ITUM and TURIR has an approximate
trend with a slow growth rate. In particular, when R ∈ ½30m
, 55m�, ITUM can dramatically decrease the number of
information exchanges, compared with the other two kinds
of methods. As a whole, the rate of change, the number of
information exchanges, and the increment of ITUM are sig-
nificantly lower than the other two methods produced by
the anisotropy of sensing area and the triggering updating
conditions, which diminishes the probability of the update
judgment. Furthermore, it is easy to understand that the big-
ger the R is, the more the number of information exchanges

are, which means that more updates will be triggered. There-
fore, in order to reduce the update times, designers should set
reasonable sensing radius for network nodes.

Figure 5 demonstrates the relation between the dimen-
sion of interest message L and the number of information
exchanges. With the increase in L, the average number of
information exchanges of these three methods is raised by
3.19%, 6.81%, and 4.55%, respectively. Compared with
TUM, TURIR, and ITUM, it has better performance in
reducing the number of information exchanges and
decreases by 20.68% and 2.93% on average. When L < 4,
affected by the number of monitoring tasks, priority, and
threshold range, TURIR is the most effective in cutting down
the number of information exchanges by reason of the fixed
threshold mechanism. When 4 ≤ L ≤ 7, the number of infor-
mation exchanges of ITUM can be stable at 38, which has a
prominent advantage over the other two methods. In the case
of L > 7, although the impact of L will lead to sudden
increases in quantities, contrasted to the other two methods,
the number of information exchanges of ITUM is still

Table 1: Simulation parameters.

Parameter Symbol Initial value Variation range

Deployment density of fixed nodes m 1/200m2 [1/1000m2, 1/100m2]

Sensing radius of nodes R 10m [10m, 55m]

Tuning parameter β 0.3 [0, 1]

Average velocity of mobile node vavg 1m/s (0, 1.25m/s)

Average direction of mobile node davg π/2 (0, π)

Dimension of interest message L 1 [1, 9]

Information exchange rate H 50% (0, 100%)
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Figure 3: Number of information exchanges of three methods in different deployment densities.
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reduced by 20.38% and 8.76%, respectively. Therefore, to
lower the update times by ITUM, we need to limit the num-
ber of L within a reasonable scale ð4 ≤ L ≤ 7Þ.

As shown in Figure 6, with the increase in number of
interest message update intervals from 1 minute to 20
minutes, ITUM is the least in the number of update messages
in comparison with that of TUM and TURIR. The average
number of update messages is reduced by 68.03% and
17.47%, and the average amount of update data declined by
78.41% and 41.35%, respectively. In Figure 6(a), the number
of update messages in TUM is linked to the number of neigh-
bor nodes, depending on the triggering way. In the condition
of a definite deployment density of fixed nodes, the number

of update messages decreases insignificantly with the increase
of interest message interval, primarily induced by the
decrease of the number of messages used for interest message
propagation. The variance in the number of update messages
between ITUM and TURIR is affected by the triggering
updating mode, with the condition that the frequency of
query request, the scope of target area, and the validity period
of request remain unchanged.

Two main factors interlock with the amount of update
data: whether to adopt incremental update and the num-
ber of messages in the update process, as exhibited in
Figure 6(b), as TUM does not use the incremental update,
the number of messages in the update process and mes-
sage format bring about that its data quantity varies little
and is much larger than the other two methods. In the
case that ITUM and TURIR both utilize incremental
update pattern, the amount of update data of both has
direct relevance to the number of messages generated by
respective triggering updating methods and message for-
mats. In summary, ITUM can not only reduce the number
of update messages in the update process but also match
the update messages with user queries, which is particu-
larly suitable for data-centric WSNs with low network
bandwidth requirements.

Figure 7 shows the performances under various parame-
ters of Gauss-Markov mobility model in terms of davg, vavg,
and β. With the growth of davg, the average growth rates of
the three methods are 1.581%, 1.089%, and 0.744%, respec-
tively; When vavg boosts, the average growth rates of the three
methods are 1.803%, 1.427%, and 1.082%, respectively; with
the increase in β, the average growth rates of the three
methods are 0.441%, 0.401%, and 0.211%, respectively. We
can effortlessly note that the increase of model parameters
has the greatest impact on TUM and the least impact on
ITUM. By comparison, we can observe that the β is not the
critical factor in the three parameters. The update operation
of TUM is easily influenced by the number of fixed nodes
within the sensing area and movement path of mobile node.
TURIR triggers an update once the displacement of mobile
node is higher than the fixed threshold value, and the dis-
placement of mobile node is mainly ascertained by vavg and
davg, as presented in Figures 7(a) and 7(b). The trigger updat-
ing mode of ITUM can adjust to the movement path and cir-
cumvent unnecessary updates within high similarity
messages according to the adaptive dynamic threshold.
Moreover, due to the anisotropic sensing model of ITUM,
the sensing area of nodes is susceptible to the influence of
davg in mobility model, as shown in Figure 7(a).

From Figure 8, we can find that TUM and TURIR are
both little affected by changes in information exchange rate
H, as a result of the influence of timing updating mechanism
and fixed threshold updating pattern, respectively. Specifi-
cally, the timing update mechanism applied by TUM has
nothing to do with H, and the fixed threshold mode of
TURIR is independent of H. The variation coefficients of
the two methods are 0.308% and 0.415%, respectively. The
number of information exchanges of ITUM is positively cor-
related with H, and its variation coefficient is 41.475%. It is
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because the probability of triggering updating increases with
the growth of H, resulting in the increment of number of
information exchanges.

In Figure 9, we can note that m, H, and R have strong
positive correlation with the number of information
exchanges ðp < 0:05Þ. Although L, vavg , and davg are also pos-
itively correlated with the number of information exchanges,

the correlation is weaker compared with m, H, and R. β has
no concern with the number of information exchanges.

5. Conclusion

Energy efficiency is an essential concern in WSNs based on
directed diffusion routing protocols. In this paper, after
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defining the network model and the sensing model, we estab-
lished an improved triggering updating method of interest
message to reduce the number of information exchanges
through threshold determination based on AHP and update
judgement using similarity calculation. The most significant

advantage of this method is that it can better adapt the
requirement of information exchange rate, according to the
triggering updating mechanism composed of dynamic hier-
archical threshold adjustment and message similarity com-
parison. Besides, we analyzed the impact of key parameters
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and evaluated the performances of reducing update times
with two interest message updating methods. The simulation
results show that ITUM has a distinct advantage compared
with the exiting interest message updating methods, and
the proposed method can improve the adaptability to scene
changes while lowering the number of information
exchanges. Finally, other network constraints in real scenes,
such as channel noise and packet loss, are not considered. It
is this need in the next work to further test and improve
the proposed method. Also, the paper provided the weight
calculation method in threshold determination scheme is rel-
atively complicated; in future works, the weight-decision
method should be investigated to automatically get the rec-
ommended settings under the requirements imposed by a
specific range of information exchange rates.
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