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Irfan Kaymaz ("), Turkey

Vahid Kayvanfar (%), Qatar
Krzysztof Kecik (%), Poland
Mohamed Khader (%), Egypt
Chaudry M. Khalique {2, South Africa
Mukhtaj Khan (), Pakistan
Shahid Khan ("), Pakistan
Nam-Il Kim, Republic of Korea
Philipp V. Kiryukhantsev-Korneev (),
Russia

P.V.V Kishore(®, India

Jan Koci(2), Czech Republic
Toannis Kostavelis (), Greece
Sotiris B. Kotsiantis (=), Greece
Frederic Kratz(), France
Vamsi Krishna (9, India

Edyta Kucharska, Poland
Krzysztof S. Kulpa (), Poland
Kamal Kumar, India

Prof. Ashwani Kumar (), India
Michal Kunicki (%, Poland
Cedrick A. K. Kwuimy (), USA
Kyandoghere Kyamakya, Austria
Ivan Kyrchei (), Ukraine
Marcio J. Lacerda(»), Brazil
Eduardo Lalla(®), The Netherlands
Giovanni Lancioni (), Italy
Jaroslaw Latalski ("), Poland
Hervé Laurent (), France
Agostino Lauria (), Italy

Aimé Lay-Ekuakille (), Italy
Nicolas J. Leconte (#), France
Kun-Chou Lee ("), Taiwan
Dimitri Lefebvre (%), France
Eric Lefevre (I°), France

Marek Lefik, Poland

Yaguo Lei (), China

Kauko Leiviska (%), Finland
Ervin Lenzi (%), Brazil
ChenFeng Li(%), China

Jian Li(), USA

Jun Li(®, China

Yueyang Li(2), China

Zhao Li(»), China

Zhen Li(, China

En-Qiang Lin, USA

Jian Lin (%), China

Qibin Lin, China

Yao-Jin Lin, China

Zhiyun Lin (%), China

Bin Liu(®), China

Bo Liu(), China

Heng Liu (), China

Jianxu Liu (), Thailand

Lei Liu@®), China

Sixin Liu (), China

Wanquan Liu(#), China

Yu Liu(®), China

Yuanchang Liu (), United Kingdom
Bonifacio Llamazares (2, Spain
Alessandro Lo Schiavo (1), Italy
Jean Jacques Loiseau (), France
Francesco Lolli(1»), Italy

Paolo Lonetti (), Italy

Antoénio M. Lopes (), Portugal
Sebastian Lopez, Spain

Luis M. Lépez-Ochoa (%), Spain
Vassilios C. Loukopoulos, Greece
Gabriele Maria Lozito (1), Italy
Zhiguo Luo (), China

Gabriel Luque (), Spain
Valentin Lychagin, Norway
YUE MEI, China

Junwei Ma (>, China

Xuanlong Ma (), China
Antonio Madeo (1), Italy
Alessandro Magnani (), Belgium
Toqeer Mahmood (i), Pakistan
Fazal M. Mahomed (1), South Africa
Arunava Majumder (), India
Sarfraz Nawaz Malik, Pakistan
Paolo Manfredi (), Italy

Adnan Magsood (%), Pakistan
Muazzam Magqsood, Pakistan
Giuseppe Carlo Marano (), Italy
Damijan Markovic, France
Filipe J. Marques (), Portugal
Luca Martinelli(®), Italy

Denizar Cruz Martins, Brazil
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Francisco J. Martos (), Spain

Elio Masciari (), Italy

Paolo Massioni ("), France
Alessandro Mauro (1), Italy
Jonathan Mayo-Maldonado (), Mexico
Pier Luigi Mazzeo (1), Italy

Laura Mazzola, Italy

Driss Mehdi("), France

Zahid Mehmood (), Pakistan
Roderick Melnik (%), Canada
Xiangyu Meng (), USA

Jose Merodio (%), Spain

Alessio Merola (), Italy

Mahmoud Mesbah (), Iran
Luciano Mescia (), Italy

Laurent Mevel (), France
Constantine Michailides (), Cyprus
Mariusz Michta (), Poland

Prankul Middha, Norway

Aki Mikkola (%), Finland

Giovanni Minafo (1), Italy
Edmondo Minisci (), United Kingdom
Hiroyuki Mino (i), Japan

Dimitrios Mitsotakis (*), New Zealand
Ardashir Mohammadzadeh (), Iran
Francisco ]. Montdns (|2}, Spain
Francesco Montefusco (1), Italy
Gisele Mophou (%), France

Rafael Morales (%), Spain

Marco Morandini (), Italy

Javier Moreno-Valenzuela (2, Mexico
Simone Morganti (), Italy

Caroline Mota (), Brazil

Aziz Moukrim (i), France

Shen Mouquan (%), China

Dimitris Mourtzis(*), Greece
Emiliano Mucchi (), Italy

Taseer Muhammad, Saudi Arabia
Ghulam Muhiuddin, Saudi Arabia
Amitava Mukherjee (), India

Josefa Mula (%), Spain

Jose ]. Mufioz(2), Spain

Giuseppe Muscolino, Italy

Marco Mussetta (), Italy

Hariharan Muthusamy, India
Alessandro Naddeo (1), Italy

Raj Nandkeolyar, India

Keivan Navaie (), United Kingdom
Soumya Nayak, India

Adrian Neagu (), USA

Erivelton Geraldo Nepomuceno (), Brazil
AMA Neves, Portugal

Ha Quang Thinh Ngo (), Vietnam
Nhon Nguyen-Thanh, Singapore
Papakostas Nikolaos (), Ireland
Jelena Nikolic (%), Serbia

Tatsushi Nishi, Japan

Shanzhou Niu (), China

Ben T. Nohara (5, Japan
Mohammed Nouari (), France
Mustapha Nourelfath, Canada
Kazem Nouri(#), Iran

Ciro Nufez-Gutiérrez (1), Mexico
Wlodzimierz Ogryczak, Poland
Roger Ohayon, France

Krzysztof Okarma (1), Poland
Mitsuhiro Okayasu, Japan

Murat Olgun (), Turkey

Diego Oliva, Mexico

Alberto Olivares (), Spain

Enrique Onieva(:), Spain

Calogero Orlando (%), Italy

Susana Ortega-Cisneros(2), Mexico
Sergio Ortobelli, Italy

Naohisa Otsuka (%), Japan

Sid Ahmed Ould Ahmed Mahmoud (),
Saudi Arabia

Taoreed Owolabi (%), Nigeria
EUGENIA PETROPOULOU (5), Greece
Arturo Pagano, Italy
Madhumangal Pal, India

Pasquale Palumbo (1), Italy

Dragan Pamucar, Serbia

Weifeng Pan (%), China

Chandan Pandey, India

Rui Pang, United Kingdom

Jurgen Pannek (©), Germany

Elena Panteley, France

Achille Paolone, Italy
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George A. Papakostas(2), Greece
Xosé M. Pardo (), Spain

You-Jin Park, Taiwan

Manuel Pastor, Spain

Pubudu N. Pathirana (i), Australia
Surajit Kumar Paul (%), India

Luis Paya (), Spain

Igor Pazanin (2), Croatia

Libor Pekaf (), Czech Republic
Francesco Pellicano (1), Italy
Marecello Pellicciari (), Italy

Jian Peng (), China

Mingshu Peng, China

Xiang Peng (), China

Xindong Peng, China

Yuexing Peng, China

Marzio Pennisi(?), Italy

Maria Patrizia Pera (), Italy
Matjaz Perc(]), Slovenia

A. M. Bastos Pereira (1), Portugal
Wesley Peres, Brazil

F. Javier Pérez-Pinal (©), Mexico
Michele Perrella, Italy

Francesco Pesavento (1), Italy
Francesco Petrini (), Italy

Hoang Vu Phan, Republic of Korea
Lukasz Pieczonka (), Poland
Dario Piga (), Switzerland

Marco Pizzarelli (), Italy

Javier Plaza (), Spain

Goutam Pohit (), India

Dragan Poljak (i), Croatia

Jorge Pomares (), Spain

Hiram Ponce (2}, Mexico
Sébastien Poncet (), Canada
Volodymyr Ponomaryov (), Mexico
Jean-Christophe Ponsart (), France
Mauro Pontani (), Italy
Sivakumar Poruran, India
Francesc Pozo (2}, Spain

Aditya Rio Prabowo (©2), Indonesia
Anchasa Pramuanjaroenkij (), Thailand
Leonardo Primavera (), Italy

B Rajanarayan Prusty, India

Krzysztof Puszynski (%), Poland
Chuan Qin (), China

Dongdong Qin, China

Jianlong Qiu (), China

Giuseppe Quaranta (), Italy

DR. RITU RAJ (), India

Vitomir Racic(), Italy

Carlo Rainieri (), Italy
Kumbakonam Ramamani Rajagopal, USA
Ali Ramazani(), USA

Angel Manuel Ramos (%), Spain
Higinio Ramos (2}, Spain
Muhammad Afzal Rana (%), Pakistan
Muhammad Rashid, Saudi Arabia
Manoj Rastogi, India

Alessandro Rasulo (9, Italy

S.S. Ravindran (), USA
Abdolrahman Razani (), Iran
Alessandro Reali (), Italy

Jose A. Reinoso(2), Spain

Oscar Reinoso (2}, Spain

Haijun Ren (), China

Carlo Renno (19, Italy

Fabrizio Renno (1), Italy

Shahram Rezapour (), Iran
Ricardo Riaza ([, Spain

Francesco Riganti-Fulginei (), Italy
Gerasimos Rigatos (), Greece
Francesco Ripamonti (), Italy
Jorge Rivera(ls), Mexico

Eugenio Roanes-Lozano (2}, Spain
Ana Maria A. C. Rocha((?), Portugal
Luigi Rodino (9, Italy

Francisco Rodriguez (), Spain
Rosana Rodriguez Lopez, Spain
Francisco Rossomando (1)), Argentina
Jose de Jesus Rubio (i), Mexico
Weiguo Rui(), China

Rubén Ruiz (), Spain

Ivan D. Rukhlenko (1), Australia
Dr. Eswaramoorthi S. (%), India
Weichao SHI(%), United Kingdom
Chaman Lal Sabharwal (), USA
Andrés Séez (), Spain
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Bekir Sahin, Turkey
Laxminarayan Sahoo (), India
John S. Sakellariou (%), Greece
Michael Sakellariou (), Greece
Salvatore Salamone, USA

Jose Vicente Salcedo (), Spain
Alejandro Salcido (), Mexico
Alejandro Salcido, Mexico
Nunzio Salerno (i), Italy

Rohit Salgotra (), India
Miguel A. Salido (), Spain
Sinan Salih (), Iraq
Alessandro Salvini (), Italy
Abdus Samad (), India

Sovan Samanta, India
Nikolaos Samaras (), Greece
Ramon Sancibrian (%), Spain
Giuseppe Sanfilippo (1), Italy
Omar-Jacobo Santos, Mexico

] Santos-Reyes (), Mexico
José A. Sanz-Herrera(), Spain
Musavarah Sarwar, Pakistan
Shahzad Sarwar, Saudi Arabia
Marcelo A. Savi(), Brazil
Andrey V. Savkin, Australia
Tadeusz Sawik (), Poland
Roberta Sburlati, Italy
Gustavo Scaglia (2), Argentina
Thomas Schuster (), Germany
Hamid M. Sedighi (", Iran
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Lotfi Senhadji(®), France
Junwon Seo, USA

Michele Serpilli, Italy

Silvestar Sesni¢ (), Croatia
Gerardo Severino, Italy

Ruben Sevilla (%), United Kingdom

Stefano Sfarra(), Italy

Dr. Ismail Shah (%), Pakistan
Leonid Shaikhet (), Israel

Vimal Shanmuganathan (), India
Prayas Sharma, India

Bo Shen (), Germany

Hang Shen, China

Xin Pu Shen, China

Dimitri O. Shepelsky, Ukraine
Jian Shi(#, China

Amin Shokrollahi, Australia
Suzanne M. Shontz (), USA
Babak Shotorban (), USA
Zhan Shu(?), Canada

Angelo Sifaleras (), Greece
Nuno Simdes (2, Portugal
Mehakpreet Singh (1), Ireland
Piyush Pratap Singh (®), India
Rajiv Singh, India

Seralathan Sivamani(), India
S. Sivasankaran (i), Malaysia
Christos H. Skiadas, Greece
Konstantina Skouri (%), Greece
Neale R. Smith (%), Mexico
Bogdan Smolka, Poland
Delfim Soares Jr.(), Brazil
Alba Sofi(1»), Italy

Francesco Soldovieri (), Italy
Raffaele Solimene (1), Italy
Yang Song(5), Norway

Jussi Sopanen (%), Finland
Marco Spadini (), Italy

Paolo Spagnolo (), Italy
Ruben Specogna (), Italy
Vasilios Spitas(2), Greece
Ivanka Stamova (), USA
Rafal Stanistawski (), Poland
Miladin Stefanovié¢ (), Serbia
Salvatore Strano (1), Italy
Yakov Strelniker, Israel
Kangkang Sun (), China
Qiugin Sun(?), China
Shuaishuai Sun, Australia
Yanchao Sun (), China
Zong-Yao Sun(), China
Kumarasamy Suresh (%), India
Sergey A. Suslov (2, Australia
D.L. Suthar, Ethiopia

D.L. Suthar (%), Ethiopia
Andrzej Swierniak, Poland
Andras Szekrenyes (), Hungary
Kumar K. Tamma, USA
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The paved cracks are one of the major concerns for scientists and engineers in road maintenance and damage evaluation
study. Digital image processing applications have been applied in road surface inspection, classification, and decomposition
of paved roads. This paper has tested and proposed the process to evaluate the road cracks and their possible solution as we
know that the key issues for analysis are enhancement and segmentation of image along with edge detection to attain the
promising results we have gained and discussed under the heading of simulations for the experimental and numerical of
crack detection. Using MATLAB, we examine the various gray-level image using better techniques based on their com-
putational capability. The method is based upon one of the histogram modification techniques, which is coupled with the
segmentation method and the crack edge detection. At last, three feature methods are used, namely, Harris, MSERF, and

SURF, to wind up our research.

1. Introduction

The maintenance of roads is an important aspect where the
first step of maintenance is to identify road clutter and its
documentation. Disaster troubles are defects that are visible
on the road surface; appropriate assessments of roads will
enable better opportunities for the allocation of resources
and create better service conditions. Road surfaces such as
cracks, disassembly, and surface deformation can be affected
by various types of difficulties [1]. Image segmentation and
feature extraction cannot be ignored in DIP [2]. Currently,
there are different constraints in the investigation process,
such as recording, analysis, and survey of data. [3-5]. En-
gineers have now realized the importance of this informa-
tion to measure road quality [6]. Traditionally, pedestrian

inspectors were used to collect road surface data as they
walked or drove along the road to evaluate its difficulty, and
then reports were generated; therefore, the entire process
was time-consuming and costly. The entire job has to be
done in fast-moving traffic, which makes it more difficult.
This situation will jeopardize the safety of the members
concerned [7]. There are various test methodologies used to
check the quality of the road, such as ultrasonic testing,
infrared detection, and image processing. There is also a
method called WiseCrax, which uses infrared imaging to
detect cracks [8]. With the passage of time, smarter, intel-
ligent, and better methods are being developed to detect
microcracks. These developments are still in progress and
remarkable research is done on asphalt pavement progress
[9]. The literature proposed a crack width detection method


mailto:zhaoyunsun@126.com
https://orcid.org/0000-0003-1768-3146
https://orcid.org/0000-0003-1326-3566
https://orcid.org/0000-0001-5396-7598
https://orcid.org/0000-0002-6929-3935
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2684983

for extracting crack images from road surface disturbances
and calculating crack, an analysis method based on escaping
images to break the walking image to improve the reliability
of locking walking cracking [10].

The automatic real-time detection systems currently in
use focus on low entry rates and soldering difficulties, but
still, there is no precise algorithm for identification and
classification perfectly [11]. Despite the fact that there are
some automatic inspection systems currently in use, systems
with surface-scan cameras have low differential distortion
problems and the resolution of dynamically acquired images
is not satisfactory [12]. Filtration is commonly done to
reduce noise, and, in this process, median filtering is most
commonly used for the detection of crack pretreatment
techniques these days because the median filter is more
sensitive than extreme values. Moore et al. [13] used the
median filtering technique to improve road imaging. Median
filtering can be explained in various ways, like salt-and-
pepper and so on; it adds black-and-white pixels randomly
in a grayscale image [14]. The segmentation method is se-
lected due to the histogram modification technique. In this
technique, the clip is continuously repeated. During each
repetition, pixels are added in the background until there
are only the remaining features. At this point, the threshold
can be automatically determined to separate the distress
feature from the background [15]. In the research, we
introduce 4 segments, following the abstract. The first
heading is about histogram equalization. The second
heading is about the numerical model and its imple-
mentation. Then, we have result sections that verify the
performed experiments, and at the end, we have to con-
clude our research under the conclusion and references.
Below Figure 1 shows the standard algorithm flowchart for
a random case.

2. Histogram Equalization Framework Design

2.1. Image Preprocessing. During the preprocessing, the
recorded image data prevents errors associated with the
geometry and brightness values of the pixels. Error cor-
rection techniques are used with mathematical models [16];
sometimes, due to the strict subimaging system and the
lighting conditions, while capturing the images, the contrast
and brightness of images obtained from conventional and
digital cameras become low [17]. Therefore, enhancement of
the image is being used widely for the extraction of features,
analysis, and displaying of an image [18]. Figure 2 shows the
processing flow of the image processing along with the
communication directly with different segments. Figure 2
explains which segment is linked directly with the knowl-
edge base and which is communicating indirectly with the
base.

In the preprocessing section for the sake of better
contrast between road and non-road pixels, mathe-
matical morphology and the Gabor filter were pro-
posed. Some of the images have no road pixels because
that dataset is built through remote sensing [19]. It was
used simultaneously in the algorithm in various studies
[20-22].
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This section is primarily focused on the initial processing
shown in Figure 3 by applying the Gabor filter. The dataset
was completed by me to obtain the automatic pavement
detection through a vehicle. The pavement image data
collection system consists of three parts. Figure 1 shows the
system composition. The crack collection camera adopts the
high-definition linear array CCD camera, which vertically
illuminates the pavement surface image, and the corre-
sponding line laser provides auxiliary lighting for the camera
to store in the hard disk. Out of the acquired sample of
images, cracked and uncracked images are gained, and the
vehicle that has a speed limit of between 50 and 60 km/h was
used. Multiple images have been analyzed and only a set of
images were selected to be processed. The image set that has
been used and analyzed has the following statistics shown in
Table 1.

In Table 1, default parameters were used during capture
and other steps like a transmission from the camera to the
base station, and so on. A good number of scientists and
researchers proposed different kinds of approaches (e.g.,
NSST, guided image filter, and structural-proper kernel
histograms) [23]. Several researchers like Singh and Kaur
have several methodologies for automatic road extraction
[24]. They have presented image sources, advantages, and
disadvantages, basic extraction algorithms, and statistics
results. Image preprocessing is independent of transmission
although being processed by image acquisition, capturing,
storing, disposing of, and compressing.

2.2. Object Primary Attributes. The convolution in the al-
gorithm is the calculation of the incident image, which
would be explained in a later section. The physical meaning
is to estimate the change of luminance in the image by
calculating the weighted average of the pixel and the sur-
rounding area and by removing change L(x, y) and only
retaining the S(x, y) attributes. The objective of attribution is
to identify regions between the grayscale and processed
image (binarized image), such as shape, edges, and similarity
coincidence. The spatial method is based on higher-order
probability distribution or/and the correlation between
pixels [25]. In local, the threshold adopts the value on each
pixel to the local image characteristics. In this method, a
different fixed point is selected for each pixel in the image
[26].

2.3. Image Enhancement through Noise Filtering. Image
enhancement is an important aspect of image processing
[27]. For getting the required information, each specific
character of an image will be emphasized. This is the actual
purpose of the image enhancement because the information
is not extracted by itself but is just emphasized. Here in the
image recognition, the enhancement is observed in contrast,
acuity, edge enhancement, pseudocoloring, filtering, and
noise; it also enlarges the image to observe more keenly [28].
Out of several current image enhancement procedures,
filtering techniques have become very prevalent over the
years. It is considered appropriate for addressing the
problem of noise removal and edge enhancement [29]. The
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next portion is explained in Figure 4 for converging methods
for bihistogram and edge enhanced equalization.

Figure 4 is showing the converging methods for bihis-
togram and edge enhanced equalization. In the mentioned
flowchart, PLs are calculated for each subhistogram once
histogram segmentation is completed to retain brightness.
PLs of each subhistogram are calculated. After that, CDF is

founded and the linear coefficient of GF of each pixel for the
input image is also derived. To avoid overenhancement,
histogram adjustment is done with the PLs. The CDF is next
computed for each subhistogram, followed by the GF linear
coefficients for each pixel of the input image. Finally, the
edge-enhanced pictures are generated while noise amplifi-
cation is suppressed using the linear coeflicients and the
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(®)

F1GURE 3: Original preprocessed image by applying Gabor filter. (a) Original image. (b) After applying the Gabor filter.

4
(@)
TaBLE 1: Generalized processing parameters.
Image no. Size Bytes Class  Height Width
1 318x307x3 292878 Unit8 248"  2.80"

CDFs. Our proposed algorithm is unique because during
histogram equalization we face brightness inconsistency,
overenhancement, and undesired noise amplification, and to
alleviate these shortcomings, we used GF and BHEPL.

The image processed here as a research experiment is
homogeneous, not heterogeneous, so the level will be un-
changed and remain constant. These image pixels are
characterized as very narrow peaks to represent the histo-
gram. Uniformity is the result of improper illumination on
the scene. In the end, images are mixed and unable to
understand easily because of the uncertainty of the human
factor. It is due to one narrow gray level in the image; this has
a wider range of gray minor levels. Jitprasithsiri suggested
that median filtering is applied as a pavement image en-
hancement technique [30]. In common situations, the
contrast stretching method is specifically designed. A vibrant
network that is available for different stretching techniques
has been developed to stretch a narrow range [31]. Different
stretching techniques have been developed to stretch a
narrow range in a dynamic network that is available [32].
Unwanted information from the image is filtered out
through noise filtering. Most of these features are interactive
and are also used to generate various types of sound from
images. For common circumstances, the suited method is
the contrast stretching method. Noise filtering declares all
the unwanted information as noise and eliminates it from
the image. Noise filtering can be used for generating various
types of features from images and most of these features are
interactive [33], as shown in Figure 5 below for original and
filtered images after applying a noise filter.

In Figure 5, the original image and 5(b) are representing
the adjusted image after applying the noise filter. Histograms
are widely used for image enhancement, which reflects the

image function. Image features can be modified by changing
the histogram (e.g., equal histogram). The equation for a
histogram is a nonlinear stretch that redistributes pixel
values such that each value in the range has approximately
the same number of pixels. The result is close to the average
histogram. Therefore, the contrast at the peak increases, and
the contrast at the tail decreases. In image enhancement, the
proposed filter is the median filter because it reduces the
noise very significantly. This noise reduction is a normal
preprocessing step to improve subsequent processing re-
sults. Median filtering is very common in digital image
processing because in some cases it maintains edges and so
on [34]. The working way of the median filter is to replace
every entry with the median value of the adjacent entry by
the signal input of the entry.

2.4. Numerical Modelling and Implementation Algorithm.
As it is known that every image is not uniform, some images
will be brighter on the corners, but some will be on the edges.
And maybe some images will be overall less bright [35]. So,
enhancement is the best tool and usually, through this
procedure, the contrast shoot at peak and tail got lessened. In
the equalization, the pixel is redistributed in such a way that
every point of the image approximately gets the same
number of pixels in the given range. I(x, y) is the true input
image with the coordinate pixels. n(x, y) is representing the
noise image, which is added with the input function, and the
image we gained can be represented by

I(x, y) = 1(x, y)+ n(x, y). (1)

The above mention set of parameters has two parts: the
I(x, y) part that is the initial image and the n(x, y) part that is
an unwanted signal representing noise. As that histogram
modeling is used for continuous process function rather
than a discrete function, the alternate means that on every
pixel there is a certain value within the interval of 0 and 1.
The function f (x, y) represents the gray level input image
with the coefficient of f and input pixel values on the
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coordinates (x, ). The processed image will be expressed by
s(x, y). So, mathematically, we can write it as follows.

fp)=TIf (x, )] (2)

In the above equation, T'[ f (x, y)] represents the transfer
function for the input image. The modified equation will be
shown as f (x, y) as f (r), Then, the equation will be written
as follows.

F () =T[f ()], (3)

where f (r) is the input image and T'[f (r)] is the transfer
function of the input image; basically the input is being
shifted to output and it is shown mathematically as above in
equation (3). As for histogram equalization, the density level
is single and monotonically increased, so the overall
equation is as follows.

U(x,y) =U(x, y). (4)

In equation (4), the state of the image has been
changed from A to B (U, — Ujg); in other words,
the input is shifted to processed images with the
transformation function. So, the region densities tense
to the input side Uy — U, +dU, and on outside
Uy — Ujg +dUg. In terms of histogram equalization, it
is shown as follows.

hy(Ug) = == (5)

Now in terms of frequency, the overall equation will
be like this, in which the left-hand side shows the fre-
quency taken on the input image and the right-hand side
shows the integral P, within a limit from i=0 from the
maximum interval of U, mentioned in the following
equation.

Uy

fU,=Uy J P, (u).du. (6)

i=0

As P u.du can be simply used as cumulative probability,
equation (6) will be yielded into the following equation.

JUA=Upy*F Uy, (7)

For finding the inverse transfer function if S that is
shown by processed image T'[r] is the transfer function of
[r], then the formula will be shown as S = T'[r] if it proved
the condition of a single value and monotonically increased
in the intensity level of 0 <r <1; then the transfer function
will be converted into

r=T "[s], (8)

where r is the gain of the inverse transform function of its
input value. Thus, a comparison change g0 between u and
v could be calculated by combining a pseudoinverse of
H,, with H,,. This direct method is not adequate because
it does not guarantee that in the end, g, will be the same
or similar to v, specifically if the initial statement v =g(u)
is not accurately right, that has to be expected in real
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situations. Therefore, the histogram of u and v is rep-
resented in the discrete case by the following governing
equations.

l{x € Q(u(x),v(x)) = (i, N}

hy, (@, j) = a .
9
gk =g (). (10)
E(gy) = ) (v(x) - gou(x))*. (11)
xeQ)
N
E(gx) = Z v(x)? = Z > (gou(x))* - 2v(x)gou (x).
xeQ) k=1 xeQ
(12)
N
E(gy) = Z v(x)* + Zlﬂklgi - 29 Z v(x).
xeQ) k=1 x€Qy
(13)
2 ul 2 N 2
E(ge) = Y v = Y|l + Y| (g - 74)".
xeQ) k=1 k=1
(14)
E(gk)=9k = Vi (15)

In equation (9), u and v are the pixel values at point x.
The point lies on i, j and the overall gain will be divided on
sigma. In the above equation, there is a summation sign that
sums up all the variables used in the image histogram with
omega and gou composition. There is also limitation; for
example, the minimum value of k is 1 to the maximum value
of N. keep in mind that during summation x belongs to
omega. The whole numerical sets mentioned above from (9)
to (15) reflect the generalized solution methods for the
histogram.

2.5. Image Segmentation through Iteration Point. In this part
of image processing, every single image is divided into two
main parts for segmentation: the background and the
foreground. The endpoint or segmentation will stop when
the goals are achieved by pointing or isolating the fore-
ground from the image. The isolation processes of the
foreground will lead us to the isolation of the background
automatically. Achieving the automatic crack sealing
of image processing, any researcher cannot ignore the
importance of image segmentation [36]. In this part of
image processing, the iteration point is used, and the
image is having different segments explained under the
subheadings.

2.6. Automatic Thresholding. The effective and reliable
method is autothresholding, where the background noise is
significantly minimized. Accomplish by utilizing a feedback
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loop to optimize the thresholding value before converting
the original grayscale image into binary. Because of the
abundant research [37], a lot of methods for segmentation
have been presented [38]. Two scientists, namely, Kaur and
Singh, did their contribution to present different segmen-
tation algorithms. They described the structural, stochastic,
spectral, or hybrid techniques [39]. Thresholding is a
technique that designates fixed point. If the image density on
that specific point is less, then we consider that part of the
image as black, but if the density of the picture is greater than
the value of that fixed point, that part of the image is surely
not black, so the alternate meaning is white. If X represents
the fixed point and L;; stands for density, then the white and
black will be described as in equations (16) and (17).
Black < L;;X L;; <White. (16)
Simply put, the whole image is divided into two gray
levels: one is for representing the foreground and the other is
for background pixels.

_(9ifg(x ) 2T (%, y)
S(x’y)"J1ifg(x,y)ST(x’y)' "

The general formula in equation (18) for g(x, y) is the
processed image that represents the grayscale of the pixel

(x, y).
g(x,y) =TLf (x, )] (18)

Equation (18) reflects the original image f (x,y) en-
hancement by T and output gain is g (x, ). As thresholding
is a mapping of the binary set, the thresholding value will be
at the coordinates, not a pixel, which is constant for every
pixel of the image. Now, there are two ways if T defines the
(x, y) on a certain field, this is known as template operation.
But if T defines the (x, ) on each point, this is known as the
point of operation [40]. As regards, the segmentation of the
multireed solution image based on a graph-theoretic ap-
proach is used. Best thresholding can be improved through
correlation, as it is known that the image might be the
combination of different objects called heterogeneous im-
ages. We can find different objects and shapes like a kite,
trees, wind, boy, and water in the same image. While
considering the case of precise, accurate, and improved
genetic algorithms, we divide the problem statement into
two main classes under the umbrella of image segmentation.

(1) Parameter selection for the better result gained by
the segmentation process.

(2) Involvement of region labeling of pixel-level
segmentation.

In the above two mentioned algorithms, the first algo-
rithm part is widely used because it requires the optimized
parameters to be utilized. Besides this, there are so many
other methods through which we can easily do the seg-
mentation process. In the segmentation process, we have
to divide the image into different segments through
thresholding using different techniques like watershed

techniques and iteration thresholding, and so on [41], in
the iteration thresholding we use to find the minimum
and maximum gray values to find the initial thresholding
value, that is, T(i) for the functional variable in the
following equation.

T (1) = (Zypax + Zpin)/2- (19)

The above equation (19) shows the iteration thresholding
mathematical equation in which T (i) shows the output
gained as a result of iteration thresholding, where Z,,.«
represents maximum gray value and Z,,;, represents min-
imum gray value. Table 2 illustrates the overall features of
extraction methods.

2.7. Crack Detector Methods and Their Classification.
Different algorithms are mentioned in Table 2 and three like
MSER [42], Laplacian of Gaussian [43], unitary transforms
[44], and various methods have been used by the researchers
for image feature extraction [44] and the most convenient
and reliable is Harris and Stephens detector [45] mentioned
in Table 3. In the Harris detector, intensity will be changed
for shift [u, v] [46].

E(u,v) = Zw(x,y)[[(x+u,y+v)—I(x,y)]z. (20)
x,y

In the above equation (20), the shifted intensity is
shown by I(x+u,y+v). In the abovementioned equa-
tion, the submission and x, y is noticed with the shifting
intensity.

I(x+u,y+v). (21)

I(x, y). stands for the intensity of the specified pixels with
the shift of u and v as shown in equation (21). In the fol-
lowing equation, the intensity of the specified pixel is
subtracted from the shifted intensity pixel value.

I(x+u,y+v)-I(x,y). (22)

Nearly constant patches will be close to the value of 0 and
larger than zero for distinctive patches, which are identified
already. So we need patches where E(u, v) is larger to be
started. The automatic clustering technique has been used by
Porter and Canagarajah [47, 48] for the extraction of image
features.

3. Simulations for the Experimental and
Numerical Crack Detection

Every technique has its benefits and drawbacks. It is
depending on the requirement of the research, resources,
and desired output. Just like for noise filters, we can use
different filters like low-pass filter, high-pass filter, or mean
median [49].

3.1. Implemented Software. All the techniques and pro-
cesses were done in the well-known software MATLAB
because this software gives us the best environment for
image processing simulation. Processing the images as the
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TABLE 2: Feature extraction overall table.

Grey Scale subimage Binary solid character

Outer contour Vector

Template matching
Deformable template
Unitary transforms

Template matching

Unitary transforms
Projection histogram
Zoning
Geometric moments
Zernike moments

Zoning
Geometric moments
Zernike moments

Template matching
Deformable template
Graph description
Discrete features
Zoning

Contour profiles
Zoning
Spline curve

Fourier description Fourier description

TaBLE 3: Common crack detector methods and their classification
table.

Feature detector Edge Corner Blob
Canny X
Sobel X
Kayyali X
Harris and Stephens/Plessey/Shi-Tomasi X
SUSAN X

Shi and Tomasi

Level curve curvature
FAST

Laplacian of Gaussian
Difterence of Gaussian
Determinant of Hessian
MSER

PCBR

Grey-level blobs

XXX XXXXX

XXX XX XX

input after processing gaining the output is very easy and
inexpensive with the Image Processing Toolbox [44]. One
of the key points of using this software is the controlling
features, as the control of input and the program can be
stopped at every stage if needed [45]. This software is very
approachable and friendly because while editing, we do
not need to rewrite and run all the programs from the
beginning as we do in other programming software like C
or C++. So, with this, the researcher saved a lot of time and
energy while achieving a better outcome than others like C
or C++. For this experiment, NVIDIA GPU has been used,
which speeds up the processing with no need to consume
and is also suitable for using GUI (graphical user inter-
face) to enable command control parameters. GPU is also
essential for processing all the above techniques [46]. The
device specification on which these experiments are
performed is given in Table 4 below.

4. Description of the Experiment

For the experimental purpose here, the Dell laptop was
used, with the Central Processing Unit of Core i7. The
system model is 8565U having a 1.80 GHz and 1.99 GHz
Intel processor. The useable RAM of 7.82GB and the
operating system of 64 bit. MATLAB 2015a is the best
option for simulation and analysis of gained data that are
images. Different images were captured from the camera
with different specifications, but the processed image in
MATLAB 2015a was having a size of 318 x 307 x 3, which
acquires a total size of 292878 bytes with unit 8.

5. Experimental Results and Analysis

The digital image constitutes every finite element with a
particular location, worth, and value, which specifies the
location known as an image element, pixel, or picture ele-
ment [7]. So, in the image enhancement part, the brightness
of the pixel is increased for a better understanding of ma-
chines or human visualization. In a classical way, histogram
equalization of an image is analyzed independently from its
contrast [4-29]. It comprises applying an extraordinary
difference change that straightens the histogram. It can be
done either identically or powers the repartition capacity to
be as direct as could reasonably be expected. Histogram
adjustment is not an appropriate answer for difference in-
variant image analysis. The mode of the neighbor is called
the “window,” that is, sliding, entering through the entry,
exceeding the entire signal. For 1D signals, the most obvious
window is just a few entries before and after, while for 2D or
more dimensions, the more complex window pattern can be
a “square” or “cross” pattern [50].

Figure 6 shows the origination of the experimental image
that is taken from the camera as shown in Figure 6(b); its
mathematical histogram is dragged while 6(c) is the
graphical representation of the original image. Later in this
research, it will be compared to the current research and
previous literature.

While the image is visualized it becomes crystal clear that
the background pixel varies from point to point. So, in the
section of preprocessing, the uniformity tried has been
observed by making the pixel uniform within a range. So,
Figures 7(a) to 7(c) depict different stages and changes of
approximate background and also its subtraction from
original image 7(c), so that it can be added up and the
variance of the pixel can be visualized and experienced. For
creating an approximate background according to the
composed algorithm, the morphological process is used with
its suitable radius. For better visualization effect in Figure 7
in colored parametric surfaces, explain and sort out the
study and study its mathematical functions in the region of
the rectangle.

6. Adaptive Histogram Adjustment
and Modification

In this part of the research, the subhistograms are adjusted
and modified using histogram equalization [51]. For each
subhistogram, segmentation is used. This method is effective
for noise removal and better visual contrast.
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FIGURE 6: Original image histogram graphical representation. (a) Original image. (b) Original image histogram. (c) Original image graphical
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TaBLE 4: Device specification.

Name

Specification

Device name

DESKTOP-G5S8E03

Processor Intel® Core™ i7-8565U

CPU 1.80 GHz 1.99 GHz

Installed RAM 8.00 GB (7.80 GB useable)

Device ID C1C9DA2A-6178-4297-9A17-A6CC8DC2D436
System type 64-bit operating system, x64-based processor
Pen and touch No pen or touch input is available for this display
Product ID Product ID 00330-80000-00000-AA020
Edition Windows 11 Pro

Version 21H2

OS build 22000.434

Experience Windows feature

Experience pack 1000.22000.434.0

Series Intel Core i7

Socket BGA1528

Features Dual-channel DDR4 memory controller, hyperthreading, AVX, AVX2, quick sync, virtualization, AES-NI
GPU Intel UHD graphics 620 (300-1150 MHz)

Intensity level on Y axis

L
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Intensity level on X axis
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(1) Assume A x G is filtering (smoothing).
(2) Ax(d-G) contains the high frequency.

(3) A+IAx(d-G)=Ax((1+]) d-IG)=AxS() am-
plifies fine details in the image.

(4) The parameter [ controls the quantity of
amplification.

I
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(®) (0

FIGURE 7: Graphical representation of the approximate background. (a) Approximate background. (b) Y-axis display in case. (c) Subtraction
of approximate of reverse part from original image.

After propagating the approximate background and sub-
tracting it from the original image, the output image has been
adjusted and represented in Figure 8, in which 8(a) is showing
adjusted image graphical representation, (8(b)) tells us about
the adjusted image histogram, and 8(c) is the plotting repre-
sentation of the adjusted image. The next processing step is the
adaptation of the image that is proposed.
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F1GURE 8: Graphical representation of the adjusted image. (a) Adjusted image graphical representation. (b) Adjusted image histogram. (c)

Plotting representation of adjusted image.
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FIGURE 9: Graphical representation of the adopted image. (a) Adapted histogram graphical representation. (b) Adapt histogram. (c) Adapted

image histogram.
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FIGURE 10: Equalized image histogram graphical representation. (a) Equalized image. (b) Histogram after equalization of image. (c) Plotting

representation of equalized image. (d) Equalized image histogram.

Figures 9(a) to 9(c) are presenting adapted histogram
graphical representation, adapt histogram, and adapted image
histogram, respectively. While analyzing Figure 9above, it
became very clear that the pixel is contrasted. After subtracting
the approximate background, adjusting the image, and finally,
the adopted image is gained. After it is compared, the huge
difference is been noticed between pro and pre adapted image.
The method application yields the processed image for us
equalized histogram, as shown in Figure 10(d).

The output gain in Figure 10 of the whole histogram is
shown and well explained in Figures 10(a) to 10(d). It reflects
the final histogram that is distributed according to the pixel
value. According to the image, the pixel value on every spot
irrespective of center, upper, or lower side is almost the same as
the pixel values are equalized and uniformly distributed shown
in the above figures.

In Figure 11, the comparison between the different
feature extractions like Harris, SURF, and MSERF is shown
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FIGURE 11: Features extracted comparison of different methods. (a) Harris features. (b) MSERF features. (c) SURF features.

as was already discussed in Table 3. It comprises an ex-
traordinary difference change that straightens the histogram
trend. It can be done either identically or powers the re-
partition capacity to be as direct as could reasonably be
expected. For a few of the cases, the histogram adjustment
may not be an appropriate answer for difference invariant
image analysis [48]. A minor region of the image, either dark
or bright, influenced the result of the histogram equalization.
We observe the scenes of images with different angles and
concentrations. That led us to become insensitive towards
local contrast changes in scenes [52]. On the other hand, it is
questioned that histogram equalization is unpredictable
sometimes because it could deeply enlarge the noise am-
plitude in poorly contrasted regions [53], so they can pro-
duce unwanted noise textures. Histogram equalization
cannot permit complete control of the noise application. It is
risky if used as an input of the image analysis device.

7. Conclusions

This article provides an understandable explanation of
different stages of digital image processing along with their
implementation with the help of software through different
variations. Initially, image processing is done, and processed
images are enhanced using image enhancement. It validates
the numerical and experimental model for the paved crack
analysis through the software simulation for every stage and
the degree of precision and improvements. The results lie in
significant agreement compared with the existing models;
they are also verified in the simulation result. In the
implemented algorithms, it is found that the features are
extracted in our very unique way. The results strongly
support the conclusion that the noise parameters are ef-
fectively released with median filtering. Different feature
extractors are used like Harris, MSERF, and SURF for
features extraction. Regardless of the effectiveness and ro-
bustness of the executed techniques in MATLAB, there is
some margin of improvement while studying crack detec-
tion for dynamic design. In the future, we can also imple-
ment using other algorithms and do a comparison with
implemented algorithms.
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According to the survey materials of the waters of Jiaozhou in April and August 1981, the author determined the variation range of
temperature, location, and the variation process of isothermal water mass in the waters of Jiaozhou Bay. The results showed that in
April, high-temperature water masses were formed in the coastal waters of Jiaozhou Bay from the northeast to the northwest, and
the water temperature reached 12.82-13.70°C, where the length of the interval of seawater temperature change was 0.88°C. In
August, the high-temperature water masses were formed in the coastal waters of Jiaozhou Bay from the northwest to the north
with the high temperature within 27.32-27.37°C, where the length of the interval was 0.05°C. In April and August, the high-
temperature water masses were formed in the northern coastal waters where the depth was 1.00-5.00 m. The heat of high-
temperature water masses was sourced from solar radiation energy. In August and in the coastal waters near the estuary of Haibo
River, high-temperature water masses were formed, with a high water temperature of 28.00-30.90°C. The high temperature of the
Haibo River provided heat to the waters of Jiaozhou Bay. In April, a circular low-temperature water mass was formed in the central
waters of the bay, and the water temperature reached a low temperature of 7.52-8.51°C, which indicated that the central waters of
the bay still maintained the uniform low temperature in winter and formed a low-temperature water mass. Therefore, the
innovation of this paper is to put forward the spatio-temporal variation of the isothermal water mass in Jiaozhou Bay, established
the block diagram of temperature changes in the waters of Jiaozhou Bay in April and August, and further elaborated the
characteristics of isothermal water masses. (1) At the same time change, both the high-temperature water mass and the low-
temperature water mass have stability. (2) In different time changes, whether it is a high-temperature water mass with a relatively
higher water temperature or a high-temperature water mass with a very high water temperature, the water mass is stable.

1. Introduction

The ocean occupies 71% of the Earth’s surface area. At the
same time, the heat capacity of seawater greatly exceeds the
heat capacity of land and air. Therefore, the ocean plays a
great role in climate regulation on the entire Earth [1-10] to
study the isothermal water mass in the coastal waters and its
variation process benefits to the sustainable development of
marine ecosystems. According to the survey materials in
1981, the author determined the temperature ranges, posi-
tion, and variation process of isothermal water mass in the
waters of Jiaozhou Bay and obtained the heat sources in the
waters of Jiaozhou Bay and spatio-temporal variation pro-
cess of isothermal water masses, providing the scientific

theoretical basis for the study of water temperature changes
in Jiaozhou Bay. The results showed that in April, high-
temperature water masses were formed in the coastal waters
of Jiaozhou Bay from the northeast to the northwest, and the
water temperature reached 12.82-13.70°C, where the length
of the interval of seawater temperature change was 0.88°C. In
August, the high-temperature water masses were formed in
the coastal waters of Jiaozhou Bay from the northwest to the
north with the high temperature within 27.32-27.37°C,
where the length of the interval was 0.05°C. In April and
August, the high-temperature water masses were formed in
the northern coastal waters where the depth was
1.00-5.00 m. The heat of high-temperature water masses was
sourced from solar radiation energy. In August and in the
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coastal waters near the estuary of Haibo River, high-tem-
perature water masses were formed, with a high water
temperature of 28.00-30.90°C. The high temperature of
Haibo River provided heat to the waters of Jiaozhou Bay. In
April, a circular low-temperature water mass was formed in
the central waters of the bay, and the water temperature
reached a low temperature of 7.52-8.51°C, which indicated
that the central waters of the bay still maintained the uni-
form low temperature in winter and formed a low-tem-
perature water mass.

2. Survey Waters, Materials, and Methods

2.1. Natural Environment of Jiaozhou Bay. Jiaozhou Bay is
located in the southern part of the Shandong Peninsula. Its
geographical position is between 120°04'-120°23'E and
35°58'-36°18'N. It is bounded by the line connecting Tuan
Island and Xuejia Island and is connected to the Yellow Sea.
With an area of about 446 km?” and an average water depth of
about 7m, it is a typical semienclosed bay. There are more
than a dozen rivers entering the sea in Jiaozhou Bay, among
which are the Dagu River, Yang River, the Haibo River,
Licun River, and Loushan River in Qingdao City with larger
runoff and sand content. These rivers are all seasonal rivers,
and the river hydrological characteristics have obvious
seasonal changes [11, 12].

2.2. Materials and Methods. The survey data of water
temperature in the waters of Jiaozhou Bay in April and
August 1981 used in this study are provided by the North Sea
Monitoring Center of the State Oceanic Administration. In
April, water samples are taken from 30 stations: Al, A2, A3,
A4, A5, A6, A7, A8, Bl, B2, B3, B4, B5, C1, C2, C3, C4, C5,
Ce, C7, C8, D1, D2, D3, D4, D5, D6, D7, D8, D9. In August,
water samples are taken from 29 stations: Al, A2, A3, A4,
A5, A6, A7, A8, Bl, B3, B4, B5, C1, C2, C3, C4, C5, C6, C7,
C8, D1, D2, D3, D4, D5, D6, D7, D8, D9 (Figure 1). Water
samples were taken according to the water depth (surface
and bottom layers were taken when the depth >10m, and
only the surface layer was taken when the depth <10 m) for
investigation and sampling. The survey of water temperature
in Jiaozhou Bay water body was carried out according to the
national standard method, which was recorded in the na-
tional “Marine Monitoring Code” (1991) [13].

3. Results

3.1. The Definition of Yang Dongfang Water Mass and Iso-
thermal Water Mass. The concept of water mass proposed
by Yang Dongfang refers to a water body composed of a
certain point or two points or multiple points, which have a
certain common feature, which is called a water mass with a
certain feature [14-18]. The definition of this water mass is
proposed by the author to distinguish it from other concepts
of water mass. It can be called the Yang Dongfang water
mass. Yang Dongfang further proposed the concept of the
isothermal water mass, which is defined as compared with
the surrounding waters, a water body centered on a certain
water area that has a relatively similar temperature. The
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FiGure 1: Investigation site of Jiaozhou Bay.

water body of this water area is called Yang Dongfang
isothermal water mass or isothermal water mass for short.
For Yang Dongfang isothermal water mass, if the water
temperature of the water mass is relatively high, it is called
Yang Dongfang high-temperature water mass; if the water
temperature of the water mass is relatively low, it is called
Yang Dongfang low-temperature water mass; compared
with other water temperatures, if the water temperature of
the water mass is the median, it is called Yang Dongfang
medium-temperature water mass [19-25].

3.2. Yang DongFang High-Temperature Water Mass. In
April, in the northeastern of Jiaozhou Bay, at station C3 in
the coastal waters of the estuary of Loushan River and
station C5 in the coastal waters, and at station B1 in the
coastal waters of the northwest, that is, from the northeast
along the northern coastal waters to the northwest, the
water temperature reached [26-33] 12.82-13.70°C, and a
high-temperature zone was formed with the northern
coastal waters as the center. According to the definition of
Yang Dongfang isothermal water mass, there was a high-
temperature water mass in the waters of Jiaozhou Bay
(Figure 2), located in the coastal waters from the northeast
to the northwest. In this high-temperature water mass, the
length of the interval of seawater temperature change was
0.88°C.

In August, at station Bl in the northwestern coastal
waters and at station B4 in the northern coastal waters, that
is, in the coastal waters from the northwest to the north, the
water temperature reached a relatively high of
27.32-27.37°C, and a high-temperature zone was formed
with the coastal waters from northwest to the north as the
center. According to the definition of Yang DongFang
isothermal water mass, there was a high-temperature water
mass in the waters of Jiaozhou Bay (Figure 3), located in the
coastal waters from northwest to the north. In this high-
temperature water mass, the length of the interval of sea-
water temperature change was 0.05°C [34-40].
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April (°C).
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In August, in the east of Jiaozhou Bay, at station D1 in
the coastal waters of the estuary of Haibo River, the water
temperature reached a relatively high of 30.90°C, and a high-
temperature zone was formed with the coastal waters of the
estuary of Haibo River as the center. According to the
definition of Yang Dongfang isothermal water mass, there
was a high-temperature water mass in the waters of Jiaozhou
Bay (Figure 4), located in the coastal waters of the estuary of
Haibo River. In this high-temperature water mass, the length
of the interval of seawater temperature change was 2.90°C.

3.3. Yang Dongfang Low-Temperature Water Mass. In April,
centering on station D7 in the central waters of the bay,
covering stations A7 and D4 constituted a circular water area
[41-45]. The water temperature reached a low temperature
of 7.52-8.51°C, forming a low-temperature zone. In this way,
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FIGURE 4: High-temperature water mass in the estuary of the river
in Jiaozhou Bay in August 1981.

a closed-loop low-temperature zone appeared, the tem-
perature of which was 7.52~8.51°C (Figure 5). According to
the definition of Yang Dongfang isothermal water mass,
there was a low-temperature water mass in the central waters
of Jiaozhou Bay (Figure 5), located in the central waters of
the bay. In this low-temperature water mass, the length of
the interval of sea-water temperature change was 0.99°C.

4. Discussion

4.1. The Heat Sourced from Solar Radiation Energy. In April, a
high-temperature water mass was formed in the coastal
waters from the northeast to the northwest of Jiaozhou Bay
[46-52]. In this high-temperature water mass, the water
temperature reached a relatively high 12.82-13.70°C, and the
length of the interval of water temperature change was
0.88°C. Moreover, this high-temperature water mass was in
nearshore waters with a water depth of 1.00 to 5.00 meters.

In August, a high-temperature water mass was formed in
the coastal waters from the northwest to the north of
Jiaozhou Bay. In this high-temperature water mass, the
water temperature reached a relatively high 27.32-27.37°C,
and the length of the interval of water temperature change
was 0.05°C. Moreover, this high-temperature water mass was
in nearshore waters with a water depth of 2.00 to 5.00 meters.

The energy obtained by the Earth mainly comes from the
sun. When seawater absorbs heat, short-wave radiation from
the sun and long-wave radiation from the atmosphere bring
heat to the sea. For the total solar radiation energy reaching
the sea surface, coastal seawater can absorb up to 77.2% of
the energy within one meter of the surface, and within
10 meters of the surface, the energy absorbed by the coastal
seawater is as high as 99.6% [1]. In April and August, the
high-temperature water masses were in the northern coastal
waters of Jiaozhou Bay, with a water depth of 1.00 to
5.00 meters. Then, the heat source of the high-temperature
water mass came from the total solar radiation energy, and
the energy absorbed by the water body can reach more than
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80.0%. In this way, the heat source of the entire Jiaozhou Bay
waters came from the northern coastal waters, and the
northern coastal waters were heated by solar radiation
energy.

4.2. Heat Source Input by River. In August, a high-tem-
perature water mass was formed in the coastal waters of the
estuary of Haibo River in the east of Jiaozhou Bay. In this
high-temperature water mass, the water temperature
reached a relatively high 28.00-30.90°C, and the length of the
interval of water temperature change was 2.90°C. Moreover,
this high-temperature water mass was in nearshore waters of
the estuary of Haibo River with a water depth of 2.00 to
2.20 meters.

In August, solar radiation energy provided a lot of heat
to the river. As the river flowed continuously, the total solar
radiation heated up continuously. When the river reached
the coastal waters of the estuary, the water temperature of
the river was very high. When the river entered the coastal
waters of the estuary, the water temperature reached the
highest temperature of 30.90°C in the entire waters of
Jiaozhou Bay. Therefore, in August, the river brought the
high temperature to provide heat to the waters of Jiaozhou
Bay.

4.3. The Formation Process of Low-Temperature Water Mass.
In April, in the central water area of the bay, a circular water
area was formed with this water area as the center, and a low-
temperature water mass was formed. In this low-tempera-
ture water mass, the water temperature reached a low
temperature of 7.52-8.51°C, and the length of the interval of
seawater temperature change was 0.99°C. And this low-
temperature water mass was in the central waters of the bay,
with a water depth of 7.50-21.00 meters [47-50].

In winter, the entire sea area is controlled by the polar
continental air mass, and strong northerly winds blow
continuously over the sea. The seawater cools rapidly and
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evaporates strongly, with a strong vortex mix and convection
mix, making the temperature from the sea surface to the
seabed in many shallow water areas uniform [1]. With the
end of winter and the advent of spring, the weather began to
warm, and the total solar radiation energy began to gradually
increase. As a result, in April, in the coastal waters of
Jiaozhou Bay from the northeast to the northwest, where the
water depth was 1.00 to 5.00 meters, it formed a high-
temperature water mass. In the central waters of the bay, the
water depth was 7.50-21.00 meters, and there was no heat
source to provide heat to the central waters of the bay. In this
way, the central waters of the bay still maintained the
uniform low temperature in winter, forming a low-tem-
perature water mass.

4.4. The Spatio-Temporal Variation of Isothermal Water Mass.
The shape of the bay is like half a pot. In April, in the coastal
waters of Jiaozhou Bay from the northeast to the northwest,
the water depth was 1.00 to 5.00 meters. The solar radiation
energy heated this water area, resulting in the rise of water
temperature, 12.82-13.70°C, and forming a high-tempera-
ture water mass. The length of the interval of seawater
temperature change was 0.88°C. It is like adding firewood to
half a pot, and the temperature rises on the edge of the pot.
The high-temperature water in the shallow water area cannot
transfer heat to the central waters of the bay in time, and the
water depth was 7.50-21.00 meters. In this way, there was no
heat source to provide heat to the central waters of the bay.
As a result, the central waters of the bay still maintained a
uniform low temperature in winter, and the water tem-
perature reached 7.52-8.51°C, forming a low-temperature
water mass. The length of the interval of seawater tem-
perature change was 0.99°C (Figure 6).

In August, solar radiation energy continued to heat this
high-temperature water mass, causing the temperature of
this high-temperature water mass to continue to rise, and the
water temperature reached a higher 27.32-27.37°C. The
length of the interval of seawater temperature change was
0.05°C. It is like adding firewood to half of the pot, and the
temperature continues to rise on the edge of the pot. At the
same time, the water temperature brought by the river at the
estuary of the bay reached 30.90°C, which is the highest
temperature in the entire waters of Jiaozhou Bay. As a result,
in the coastal waters near the estuary of Haibo River, where
the water depth was 2.00 to 2.20 meters, the high temper-
ature of the river provided heat to the Jiaozhou Bay waters,
resulting in the formation of high-temperature water mass in
the coastal waters near the estuary of Haibo River, where the
water temperature reached 28.00-30.90°C, and the length of
the interval of seawater temperature change was 2.90°C. This
is like sending a high-temperature stream of water to half of
the pot, causing the edge of the pot to continue to rise in
temperature. Moreover, in April, the low-temperature water
mass formed in the central waters of the bay gradually
turned into a medium-temperature water mass by August,
and part of the heat of this water mass was transported to the
outside of the bay. Here shows the variation process of the
water mass in the center of the bay (Figure 7).
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4.5. The Feature of Isothermal Water Mass. In April, the
length of the interval of water temperature change in the
high-temperature water mass was 0.88°C, which did not
exceed 1.00°C. This showed that the high-temperature water
mass was stable. The length of the interval of water tem-
perature change of the low-temperature water mass was
0.99°C, which did not exceed 1.00°C, indicating that the low-
temperature water mass was stable. Then, at the same time
change, both the high-temperature water mass and the low-
temperature water mass have stability.

In April, although the high-temperature water mass was
very close to the low-temperature water mass, the water
temperature of the high-temperature water mass was
12.82-13.70°C, and the water temperature of the low-

temperature water mass was 7.52-8.51°C. It can be seen that
the high-temperature water mass did not transfer the heat
quickly to the low-temperature water mass.

In April, the water temperature of the high-temperature
water mass reached a relatively high 12.82-13.70°C, and the
length of the interval of water temperature change was
0.88°C, which did not exceed 1.00°C. This indicated that the
high-temperature water mass with higher water temperature
was stable. In August, in the high-temperature water mass,
the water temperature reached a much higher
27.32~27.37°C, and the length of the interval of the water
temperature change was 0.05°C, not exceeding 1.00°C. This
showed that the high-temperature water mass with much
higher water temperature was also stable. Then, in different



time changes, both the high-temperature water mass with
high water temperature and the high-temperature water
mass with much higher water temperature have stability.

5. Conclusion

In April, a high-temperature water mass was formed in the
coastal waters from the northeast to the northwest of
Jiaozhou Bay. In this high-temperature water mass, the
water temperature reached a relatively high 12.82-13.70°C,
and the length of the interval of water temperature change
was 0.88°C. Moreover, this high-temperature water mass was
in nearshore waters with a water depth of 1.00 to 5.00 meters.
In August, a high-temperature water mass was formed in the
coastal waters from the northwest to the north of Jiaozhou
Bay. In this high-temperature water mass, the water tem-
perature reached a relatively high 27.32-27.37°C, and the
length of the interval of water temperature change was
0.05°C. Moreover, this high-temperature water mass was in
nearshore waters with a water depth of 2.00 to 5.00 meters.

In April and August, the high-temperature water masses
were in the northern coastal waters of Jiaozhou Bay, with a
water depth of 1.00 to 5.00 meters. Then, the heat source of
the high-temperature water mass came from the total solar
radiation energy, and the energy absorbed by the water body
can reach more than 80.0%. In this way, the heat source of
the entire Jiaozhou Bay waters came from the northern
coastal waters, and the northern coastal waters were heated
by solar radiation energy.

In August, a high-temperature water mass was formed in
the coastal waters of the estuary of Haibo River in the east of
Jiaozhou Bay. In this high-temperature water mass, the
water temperature reached a relatively high 28.00-30.90°C,
and the length of the interval of water temperature change
was 2.90°C. Moreover, this high-temperature water mass was
in nearshore waters of the estuary of Haibo River with a
water depth of 2.00 to 2.20 meters. With the high temper-
ature, Haibo River supplied heat to the waters of Jiaozhou
Bay.

In April, in the central water area of the bay, a circular
water area was formed with this water area as the center, and
a low-temperature water mass was formed. In this low-
temperature water mass, the water temperature reached a
low temperature of 7.52-8.51°C, and the length of the in-
terval of seawater temperature change was 0.99°C. And this
low-temperature water mass was in the central waters of the
bay, with a water depth of 7.50-21.00 meters. There are no
heat sources providing heat to the central waters of the bay.
Thus, the central waters of the bay still maintained the
uniform low temperature in winter and formed a low-
temperature water mass.

In April, in the coastal waters of Jiaozhou Bay from the
northeast to the northwest, the water depth was 1.00 to
5.00 meters. The solar radiation energy heated this water
area, resulting in the rise of water temperature and forming a
high-temperature water mass. However, the water with high
temperature cannot transfer the heat immediately to the
central waters of the bay. As a result, the central waters of the
bay still maintained the uniform low temperature in winter
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and formed a low-temperature water mass. In August, solar
radiation energy continued to heat this high-temperature
water mass, causing the temperature of this high-temper-
ature water mass to continue to rise. At the same time, in the
coastal waters of the estuary of Haibo River, the river with
high temperature supplied heat to the waters of Jiaozhou
Bay, resulting in the formation of a high-temperature water
mass in the coastal waters of the estuary of Haibo River. In
addition, in April, the low-temperature water mass formed
in the central waters of the bay gradually turned into a
medium-temperature water mass by August, and part of the
heat of this water mass was transported to the outside of the
bay. Therefore, the author established the block diagram of
the temperature changes in the waters of Jiaozhou Bay in
April and August, presented the spatio-temporal variation
process of isothermal water mass in Jiaozhou Bay, and
elaborated the features of isothermal water mass: (1) in the
same time change, both the high-temperature water mass
and the low-temperature water mass have stability. (2) In
different time changes, whether it is a high-temperature
water mass with a relatively higher water temperature or a
high-temperature water mass with a very high water tem-
perature, the water mass is stable.
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Model predictive control (MPC) is a powerful tool for the control of permanent magnet synchronous motors. However,
conventional MPC permits using a single voltage vector during one control interval. This results in higher current distortions and
large torque ripples. Sensitivity to control parameters is another issue associated with conventional MPC. The duty cycle suggests
using an active vector and a null vector during one sampling interval. The method needs excessive computational and prediction
effort. Furthermore, a necessary zero vector as the second vector might not give the optimal results. To overcome the problems of
computational burden, this paper proposes that a reference voltage vector can be calculated and used to determine the voltage
vector to be used for the next interval. This reduces the computational effort to a minimum. Furthermore, it is proposed that the
second vector can either be active or null. To overcome the problem of parameter dependence, an electromotive force is calculated

on basis of previous values. Simulations have been carried out to verify the efficacy of the proposed method.

1. Introduction

Permanent magnet synchronous machines are recently
grasping more attraction in industrial applications such as
robots, electric vehicles, and numerical control machines
due to several advantages in terms of high torque density,
low volume, and efficiency over a wide speed range [1-7].
Among various control schemes for high-performance
control of PMSM-based systems, field-oriented control
(FOC) and direct torque control (DTC) [8-10] have de-
veloped as better control strategies. FOC has exhibited fast
dynamic response and decent steady-state performance
[11, 12]. Nevertheless, it demands fine-tuning of internal
loop and axis transformation. Furthermore, FOC combined
with space vector pulse width modulation (SVPWM) in-
creases calculation process time. Direct torque control has
emerged as another control strategy that uses measured
current to estimate the magnetic flux and torque to calculate
voltage command. It does not need the inner current loop

and pulse width modulation [13]. DTC has a simple
structure and achieves a very high quick response [14].
However, it is quite difficult to estimate the torque and
magnetic flux precisely [15]. Also, it usually results in higher
current harmonics and torque ripples with a variable
switching pattern. Some research work has also been done in
the field of iterative learning controller [16-18]. Several other
modifications and improvements have been suggested in the
literature to overcome FOC and DTC drawbacks [19-21].

In recent years, model predictive control, also known as
MPC, has emerged as an improved alternative to previous
techniques for control of PMSM as well as power converters
[22-24]. MPC is an optimization-based methodology, and
based on a system’s internal model, it calculates control
action for the next interval by minimizing the difference
between the reference value and projected value. MPC has a
simple control architecture with quick response and pa-
rameter robustness [22, 25-27]. As compared to FOC, MPC
promises a quicker dynamic response. Compared to DTC,
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vector selection for the next interval in MPC is compara-
tively more precise [24, 28]. Model predictive control can be
used as a torque control or as a current control scheme. The
former is called model predictive torque control (MPTC)
[29-31], and the latter is known as model predictive current
control (MPCC) scheme [32-38]. MPTC has shown im-
proved enactments in terms of current harmonics and
torque ripples compared to DTC [39-43]. However, for
obtaining torque and flux values and tuning weighting
factors, MPTC requires an observer or estimator.

MPCC is easy to implement due to the fact that the only
control variable, that is, current, can be measured without an
estimator or observer [35, 44]. Its fast response and the
unpretentious principle have made it a promising strategy
for high-performance current control of PMSM drive sys-
tems. MPCC is a current control strategy that can be
implemented easily compared to MPTC, which requires an
estimator or observer. Also, it does not require any weighing
factor as the current is the only control variable. Therefore,
MPCC provides a more straightforward solution as com-
pared to MPTC.

Model predictive control depends on the system model
for future prediction. Therefore, it needs an accurate rep-
resentation of the system model. Some of the motor pa-
rameters such as motor inductance and resistance vary
during the motor operation due to changing temperature.
This results in a mismatch of these parameters, and the
accurate representation of the system model is compro-
mised. In order to overcome this problem, some methods
have been implemented in the literature to minimize the
dependence on motor parameters. A current difference
technique is proposed in literature [45, 46] which is inde-
pendent of system parameters. In order to make the system
robust against system parameters, the study in [47] proposes
an ultralocal technique that utilizes the inputs and outputs of
the system only. To identify system parameters, the study in
[48] suggests a recursive least square algorithm. Without the
need for detailed system parameters, accurate prediction is
possible. The back electromotive force (back emf) of the
system can be evaluated based on previous emf values as
suggested in the literature [32, 33].

Furthermore, in order to get the minimal cost function,
conventional MPC has to predict as many current values as
the inverter’s switching states [40]. Usually, the MPC drive
system is fed from a three-phase two-level voltage source
inverter (2LVSI). It means there are a total of eight possible
switching states, that is, six active vector states and two zero
vector states. Consequently, the controller has to check for
all eight states one by one. This complicates the situation for
systems with a higher number of phases or when using a
three-level inverter. Furthermore, the application of only
one vector during one control interval fails to achieve
minimum current error between the reference and the
predicted value [41]. To overcome this difficulty, the idea of
using more than one vector has been presented in the lit-
erature [39, 40]. The concept of the duty cycle has been
presented in literature [36, 40, 41]. The basic concept is to
utilize multiple voltage vectors during one control interval.
The conventional duty-cycle method allows one active and a
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corresponding zero vector with less switching frequency
during one control interval. Selection of the active vector is
made by the tedious one-by-one check. The application of a
zero vector decreases the error between predicted and ref-
erence values [49]. Even though this method significantly
improves the steady-state performance of the concerned
system, current error may be minimized by exploring the
horizon for selecting a second vector rather than using a zero
vector necessarily, which needs additional research [36].

In order to overcome the difficulties of the conventional
model predictive control method, this paper has proposed
some improvements. This paper uses an alpha-beta coor-
dinate system for calculation in order to avoid dq-axes
transformation. To reduce the dependence on system pa-
rameters, back emf can be calculated from previous emf
values which are calculated from current values. An average
of previous emf values can be used to calculate emf for the
active control period. Secondly, an improvement in the
duty-cycle approach has been proposed which focuses on
generating a reference voltage vector for selecting the first
optimal vector. The paper proposes that the active vector
nearest to the reference voltage vector must be selected as the
first vector. The second vector can either be an active voltage
vector or a zero vector depending on which one generates
the minimum cost function. A very simple but effective
approach for duty calculation has been used which suggests
that can be calculated from the cost functions of selected
voltage vectors. The proposed method is compared with
conventional MPC and conventional duty-cycle MPC. The
effectiveness of the proposed method is confirmed by
simulation results.

The paper is organized as follows: Section 2 covers the
mathematical model of PMSM and its discrete model. The
conventional model predictive control strategy is also
covered in this section. Section 3 discusses the proposed
MPC, which includes emf calculation, reference voltage
generation, and selection of the first optimal vector and
second vector. This section also discusses the duty calcu-
lation. Section 4 includes simulation verification of the
proposed strategy by comparing results with conventional
methods. Lastly, Section 5 presents the conclusion based on
simulation results. References are added at the end of this

paper.

2. Preliminaries

2.1. Mathematical Representation of PMSM. The following
assumptions must be taken into consideration for a sim-
plified analysis: magnetic hysteresis losses as well as eddy
currents are very insignificant; hence, they can be neglected,
clogging torque and magnetic saturation is negligible, and
back emf is sinusoidal. In order to avoid tedious coordinate
transformation, af3-stationary axis is used in this paper. The
model of a surface-mounted PMSM in stationary reference
frame can be represented as

. d(i ) d(w )
S X 1
VS = Rsls + LS.—t + —t 5 ( )
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where V (V) is the stator voltage, i, (A) is the stator current,
v, (WD) is the equivalent active flux, R, (Ohm) is resistance,
and L, (H) is the inductance.

V, = R, + Ls.dgts) +e, (2)
where e (V) represents back emf.
e= (y;)e™, (3)
where vy is the permanent magnet flux linkages.
d d(f) - jy 0, (4)

where w, (rad/s) is rotor speed.
3 ,
Te = EP' (I//x'ls)’ (5)

where T, (Nm) is electromagnetic torque and P represents
the number of poles.

2.2. Discrete-Time Model. For a sampling interval T, the

voltages and calculated currents for the kth interval can be

used to predict load currents for the next sampling interval.
By rearranging (2), we get

d(i;) 1 ,
i fs (Vs - Rgi;—e). (6)

di/dt can be estimated as

A, (k) i (k+1) —i (k)
dt T ’

(7)

N

where T represents one control period.
Replacing in (6), and rearranging the equation, the pre-
dicted load current for the next interval can be represented as

i(k+1)=1i,(k) +% (Vi (k) - Rgig (k) — e(k)). (8)

Estimation of emf requires a troublesome process.
Theoretically, (2) can be used to approximate emf, but it is
not as simple as it seems due to variations in machine
parameters with increasing temperature and saturation.
Therefore, the objective is to minimize the dependence on
machine parameters [37].

The emf can also be approximated using an observer.
Conversely, emf values are pretty low at a standstill or low
speeds, making it difficult for the observer to estimate the
emf effectively. Due to its computational time, an observer
might estimate inaccurately during the transient intervals.
Therefore, the following adjustments must be made in the
theoretical model to estimate emf with the least dependence
on machine parameters. The mechanical speed of the ma-
chine can be considered constant for a few control intervals
as the machine time constant is much higher as compared to
the electromagnetic time constant. Stator current i (k) can be
replaced by the following equation to represent its variation
during one sampling interval:

(is (k) + ;s (k- 1))_ 9)

i (k) =
By replacing these values in (8), emf can be estimated as
R
e (k-1)=V (k-1) —75 (ig (k) +i (k- 1))
L
—T—s (is (k) —ig(k - 1)). (10)
Similarly, for consecutive intervals,
e (k=2)=V (k-2) —% (is(k=1) +i,(k-2))
L
-7 (i (k=D i (k-2),
e (k-3) = Vs(k—3)—%(is(k—2)+is(k—3))

—i—i(is(k—z)—a(k—s)).

N

(11)

The back emfis considered constant for a few intervals as
the emf frequency is significantly less as compared to the
sampling frequency. Therefore, it is proposed that the emf
value remains considerably consistent during a control in-
terval [33]. However, it reduces the tolerance for variations
in inductance. As stated in [50], taking the mean of two to
four consecutive emf estimations increases the system’s
stability against varying inductance. The results show that
the system shows stability against variations in the induc-
tance values. Therefore, this paper proposes using two emf
values from the previous consecutive intervals and taking the
mean to estimate emf for the current interval.

e, (k) =%ex (e (k—-1)+e,(k-2)). (12)

2.3. Model Predictive Control. The conventional MPC with
single-vector selection and one-step delay compensation
selects the optimum voltage vector from cost function
minimization. The cost function is expressed as

C = i, (ref) =i (k + 1),

(13)
Subjectedto Vg € (V,V,,..., V),

where i (ref) is the current reference is the stationary frame.
As PMSM is fed by a two-level VSI, there are a total of eight
switching states with six active and two zero voltage vectors.
It means that the cost function has to be calculated for a total
of seven times during each control interval. Additionally, the
use of only one voltage vector during a single control interval
results in enhanced current harmonic distortions and
greater steady-state torque ripples.

3. Proposed MPC

The block diagram of the proposed MPC is represented in
Figure 1. The tedious dq-axes transformation is avoided, and
the af-coordinate system has been employed. The proposed
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FIGURE 1: Block diagram of the proposed MPC strategy.

method is based on the fact that not all the switching state
vectors are needed to predict and select the optimal control
variable. A reference voltage vector can be used to predict
future voltage vectors. Moreover, as utilizing a single voltage
vector during one sampling interval might result in torque
ripples, more than one nonzero voltage vector can be used
through one control period. This paper suggests that the
second vector can either be an active voltage vector or a zero
vector depending on whichever produces the least cost
function.

3.1. Reference Voltage Generation. The conventional MPC
checks all the voltage vectors one by one to find the optimal
vector. The ultimate goal is to minimize the current error in
the cost function (14). Theoretically, it can be minimized to a
zero value. Based on this statement, a reference voltage
vector can be generated from (13) by replacing i;(k+1) with
i(ref). A voltage reference vector is calculated from the
current values of the present (k;,) control period.

V, (ref) = %RS (is (ref) + i, (K)) +% (i (ref) — i, (k) + (v, ).e™.

(14)

3.2. Vector Selection. Once the reference voltage is gener-
ated, the next stage is to find the first optimal vector, which
minimizes the cost function. A two-level VSI has six active
and two zero vectors. Therefore, the inverter control plane
can be divided into six equal segments, and the six active
voltage vectors are located at the extremes of each segment.
The angle information of reference voltage determines its
location on the inverter control plane. The reference vector
lies on one of the six sectors. The segment where reference
voltage lies corresponds to the closest voltage vector on one
of the sides of that segment as the optimal vector during the
next control interval. For example, if the reference voltage
vector lies in S;, as shown in Figure 2, the closest voltage
vector is V. Obviously, V; exhibits the least error towards
reference voltage. Hence, it will generate the optimal vector
for the next interval. The application of only the first voltage
vector makes it the conventional duty-cycle MPC.

iabc (k)
[

B

V5 (010) V, (110)
Vref
P Vv, (111) 0, R
» > o
vatorn) < V, (000) Vv, (100)

V5 (001) Ve (101)

FIGURE 2: Voltage vectors’ representation for a two-level VSIL.

The reference voltage vector lies between two active
vectors on the inverter plane. The one closest to the reference
voltage ensures minimal error. This vector must be selected
as the first voltage vector for the next control interval. The
voltage vector on the other boundary of the same sector will
be the one that will generate the minimum error among the
remaining five active vectors as this is closest to the reference
among those five. This method proposes that the second
vector can either be this vector or a null vector. Taking the
same example, the reference voltage lies in sector S;. V is
already determined as the first vector. The second vector can
either be V', or a null vector. The selection between these two
candidates is based on which one generates the least error,
that is, minimizing the cost function. If V,, generates the
lower cost function, it will be used as the second vector
during the next interval; otherwise, a null vector will be
selected. The method is handy in terms of lesser calculations.
There is no need to check all the vectors one by one to search
for optimal results. The first vector is selected instantly once
the reference voltage is generated. A little calculation is
needed when it comes to selecting a second vector. A cost
function is generated only twice during one control period,
and the one that minimizes the cost function will be the
second vector.
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TaBLE 1: Control and motor parameters.
Parameter Value
Stator resistance 020
Stator inductance 8.5mH
Rated DC bus voltage 200V
Inertia 0.0012 kg.m?
Magnetic flux 0.24 Wb
Pole pairs 4
Rated current 9.4A
Rated speed 2000 rpm
Rated load 7.15Nm
Sampling period 50 us
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FIGURE 3: Steady-state response at 1500 rpm at constant load torque. (a) Conventional MPC, (b) conventional duty-cycle MPC, and

(c) proposed MPC.

3.3. Duty Calculation. The best voltage vectors to be used in
the next sampling interval are selected based on the angle of
the reference voltage vector, that is, the location of the
reference voltage vector. The voltage vectors nearer to the
reference voltage vector will automatically generate the
lowest cost function values. Hence, the burden to calculate
the cost function of all vectors can be avoided. The duty
calculation for the vectors involved for the next intervals is
calculated on the basis of the fact that the action time of a
vector is in inverse proportion to the cost function it pro-
duces. The higher the cost function, the lower will be the
vector’s action time.

The duty cycles for the selected vectors can be defined as
K

dyy = ——
v CVx

(15)
where Cy,, represents the cost function of the corresponding
voltage vector. K is a constant, and it can be derived as

1

K=o
Zz:l (I/CVx)

(16)
where n=(1,2).

As two vectors are to be selected, their duty can be
calculated as
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K
dv1 = a’
1
(17)
K
dvz = C—’
V2

where V, symbolizes either the adjacent active vector or the
zero vector for the first method.

dyy+dy, =1, (18)

where C,,, and C,,, are cost functions of V; and V,. K is a
constant, and it can be expressed as

1

K= .
(1/Cyy) +(1/Cy)

(19)

The above equations can be simplified as

Cy,
(Cy1 +Cy)
Cni
(Cyy +Cyva)

Or simply dy,, can be derived from (18).

dv1 =

dvz =

dy, = 1—dy,. (21)

The final cost function can be expressed as

C =dy,Cyy +dy,Cyse (22)
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FiGure 5: Dynamic speed maneuver response from standstill to 1000 rpm to 2000 rpm for (a) conventional MPC, (b) conventional duty-

cycle MPC, and (c) proposed MPC.

4. Simulation Study

To explore the performance of PMSM considering the
suggested control strategy, simulation work is carried out in
MATLAB/Simulink environment. The nominal parameters
of the PMSM used in the simulation work are shown in
Table 1. The sampling frequency for simulations is kept at
20kHz. The following assumptions have been taken into
consideration: saturation in flux linkages is neglected, and
emf is considered sinusoidal. The value of id is kept at zero.
Simulation results of the proposed MPC strategy are
compared with conventional MPC and conventional duty-
cycle MPC strategy which considers one active and one null
vector during a control interval.

The first test condition is the steady state in which the
motor is running at 75% of nominal speed at 50% of constant
rated load for a duration of 0.4s. The simulation results are
presented in Figure 3 which shows stator phase “a” current
Ia (A) and g-axis Iq (A) for (a) conventional MPC, (b)

conventional duty-cycle MPC, and (c) proposed MPC. It can
be seen in Figure 3 that the q-axis current is showing much
distortion for the conventional MPC method. These dis-
tortions are reduced for conventional duty-cycle MPC and
further reduced for the proposed strategy.

Figure 4 shows simulation results for the case of
changing load. The test condition is that the motor is
running at 100% rated speed. The load torque is initially
zero. Full load torque of 7.15 Nm is suddenly applied at 0.2 s.
The motor speed reduces in small amounts, but a quick
increase in electromagnetic torque causes the motor to
regain its speed to the designated value of 1500 rpm mo-
mentarily. Figure 4(a) shows simulation results for con-
ventional MPC, Figure 4(b) shows simulation results for
conventional duty-cycle MPC, and Figure 4(c) shows sim-
ulation results for proposed MPC. The first channel in each
part shows phase “a” current waveform. Load torque is
shown in the second channel while the third channel shows
the g-axis current. The motor response is almost similar in
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all these methods. However, as shown in the curves, the
response in the proposed method has shown considerably
improved steady-state performance in the form of reduced
current harmonics and reduced torque ripples. The wave-
forms are smooth for the proposed MPC method.

The dynamic case scenario of accelerating the motor
from zero speed to 50% of the rated speed at 0's and then to
100% of the rated speed at 0.2 s is represented in Figure 5. A
constant load torque of 3Nm is applied during the whole
simulation time. Figure 5(a) shows simulation results for
conventional MPC, Figure 5(b) shows simulation results for
conventional duty-cycle MPC, and Figure 5(c) shows sim-
ulation results for proposed MPC. The first channel in each
part shows actual and reference speeds. The phase “a”
current is shown in the second channel while the third
channel shows the q-axis current. The conventional duty-
cycle MPC shows more persistent results as compared to
conventional MPC, but the problems of ripples and large
current distortions are still present. The proposed MPC
method has shown its effectiveness in reducing current
distortions and also suppresses harmonics.

Next, the simulation results for motor speed reversal are
represented in Figure 6. The motor is first accelerated to
1000 rpm, and then, at 0.2s, the speed is reversed from
1000 rpm to -1000 rpm. The simulation results for con-
ventional MPC, conventional duty-cycle MPC, and the
proposed strategy are presented in Figure 6. It can be ob-
served that the improved MPC strategy has effectively
eliminated steady-state error completely. Furthermore, it
has reduced the current distortion and torque ripple. Hence,
the proposed scheme can ensure the dynamic performance
of the control system.

Figure 7 shows stator phase “a” current for (a) con-
ventional MPC, (b) conventional duty-cycle MPC, and (c)
proposed MPC when the motor is operating at a low speed of
100 rpm. The proposed method has shown better results in
terms of reduced current distortions.

5. Conclusion

In conventional MPC for motor control, the voltage vector
that minimizes the cost function is selected and used for the
next interval. The drawback of conventional MPC includes
its dependence on system parameters for future predictions
and the tedious process of checking all the voltage vectors
one by one. The other problem is that conventional MPC
utilizes only one voltage vector during one complete interval.
This leads to higher steady-state torque ripples and more
current distortions. The concept of the duty cycle adds an
additional vector during one control interval. This paper
proposes an approach to overcome these problems. In order
to minimize the dependence on system parameters, the back
emf can be calculated from the current values. This method
turther suggests that the second vector can also be an active
vector. To overcome the computational burden, this paper
proposes that instead of checking all the vector states one by
one, the vectors for the next sampling interval can be directly
selected by generating a reference voltage and checking its
location on the voltage vector plane. Simulations have been

carried out for the proposed method, and the results have
been compared with conventional MPC and conventional
duty-cycle MPC. The proposed method has shown prom-
ising results for the steady state as well as dynamic response.
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With the increasing carbon emissions worldwide, lithium-ion batteries have become the main component of energy storage
systems for clean energy due to their unique advantages. Accurate and reliable state-of-charge (SOC) estimation is a central factor
in the widespread use of lithium-ion batteries. This review, therefore, examines the recent literature on estimating the SOC of
lithium-ion batteries using the hybrid methods of neural networks combined with Kalman filtering (NN-KF), classifying the
methods into Kalman filter-first and neural network-first methods. Then the hybrid methods are studied and discussed in terms of
battery model, parameter identification, algorithm structure, implementation process, appropriate environment, advantages,
disadvantages, and estimation errors. In addition, this review also gives corresponding recommendations for researchers in the

battery field considering the existing problems.

1. Introduction

With the worldwide reduction of nonrenewable energy
sources and carbon dioxide emissions, clean energy devel-
opment has become an important theme [1-3]. Lithium-ion
batteries are gradually regarded as the most natural green
alternative to traditional fossil fuels for their high energy
density, no memory effect [4], long life, and environmental
protection [5]. Lithium-ion batteries are now widely used in
electric vehicles, ships, and distributed energy storage sys-
tems. With the continuous development of the smart grid, the
hybrid energy storage system consisting of lithium-ion bat-
teries and supercapacitors has become an attractive option
[6]. The continuous development of lithium-ion batteries also
achieves emission peak and carbon neutrality goals.

In contrast to conventional fossil fuels, lithium-ion
batteries also need a state parameter indicating the current
remaining energy. Therefore, the state of charge (SOC) is
proposed [7-9]. SOC is defined as the ratio of the current
available capacity of the battery to the maximum available

capacity. Consequently, accurate battery capacity estimation
is crucial to estimate the SOC [10-12]. By clarifying the
change in SOC, the abnormal charging capacity of the
battery can be determined, ensuring the safe operation of the
electric vehicle [13]. Meanwhile, the accurate estimation of
the battery SOC is also the basis for managing lithium-ion
batteries and understanding the battery status. However,
SOC cannot be measured directly and can only be estimated
based on the relationship between SOC and measurable
variables [14, 15]. Consequently, it is essential to establish a
reliable and accurate SOC estimation method [16].

More and more researchers are enthusiastic about es-
timating SOC using hybrid methods to improve the pre-
cision of SOC estimation. Achieving accurate SOC
estimation in natural application environments remains a
challenge due to the inconsistency of batteries in the pack
[17]. The hybrid method combining neural network with
Kalman filter (NN-KF) can solve the nonlinear relationship
between battery SOC and other variables by using the self-
learning ability and strong self-adaptability of neural
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network (NN) [18-20] on the one hand. On the other hand,
it is the ability to combine the fast convergence property of
the Kalman filter to achieve a real-time estimation of SOC
[21-23] and reduce the influence of noise on the results. This
review classifies this hybrid method into Kalman filter-first
method and the neural network-first method. It is promising
to apply the NN-KF hybrid method into practice as an
efficient method to obtain SOC estimates for lithium-ion
batteries.

The remainder of this review is organized as follows:
Section 2 describes the types and characteristics of lithium-
ion battery models, the methodological flow of the Thevenin
model parameter identification, and a detailed evaluation of
all methods. A detailed and comprehensive introduction to
the current framework and remarks of Kalman filter-first
methods and neural network-first methods is presented in
Section 3. Section 4 discusses the future direction from the
perspective of the current situation. Conclusion is drawn in
Section 5.

2. Modeling and Parameter Identification

SOC estimation of lithium-ion batteries requires high ac-
curacy and reliability of the model, so it is essential to use a
reasonable model and a suitable parameter identification
method to simulate the battery characteristics.

2.1. Battery Model. Establishing a battery state-space model
plays an essential role in the accurate estimation of SOC and
directly affects the accuracy of the SOC estimation. To make
the state model closer to the actual usage environment and
meet the needs of combining neural network and Kalman
filter, the battery model must be simple and compatible with
the actual situation [24]. The standard battery models used
in the research are the Thevenin and the neural network-
based models. The following is a brief description of their
characteristics.

Thevenin model has a simple structure, high accuracy,
and strong robustness even in unknown cell environments.
Figure 1(a) shows that it consists of an ideal voltage source
Upe» a series resistor R, and a capacitor-resistor (RC)
network, where R, represents the battery’s internal resis-
tance, and R, and C, are the polarization resistance and
polarization capacitance, respectively.

The number of RC networks is changeable, and its
number represents the order of the Thevenin model.
Figure 1(b) is the structural diagram of the second-order
Thevenin model.

The complex dynamic characteristics and uncertain
operating conditions make building a suitable battery model
difficult. The results of SOC estimation under cold condi-
tions were reported to be inadequate [25-29]. Accordingly,
the Thevenin model is not perfect [30]. Other suitable
battery models, such as the electrochemical-thermal deg-
radation model [31], are still needed to describe the complex
battery behavior at different ambient temperatures.

Neural network, a branch of artificial intelligence, has
been widely used for predicting outcomes based on input

Mathematical Problems in Engineering

data [32-35]. Compared with the Thevenin model, the
neural network-based modeling method does not need to
consider the electrochemical state inside the battery.
However, it only needs to use the measurable parameters as
inputs and establish a nonlinear relationship between the
input data and the output data to construct the estimated
battery SOC model through the self-learning capability [36].

2.2. Model Parameter Identification. Thevenin model pa-
rameters are susceptible to operating conditions such as
SOC levels and ambient temperature. During the use of
lithium-ion batteries, it is helpful to describe the electro-
chemical characteristics and improve the accuracy if the
model parameters can be effectively identified. Meanwhile,
the accurate identification of model parameters can facilitate
the combination of Kalman filter and neural network to
improve the accuracy of battery SOC estimation. The
schematic diagram of the recognition process is depicted in
Figure 2.

A large number of algorithms, including genetic algo-
rithms (GA) [37], least squares (LA) [38], and hybrid pulse
power characteristic (HPPC) test [39], have been used in
recent years for parameter identification of Thevenin models.

Taking the first-order Thevenin model as an example, the
unknown parameters are R), R;, and C,. According to
Kirchhoff's law and analyzing the model, the following
equations can be obtained:

Uoc =U,-Ur-Uy,

1
du, U, M
L=Crgr* g,
1

The discrete equation is obtained according to equation
(1), as shown in the following equation:

At
SOC,,1 1 0 SOC, Qn
= + IL,k’
Uy 0 e_(At/T) ULk
; : (1)
] Rl(l e )
0 1° 150G,
Uk =Uock = Roslri +
-1 Uik

(2)

In the above two equations, U, is the RC network voltage
and U is the terminal voltage. Qy is the rated capacity of the
battery and I; is the circuit current. At is the sampling time
interval, and 7 is the time constant, 7 = R,;C;. k is the time
parameter.

Yang et al. use GA for the first-order Thevenin model to
identify the parameters [37]. GA is a global search method
formed by simulating the genetics and evolution of or-
ganisms in their natural environment. However, it cannot
use the feedback information in time, so the search speed is
slow, and it is not good enough to solve the large-scale
computation problem. In response to these problems, the
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particle swarm optimization (PSO) algorithm is favored by
many researchers because it is easier to implement and has
lower computational complexity [40].

LA is also a standard method for the identification of
battery model parameters. Thevenin battery model can be
considered a linear system, identified by the parameter
identification toolbox in Matlab/Simulink [41]. According to
the parameter fitting function in the toolbox, parameter
identification can be achieved using LA. The recursive least
squares (RLS) method is proposed to make the algorithm
relevant to the practical use environment. Compared to LS, it
can extract model parameters in real time using new
measurement data [42], significantly reducing the compu-
tational and storage effort. Recently, Li et al. performed
discharge experiments on lithium-ion batteries and com-
bined RLS to identify R, R, and C, in the battery model.
The data from the voltage recovery stage makes it easier to
obtain the model parameters to be identified with a high
degree of accuracy [43].

The battery model is also affected by noise in the
natural application environment. The RLS method is
susceptible to noise, resulting in inaccurate identification

of model parameters. The recursive total least squares
(RTLS) [44], adaptive forgetting recursive total least
squares (AF-RTLS) [45], and the Frisch scheme-based bias
compensating recursive least squares (FBCRLS) [46] have
been proposed to effectively suppress the model identi-
fication errors caused by noise, which provides more
reliable SOC estimation.

A recursive least squares method with forgetting factors
(FFRLS) is also applied to the parameter identification of the
Thevenin model. FFRLS has faster convergence and better
tracking performance with an increased forgetting factor A [47].
In general, the smaller A, the better the computational fit of the
system, but the more significant the fluctuation. So, determining
the A value quickly is also an urgent problem to be solved.

HPPC tests can be used to determine the model pa-
rameters at different temperatures and different discharge
rates. Li et al. (2021) conducted several experiments and
finally created a table of battery parameters concerning
temperature and discharge rate [39]. Experimental data
from another part also verified the validity of the HPPC
method. The appropriate methods for identifying battery
parameters are summarized in Table 1.
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TaBLE 1: Methods for identifying battery model parameters.

Years Methods Advantages Disadvantages
GA [37] Parallel and global search Slow search speed
2019 LA [41] Calculate the coeflicients at one time Offline
RLS [42] Process data in real-time Taking up a lot of storage space
2020 FFRLS [47] Better performance Difficult to decide the value of A
RLS [43] Conduct discharge experiments Time-consuming
2021 HPPC [39] Consider temperature and discharge rate Tedious
PSO [40] Lower computational complexity Easily fall into the local optimum

3. State-of-Charge Estimation

3.1. Kalman Filter-First Method. The basic idea of the Kal-
man filter-first method is that when the sensor obtains
voltage, current, and temperature measurements from the
battery, it can be iterated directly since various methods have
previously determined the battery model parameters. The
values needed by the neural network are then computed, and
the final SOC estimation results are output by the neural
network. The structure diagram is shown in Figure 3.

The Kalman filtering-first method is highly resistant to
interference and suitable for SOC estimation in complex
environments, while having high robustness. However, the
method relies on an accurate battery model, and different
battery models also require reasonable methods for pa-
rameter identification.

The traditional KF algorithm is proposed to solve the
linear problem [48-50], while the lithium-ion battery can be
considered a nonlinear system. Therefore, it is hardly used in
the battery SOC estimation process. Several algorithms that
can handle nonlinear systems, such as extended Kalman
filter (EKF) and Unscented Kalman filter (UKF), are
proposed.

The EKF linearizes nonlinear systems with Taylor series
expansions, essentially a recursive algorithm. Xu et al. used
EKEF for the initial estimation of battery SOC and then used
the estimated SOC value along with voltage and current as of
the input to the long short-term memory (LSTM) network
[47]. The model’s performance was verified at —15°C, 0°C,
and 25°C, respectively, and the mean absolute error (MAE)
was less than 1%. The EKF-LSTM maintains high estimation
accuracy even at very low ambient temperatures. Similarly,
EKF can be combined with the back propagation neural
network (BPNN) to estimate the battery SOC [51]. The EKF-
BP algorithm is verified by dynamic stress test (DST), Beijing
Bus Dynamic Stress Test (BBDST), and other complex
working conditions. The estimated error is less than 1.10%.

Both the above algorithms are for individual lithium-ion
batteries, while in practical applications, such as electric
vehicles, the application of lithium-ion battery packs is much
more. When estimating the battery pack SOC, it is not
appropriate to consider it as a simple battery. The method
discussed previously cannot be directly applied to a battery
pack consisting of many batteries. Developing a simple,
reliable, and effective SOC estimation method for battery
packs is essential.

Dao et al. developed a smart battery management system
(BMS) based on KF and NN to estimate the SOC of a
lithium-ion battery pack, as shown in Figure 4. The battery
pack temperature range is 19-42°C. The performance is
better than ANN and KF alone by experimental evaluation
on real battery packs with an error of less than 1% [52].
However, there are still some problems with this method.
For example, the capacity balance between each battery in
the pack is not considered in the application. The capacity
decay of each battery varies during use, and the impact of
capacity balance on BMS and battery pack SOC estimation
needs to be considered.

EKF suffers from computational overload for complex
nonlinear problems and generates linearity errors. UKF,
proposed by Julier and Uhlmann in 1997 [53], uses lossless
transformations to obtain the mean and covariance of in-
dividual probabilities, avoiding solving Jacobi matrices. By
constructing an adaptive unscented Kalman filter (AUKF)
algorithm based on the Thevenin model, Hosseininasab et al.
presented a combined NN and AUKF method for SOC
estimation [54]. Considering the initial offset, capacity error,
and current sensor drift considering shunt thermal effects,
the root-mean-square Error (RMSE) still reaches 0.954% at
25°C. The results of SOC estimation based on the Kalman
filter-first method are summarized in Table 2.

3.2. Neural Network-First Method. The Kalman filter-first
method can accommodate the initial error of the SOC and
estimate the SOC effectively online. However, the high com-
putational requirements and effective model parameterization
need to be effectively addressed before practical application,
which has limited the application of the method to some extent.
In contrast, the neural network modeling approach can avoid
the detailed study of lithium-ion battery models and parameter
identification. A good battery SOC estimation algorithm can be
built using only previous reliable data.

For the neural network method alone [55], the SOC
estimation results highly depend on the dataset used. Once
the data set differs significantly from the applied battery
operating conditions, the error in the estimation results of
the lithium-ion battery SOC can be substantial. The neural
network-first method avoids this problem. Even if a less than
perfect data set is used, the output of the NN can be cor-
rected using the KF, and finally, an accurate battery SOC can
be obtained.
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TaBLE 2: Kalman filter priority methods used for SOC estimation.

Years Methods Remarks Temperature SOC errors
2019 EKF-LSTM [47] High accuracy at low temperatures -15°C, 0°C, 25°C MAE< 1%
2020 UKEF-NN [54] Easy to implement 25°C RMSE =0.954%
2021 EKF-BPNN [51] Real-time estimation Unspecified <1.10%
EKF-ANN [52] Estimate SOC of the battery pack 19-42°C <1%

The central idea of the neural network-first method is
first to use the neural network to reveal the nonlinear re-
lationship between SOC and measurable variables such as
current, voltage, and temperature. The output of the NN is
then smoothed using a KF algorithm to achieve accurate and
stable SOC estimates.

3.2.1. Feed-Forward Neural Network. Feedforward neural
network (FNN) is simple in structure and easy to train,
which has become the most common method for SOC
estimation of lithium-ion batteries [56-58].

Qin et al. used a nonlinear autoregressive neural network
(NARXNN) to estimate the SOC of lithium-ion batteries and
then applied UKF to reduce the error [59]. Compared with
the battery SOC estimation results based on NARXNN
alone, the error is reduced by about 1% at 0°C. Since each
estimate uses data from a single sampling point and does not

consider the dynamic chemistry of the battery, the esti-
mation accuracy of this method is usually not very high.

The polarization characteristics of the battery can be
used as a new input to the FNN to describe the dynamic
chemistry of the battery accurately. One way to consider
polarization is to increase the NN input data from a single
sample point to multiple sample points [60], which requires
selecting a suitable time constant. The method for selecting
the time constant is designed as shown in Figure 5, where 7
represents the time constant and r(x, y) represents the
correlation coefficient. Chen et al. (2019) designed a neural
network-first battery SOC estimation method based on an
improved FNN model and EKF algorithm [61]. The SOC
estimation error can be kept to less than 2% even with
inaccurate initial SOC value, inaccurate initial capacity, and
low temperature (-10°C, 0°C, and 10°C). This method is
more suitable for complex electric vehicle application
environments.
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FIGURE 5: The selection process of time constants. Reproduced with permission from reference [29]. Copyright 2019, Elsevier.

The terminal voltage can be used as the output of the
neural network. Meanwhile, the SOC is considered as an
internal state, which is indirectly estimated through the
feedback error of the voltage [62]. This indirect method has
the advantage of uncertainty enhancement and feedback
compensation. The effect of temperature on SOC, however,
is not considered. Table 3 lists the above studies.

3.2.2. Deep Learning. In recent years, deep learning algo-
rithms have attracted the attention of researchers in the field
of battery state estimation because of their ability to auto-
matically extract features and their good generalization
performance [63]. Deep learning algorithms are also in-
creasingly introduced into the SOC estimation of lithium-
ion batteries.

Deep belief network (DBN) can be combined with KF.
The DBN can extract the relationship between battery SOC
and input parameters with its strong nonlinear fitting ability.
The KF eliminates measurement noise and improves SOC
estimation accuracy [64]. The framework of the proposed
model is shown in Figure 6. The RMSE of the SOC esti-
mation by DST is lower than 0.7%. This hybrid is suitable for
estimating the SOC of lithium-ion batteries under dynamic
conditions.

LSTM network can handle time-series data considering
the time dependence of SOC estimation. Yang et al. (2020)
used a stepwise search algorithm to determine the hyper-
parameters of the LSTM network and further reduce the
estimation error by UKF [65]. The results show that the
RMSE of the LSTM-UKF method is 1.1%, which is better
than other FNN methods. In addition, the method has
excellent generalization ability to the temperature at 0-50°C,
and more reliable SOC estimation results can be obtained at
temperatures without training data.

The commonly used LSTM network is a “many-to-
many” structure, as shown in Figure 7. The output at mo-
ment ¢ + 1 is related to the input information at moment ¢ + 1

and moment . The results in earlier information have little
to no impact on the current output, making it impossible to
take full advantage of the past information.

To address this problem, Tian et al. (2020) proposed a
“many-to-one” structure of the LSTM network [66]. This
framework introduced an adaptive cubature Kalman filter
(ACKF) algorithm that maximizes the impact of the above
measurements on current SOC estimates and further ex-
tended the applicability of the neural network-first method.
High estimation accuracy was achieved in the temperature
range of 10 to 50°C. This LSTM-ACKF method avoids
finding the optimal hyperparameters in the training phase of
the LSTM network, which is very difficult. Only a rough
selection in the training phase is needed, and then a more
accurate SOC estimation result can be obtained using ACKF.

To accurately estimate the SOC for lithium-ion battery
packs, a combination of LSTM and improved square root
cubature Kalman filter (SRCKF) is proposed [67]. To address
the inconsistency of batteries among packs, Shu et al
designed an iterative rule for LSTM-SRCKF using the
smoothing method with the maximum and minimum SOC
values in the packs as features. The method could converge
quickly to the reference value even at sub-zero temperatures,
with RMSE less than 0.4%. This method still has not con-
sidered aging problems such as battery capacity decay.

By combining different neural networks, the advantages
of each can be retained, which improves the estimation
efficiency and applicability. One-dimensional convolutional
units can be combined with the gated recurrent unit (GRU)
to form a new deep neural network (DNN), as shown in
Figure 8. The DNN used 10 minutes of data as input for fast
and accurate SOC estimation across the entire battery SOC
range [68].

The KF algorithm is introduced to enhance the ro-
bustness of the neural network. The DNN-KF method can
quickly adapt to batteries with different aging states, and the
RMSE can be less than 3.146%. The deep learning-based SOC
estimation methods are summarized in Table 4.
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TaBLE 3: SOC errors of those estimation methods.
Years Methods Remarks Temperature SOC errors
2019 NARXNN-UKEF [59] Ignoring dynamic properties 0°C, 25°C, 45°C <3.55%
FNN-EKEF [61] Introducing the new input -10°C, 0°C, 10°C <2%
2020 RBENN-UKEF [62] Indirect method to estimate SOC Unspecified Unspecified
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FIGURE 6: The framework of the proposed model based on DBN-KF. Reproduced with permission from Ref 32. Copyright 2019, Elsevier.

4. Discussion
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From the above experimental results, the NN-KF hybrid
method to estimate the SOC of lithium-ion battery is ac-

curate. However, there are still some problems that need to

be investigated.

(1) The problem of SOC estimation for lithium-ion

battery packs has still not been effectively addressed.
Battery capacity and SOC imbalance in packs are
widespread problems [69]. As a result, developing an
NN-KF hybrid method considering the capacity
balance of lithium-ion batteries is necessary to im-
prove battery safety and extend the applicability of
SOC estimation methods.

(2) In subsequent studies, the use of transfer learning to

improve the generalization ability of the hybrid

method can be considered so that the method can be
generalized to SOC estimation of other types of
lithium batteries. After transfer learning, the hybrid
method can be quickly adapted to various situations.

(3) Expand the types of the NN-KF hybrid methods

through the mutual hybrid of different neural net-
works and Kalman filters. Analyzing the effects of
different combinations on the SOC estimation and
finding a more suitable hybrid method might be the
following research priorities.

(4) Noise disturbance is still a pressing problem for the

Kalman filter-first method. Therefore, an effective
method is needed to improve the accuracy of model
parameter identification and SOC estimation in the
whole life cycle of the battery under noise
disturbance.
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TaBLE 4: Deep learning frameworks used for SOC estimation.

Years Methods Remarks Temperature SOC errors
2019 DBN-KF [64] Better for dynamic conditions 22°C to 45°C RMSE <0.7%
2020 LSTM-UKEF [65] Excellent generalization to temperature 0°C to 50°C RMSE <1.1%
LSTM-ACKEF [66] Making the most of past information 10°C to 50°C RMSE <2.2%

2021 LSTM-SRCKF [67] New iteration rules designed -20°C to 0°C RMSE <0.4%
DNN-KF [68] Short input time required Unspecified RMSE <3.15%

(5) The SOC estimation results are sensitive to tem-

perature changes. In the future, it is essential to
improve the stability of SOC estimation methods in
more extreme environments. Furthermore, the
ambient temperature does not directly reflect the
chemical properties inside the battery. The surface
temperature of the battery can be used as an input
variable for the hybrid method.

(6) SOC needs to be predicted without interruption

during the battery life. Therefore, it is essential to
ensure that the SOC is accurately estimated even
during the continuous aging of the battery. Few

hybrid methods consider this problem. Future work
is to integrate state of health (SOH) and remaining
useful life (RUL) as aging parameters into the NN-
KF hybrid method, adapting to different degrees of
dynamic characteristics and aging states of the
battery.

5. Conclusion

This review analyzes the SOC estimation of lithium-ion
batteries based on the NN-KF hybrid method. First, the

battery model is

introduced, and the parameter
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identification methods and procedures are discussed to
prepare for SOC estimation. Then, the Kalman filter-first
method and the neural network-first method are introduced,
and the remarks of each method. Finally, the future de-
velopment direction is proposed with the actual existing
problems.

Lithium-ion batteries’ chemical reactions and aging
mechanisms are very complex, making it challenging to
describe them with a specific model. The existing model
parameter identification methods all have their advantages
and disadvantages. None of them perfectly matches the
natural application environment, which means that most
Kalman filter-first methods can only achieve good estima-
tion performance in simulated environments. Of course, the
advantages of small computation and short estimation time
of Kalman filter-first methods are challenging to be pos-
sessed by neural network-first methods. Future research
focuses on making the SOC estimation results of NN-KF
hybrid methods more accurate, applying these methods to
practical application environments, and achieving real-time
estimation.

In conclusion, this review makes a significant contri-
bution to the accurate estimation of the SOC and help to
expand the use of lithium-ion batteries. The widespread use
of lithium-ion batteries can promote energy conservation,
carbon dioxide emission reduction, and environmental
protection, contributing to emission peak and carbon
neutrality goals. This review can also provide a valuable
overview and recommendations for researchers in the

battery field.
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As a new type of energy-storage device, supercapacitors are widely used in various energy storage fields because of their advantages
such as fast charging and discharging, high power density, wide operating temperature range, and long cycle life. However, the
degradation and failure of supercapacitors in large-scale applications will adversely affect the operation of the whole system. To
maximize the efficiency of supercapacitors without damaging the equipment and to ensure timely replacement before reaching the
end of their useful life, it is critical to accurately predict the remaining useful life of supercapacitors. This paper presents a
comprehensive review of model-based and data-driven approaches to predict the remaining useful life of supercapacitors,
introduces the characteristics of the various methods, and foresees future trends, with the expectation of providing a reference for

further research in this field.

1. Introduction

With the rapid development of the global economy, the
living standard of human beings has been improving, and
the consumption of resources has been further increased.
For example, the massive burning of coal will also produce
numerous solid wastes [1], the generation and discharge
of industrial wastewater and cause serious water pollution
[2], and the problems of energy crisis and environmental
pollution are becoming more and more serious [3, 4]. In
this context, the concept of green environmental pro-
tection, energy-saving, and low carbon has gradually
become popular. Tens of thousands of plastics produced
by humans have caused immeasurable harm to the en-
vironment, while energy consumption is becoming more
and more serious, and a study has proposed a triboelectric
nanogenerator (TENG) based entirely on waste plastic
bags [5]. In addition, a study has formed high-efficiency
photovoltaic cells based on PdSe2 [6]. Some studies
combine energy storage elements with material directions

in an attempt to develop efficient and low-cost energy-
consuming devices [7-12].

In addition, new high-performance, low carbon, and
green energy storage power systems are a key approach to
improve this situation [13]. Similarly, energy-storage power
systems have a wide range of applications in biomedical and
medical devices and motion sensors [14, 15]. Energy storage
systems also have unique advantages in industrial, military,
transportation, and power fields [16-18]. Lithium batteries
[19, 20] and capacitors play an important role in new energy-
storage power systems, where capacitors are mainly classi-
fied as dielectric energy storage capacitors and widely
studied supercapacitors [21]. To solve the problem that
electrical conductivity and cycle life cannot meet the re-
quirements of applications, various types of metal-organic
frameworks (MOFs) materials [22] have been tried to be
used in supercapacitors and metal cells to explore their
electrochemical energy storage mechanisms, stability of
electrode materials, charge transfer pathways, mass transfer,
and electrochemical reactions. Dielectric energy storage
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capacitors are mainly lead-free energy storage ceramics [23],
which have a certain potential for application due to their
higher effective energy storage density compared to con-
ventional linear dielectrics. Lead-free energy storage ce-
ramics are both environmentally friendly and less dense than
lead-based materials because they are lead-free materials,
which facilitates lightweight in applications [24]. Super-
capacitors (SCs), as a new type of energy storage device, have
the advantages of fast charging and discharging, high power
density, wide operating temperature range, long cycle life,
and high reliability [25].

At this stage, ultracapacitors are widely used in standby
or emergency power, alone or mixed with batteries as peak
power, as well as in control systems, communication fields,
hybrid electric vehicles, and smart grids. Meanwhile, a study
has proposed an optimized power distribution method for
hybrid energy-storage systems for electric vehicles (EVs)
[26]. The hybrid energy storage system (HESS) uses two
isolated soft-switched symmetrical half-bridge bidirectional
converters connected to a battery and a supercapacitor (SC)
as a protection structure for the composite structure. It helps
to improve energy utilization and reduce the battery aging
effect.

However, since an energy storage system consisting of
ultracapacitors is a complex nonlinear system, degradation
and failure of individual ultracapacitors in an application
will adversely affect the operation of the entire system.
Therefore, accurate prediction of the remaining useful life
(RUL) of ultracapacitors is crucial to improve the reliability
of energy storage systems and effectively reduce the oc-
currence of failures.

The mainstream methods are mainly model-based and
data-driven approaches. The model-based approaches
consider the battery loading conditions, material properties,
and degradation mechanisms, mainly including equivalent
circuit models, electrochemical models, and empirical
degradation models [27, 28]. However, the principles of
model-based approaches are complex and vulnerable to
external factors, making it difficult to build stable models.
Notably, data-driven methods do not require complex
modeling and internal mechanism analysis, are highly
flexible and scalable, and have been widely used in recent
years [29].

This paper reviews model-based and data-driven ap-
proaches to predict the remaining useful life of super-
capacitors and analyzes the characteristics and problems of
each approach as well as future research trends.

2. Operating Principle and Aging Mechanism

2.1. Operating Principle. According to the energy-storage
mechanism, supercapacitors are divided into double-layer
capacitors and Faraday capacitors. The double-layer ca-
pacitor uses carbon material as an electrode to store elec-
trical energy by electrostatic effect, and the physical reaction
occurs and the process is reversible. The energy storage is
achieved by the potential difference between the two solid
electrodes due to the adsorption of positive and negative ions
on the surface between the solid electrode and the
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electrolyte, respectively. During charging, the anions and
cations in the electrolyte gather on the surfaces of the two
solid electrodes under the effect of charge gravity on the solid
electrodes; during discharging, the anions and cations leave
the surfaces of the solid electrodes and return to the elec-
trolyte body, while the stored charge is released through an
external circuit. The changes in the supercapacitor before
and after charging are shown in Figure 1.

When a Faraday capacitor is charged, the ions in the
electrolyte diffuse into the solution under the action of the
applied electric field to the electrode/solution interface and
then enter the electrode surface-active oxide through the
electrochemical reaction at the interface; if the electrode
material is an oxide with a large specific surface area, a
considerable number of such electrochemical reactions take
place and a large amount of charge is stored in the electrode.
When discharging, these ions that enter the oxide are
returned to the electrolyte, while the stored charge is released
through the external circuit. Thus, it is able to supply power
to the load.

Therefore, electrode materials and electrolytes can have a
huge impact on the electrochemistry of supercapacitors and
are also important factors in the aging of supercapacitors.

2.2. Aging Mechanism. The study of the aging mechanism of
supercapacitors is important for the accurate prediction of
the remaining service life of supercapacitors.

Supercapacitors consist of electrodes, electrolyte, dia-
phragm, and fluid collector, so the aging characteristics of
supercapacitors usually refer to case damage, electrolyte
decomposition, and electrode degradation [30]. In practical
applications, their service life is also influenced by external
stresses. For example, voltage, current, and temperature are
the main factors affecting the aging of supercapacitors.
Water decomposition of supercapacitors generates a certain
amount of air pressure inside the case, which may damage
the case with long-term use or in extreme cases. In the
temperature range, high temperatures will promote the
chemical activity of activated carbon electrodes and accel-
erate their aging. The capacitance value of supercapacitors is
directly proportional to the specific surface area of the
electrode material, so changes in the electrode material often
cause a decrease in the specific surface area and thus the
capacity of supercapacitors [31]. The by-products of aging of
supercapacitors and polymers will result in a smaller pore
structure on the electrode surface, and impurities from
electrolyte decomposition reduce the ability of ions to reach
the cavities, leading to an increase in the equivalent series
resistance (ESR). This affects the normal embedding and de-
embedding of ions and makes the performance of the
supercapacitor degraded.

In addition, during the preparation of electrode mate-
rials, a small number of impurities as well as oxygen-con-
taining functional groups, remain on the electrode surface,
which can lead to a faster decrease in capacitance value of
supercapacitors in the early stages of aging [32].

Under the influence of these aging factors, the RUL of
supercapacitors gradually degrades along a certain nonlinear
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FiGure 1: Principle of operation of supercapacitors.

curve until it reaches the critical allowable use range [33].
Therefore, it is important to accurately predict the RUL of
supercapacitors to ensure the safety and reliability of their
operation.

3. Model-Based Prediction Methods

The model-based prediction method is an effective way to
evaluate the lifetime of supercapacitor devices by building an
equivalent circuit model based on the electrical performance
or energy storage principle of the supercapacitor. The
equivalent circuit model uses a parametric RC (capacitor-
resistor) network to model the electrical behavior of the
supercapacitor, and usually uses ordinary differential
equations with simplicity and ease of implementation in the
model formulation.

The study conducted by Liu et al. [34] can fit the pa-
rameters of the power function model better based on the
decay trajectory of supercapacitor capacitance and extrap-
olate the failure life model which conforms to the Weibull
distribution. The validation results of the life model show
that the relative error decreases as the number of cycles
increases, and the cycle life of supercapacitors can be better
predicted by choosing the appropriate number of cycles. In
the literature [35], a prediction model of supercapacitor
capacity decay including temperature, current intensity, and
cycle number factors was established based on the classical
Arrhenius model through the performance decay law
exhibited by supercapacitors under different charging and
discharging currents and temperature conditions. The val-
idation results show that the fitted results are in good
agreement with the actual decay data, and most of the
relative errors are within 3%. In the literature [36], an online
estimation scheme based on particle filtering (PF) is pro-
posed to estimate the state of health (SOH) of SC by
combining the electrical equivalent circuit model (ECM)

and thermal model and to monitor the SOH of SC by es-
timating the equivalent series resistance (ESR) and device
capacity in real-time.

Based on this, a supercapacitor RUL prediction model
considering aging conditions such as temperature and
voltage was proposed in the literature [37]. Experiments
conducted under different aging conditions found that the
method can predict the capacitance and resistance as well as
the RUL under different initial conditions well in addition to
considering voltage and temperature, an improved reliability
model was proposed in the literature [38], which simulates
the voltage, temperature, and humidity levels to which the
supercapacitor is exposed during operation under actual
operating conditions, further improving the prediction ac-
curacy of the model.

Model-based prediction methods usually combine dif-
ferent models and filtering methods to achieve data tracking
and prediction of the remaining lifetime of supercapacitors.
However, model-based prediction methods are very com-
plex and difficult to implement due to the complexity of
supercapacitors.

4. Data-Driven Forecasting Methods

Compared with model-based methods, data-based methods
do not require complex mathematical models to simulate the
internal aging mechanism of supercapacitors. They are
methods to predict the trends of device parameters during
the aging process mainly based on historical data of
supercapacitor aging process and state data, such as artificial
neural networks and fuzzy logic.

A simple recurrent neural network (SIM RNN) was
proposed in the literature [39] for supercapacitor lifetime
prediction, but SIM RNN has the disadvantage of long-
term dependent learning. If the information is stored for
too long, the gradient will disappear and the SIM RNN
cannot continue to learn. Zhao et al. [40] proposed a
lifetime prediction method based on long short-term
memory neural network (LSTM RNN), which used the
Dropout algorithm to prevent overfitting and optimized
the neural network using Adam’s algorithm. The input of
the neural network is the measurement data under dif-
ferent operating conditions that are divided into training
and prediction sets, and the root mean square error
(RMSE) of the prediction results is about 0.0261. The life
prediction of offline data has a mean absolute error (MAE)
of about 0.0338, which proves the applicability of the
algorithm. The gated recurrent unit (GRU) structure is
simpler than the LSTM. The advantage of the GRU is that
it is a simpler simple model with fewer parameters, and
GRU is more likely to converge. However, the LSTM RNN
has better performance when the data set is larger [41].
Therefore, the long-short memory neural network is very
suitable for the prediction of the remaining lifetime of
supercapacitors.

Zhou et al. [42] proposed an algorithm combining a long
short-term memory neural network and a hybrid genetic
algorithm, whose structure is shown in Figure 2. The se-
quential quadratic programming is used as a kind of local



4 Mathematical Problems in Engineering
(hy_>x,) (hy_» x,)
] ]
\a/ Input Output \a/
Gate Gate
\it OI\
N
(o) —)‘—@—- Ct —— &—bo,
ar
®
1 I Forget
0 Gate
Pk BN
(1 %)

FIGURE 2: A structural diagram of the long short-term memory, a type of neural network. Here, a gate component is embedded to process the

memorizing and forgetting and input as well as output inside such
applied energy.

P - Selected
- Model Selection parameters Model Validation
P - — Training set Validation set ————» Training set ~ Test set
12345
Ve
) o E = N
o g
A \{"’\ s g Selected
Manual ?5\‘5 yZ Model Selection arameters Model Validation
intervention o - idati P ini
il A [ || — Training set Validation set ————— Training set Test set
e
< | | N
e
e
7 Selected
- Probl Training Subsets Model Selection clecte Model Validation
/ roblem L. e parameters .
/ handling L — Training set Validation set =3 Trainingset ~ Test set
Training set | L N

(a)

active memory [42]. Reproduced with permission. Copyright 2020,

(b)

FiGURe 3: (a) Flowchart of the prophet model. (b) Schematic diagram of the forward chain method [44]. Reproduced with permission.

Copyright 2021, Chinese Journal of electrical engineering.

search operator of the genetic algorithm, which enhances its
global search capability and enables it to search the local
optimal solution quickly by the exit probability and the
number of hidden layer units. This prediction method can
estimate the remaining lifetime of supercapacitors in steady-
state charging mode well, and also works well for super-
capacitors with dynamic operation cycles.

The study by Liu et al. [43] uses a stacked bidirectional
long- and short-term memory recurrent neural network
model, which adds a reverse recurrent layer with t-time and
subsequent time values in the input sequence to the tra-
ditional long- and short-term memory recurrent neural
network. Among them, the stacked network can ensure
sufficient capacity space. When the number of hidden
layers is 2, the predicted RMSE and MAE are 0.0275 and
0.0241, respectively, indicating that the network has better
performance. A method for predicting the life of super-
capacitor modules based on the monitoring data of buses
under actual service conditions is proposed in the literature
[44]. The qualified memory least squares method is used for
parameter identification of service condition data to obtain
the resistance and capacitance values with time-series and

seasonal characteristics, and then, the RUL is predicted
based on this method using the Prophet algorithm. The
forward chain method is also introduced to validate the
results, which is better than the cross-validation method in
machine learning that ignores the time-series character-
istics of the time-series data. The running time of Prophet is
only about 20% of the running time of LSTM RNN, and the
prediction accuracy is higher and the time required is
shorter for data with periodic and seasonal characteristics,
provided that the model remains unchanged and the same
prediction accuracy is obtained. The structure diagram of
Prophet and the flow chart of the forward chain method are
shown in Figure 3.

Haris et al. [45] proposed a new deep learning algorithm,
deep belief network (DBN) combined with Bayesian Opti-
mization and HyperBand (BOHB), with the structure shown
in Figure 4, for predicting the RUL at the early stage of
supercapacitor degradation. Compared with previous
studies, the development time of the RUL prediction model
was reduced by 54%, largely saving the time required to
collect and measure supercapacitor cycle data, and the
proposed model has good accuracy and robustness.
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Ren et al. [46] presented a neural network-based RUL
prediction method for supercapacitors that does not strongly
depend on the data distribution and is less dependent on the
correlation between variables and features, and the proposed
model is suitable for data sets with a wide training distri-
bution and has an accurate early diagnosis and prediction
capability for the performance of complex supply chain
systems. The testing error is less than 10.9%, and this error
can be further adjusted by the dataset.

The above methods enable a significant reduction in the
length of the input cycle, but they still require a large amount
of data for their extraction. Since manually produced fea-
tures inevitably lose aging information, the accuracy of
prediction results is limited. In addition, manual feature
extraction is cumbersome because it requires domain-spe-
cific knowledge and a long processing time. An end-to-end
RUL prediction method based on convolutional neural
networks (CNNs) is proposed in the literature [47]. The
method has higher accuracy while requiring significantly
fewer input data. Also, the method effectively reduces the
need for data and improves prediction accuracy, which helps
in the diagnosis and prediction of supercapacitors. The
framework of the proposed CNN is shown in Figure 5.

Using a data-driven approach that does not require physical
modeling of the component and is designed to simulate the
relationship between measurement data and component deg-
radation, it can effectively predict energy storage lifetime and
discharge behavior without the need for detailed studies of
internal chemical changes and side reaction disturbances.

5. Conclusion

Supercapacitors are widely used in many fields because of
their advantages such as high power density, fast charging
and discharging speed, and wide operating temperature
range. Since the supercapacitors storage system is composed
of a set of basic units, the inconsistent parameters of each
unit, uneven charging voltage, and the difference in internal
temperature in large-scale applications will lead to the
degradation of its performance and the aging of the device.
Therefore, accurate prediction of the remaining service life
of supercapacitors can effectively reduce the occurrence of
failures and accidents. Currently, there are mainly model-
based and data-driven prediction methods. Due to the
complexity of supercapacitors, model-based prediction
methods are complicated to implement. The data-based
approach does not require complex mathematical models to
simulate the internal aging mechanism of supercapacitors,
and combined with artificial neural networks can have better
prediction accuracy and efficiency, which is the focus of
future research. However, since the method relies only on
relevant historical data to complete the prediction, the
quality of the assessment depends heavily on the accuracy of
the historical data. Because of the long lifetime of super-
capacitors, it takes longer to collect cycle life data, which will
increase the possibility of noise pollution and affect the
prediction results. Also, the difficulty of obtaining high-
precision historical data is a technical problem that needs to
be broken in the process of achieving accurate evaluation.
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Combining with transfer learning techniques to reduce the
reliance on data will be a future research trend.
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This paper addresses the asynchronous control problem for power systems subject to abrupt variations and cyber-attacks. In the
sequel, the transient faults of circuit breakers can be described as the Markov process. In light of these situations, the power
systems are transmitted to discrete-time Markov switching systems. Meanwhile, the deception attacks with time-varying delays in
dispatchers are regulated by a Markov process. The controller and dispatcher are mode-dependent and their modes are non-
synchronous with those of power systems, which are modeled by the hidden Markov models. On the basis of the deception attacks,
sufficient conditions are presented to guarantee the stochastic mean-square stability of the closed-loop dynamic. Finally, the
proposed control design strategy is testified via a simulation result.

1. Introduction

As a type of complex nonlinear system, power systems have
gained considerable interest due to their spontaneous os-
cillation characters and high penetration [1-3]. Over the past
decades, many significant methods have been devoted to
power systems, such as state estimation [4-8]. For the
purpose of stabilizing interconnected power systems, many
efforts have been devoted to exploring the mismatch be-
tween load demand and total power generation. Following
this character, many techniques are forwarded to maintain
the frequency balance including the load frequency control,
state feedback control [9-11]. Therefore, how to keep the
frequency deviation of power systems within a certain range
remains a hot topic. For instance, to overcome the low/zero
inertia, stability has been studied for power systems with
fluctuation and intermittency in [12]. In [13], the load
frequency control technique has been utilized to balance the
power exchanges among different areas. In [14], the net-
work-induced time delay has been considered in supplying
high-quality electric energy. In [15], the fuzzy-dependent
power system stabilizer with uncertain factors has been
investigated.

In reality, owing to many unexpected factors such as
component faults, external disturbances, and unknown at-
tacks, the power systems always experience random varia-
tions in parameters/structures, which lead to the resulting
operation changes and performance degeneration [16, 17].
Markov switching is identified as an effective tool in
modeling the aforementioned conditions [18]. Note that
Markov switching is ubiquitous, which has been applied in
many physical situations, such as tunnel-diode-circuit-
model and complex networks [18-20]. However, to our
knowledge, little attention has been given to Markov
switching power systems (MSPSs) except for [21-23]. In
[21], the random switching of power systems can be modeled
as MSPSs. Lately, the continuous-time interconnected
multiarea MSPSs with load frequency control are considered
in [22]. In [23], the discrete-time MSPSs are studied with a
hidden Markov model. Nevertheless, in contrast with the
fruitful achievements of power systems, MSPSs have not
gained suitable attention.

On the other hand, many valuable results have been
reported on the networked power systems subjected to many
network-induced factors, such as communication delays,
packet losses, quantization effects, and event-triggered
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protocols [24-26]. By comparison, potential cyber-attacks
may destroy the stability of power systems via a shared
communication network. In light of the different attack
ways, cyber-attacks can be summarized into three categories:
denial-of-service [27], repeat attack [28, 29], and deception
attacks [30-33]. In more detail, the former aims at
destroying the channel of signal exchange, and repeat attacks
inject historic data into the network affect the performance,
while deception attacks attempt to inject false data into the
communication network to destroy the data trustworthiness.
On the basis of these cyber-attacks, the conventional control
law becomes untrusted. It is of significance to be concerned
with cyber-attacks. Among these cyber-attacks, deception
attacks are common in practice. For instance, in [34], the
unified power systems against random-occurring deception
attacks have been studied. In [35], on the basis of credibility,
the multiarea power systems with deception attacks have
been well concerned. Nevertheless, the security issues of
power systems with regard to cyber-attacks have not been
adequately explored, such as random occurring deception
attacks with time-varying delays, not to mention power
systems against Markov switching.

Through expounds of the above discussion, this work
shall consider the nonsynchronous controller design issue
for MSPSs with cyber-attacks. The main contributions are
listed below: (1) a generalized MSPS is established, which
covers asynchronous dispatcher, asynchronous controller,
and deception attacks, simultaneously. (2) Deception at-
tacks with time-varying delays are taken into consideration.
The probability of each time-varying delay is different, and
random-occurring deception attacks are described by a
sequence of stochastic variables induced by a new Markov
process. (3) A more general scenario is that the asyn-
chronous phenomena among system mode, controller
mode, and dispatcher mode are well revealed and the
hidden Markov model technique is applied. Finally, the
effectiveness of the gained methodology is verified via an
illustrated example.

Notations: the notations in this paper is standard. N
symbols the set of all non-negative integers. diag{- - -} means
a block-diagonal matrix. He{Z} = Z + Z . || - | implies the
Euclidean norm of a vector. R” signifies the n dimensional
real space. &{-} represents the mathematical expectation. *
describes the symmetric term.

2. Problem Formulations

As sketched in Figure 1, a type of single-machine infinite bus
(SMIB) through tie line is explored in the current study.
From the SMIB, we can observe the dynamic behavior of
large interconnected power systems. Following this trend,
the basic components of SMIB power systems (SMIBPSs) are
expressed in Figure 2. Accordingly, the following formula
can be established:
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where 6, w, Eé, and E; refer to the generator angle, gen-
erator speed, g-axis voltage, and generator voltage, respec-
tively. Meanwhile, other physical meanings are summarized
in Table 1.

In view of the aforementioned observation, the fourth-
order state-space model of SMIBPS is formulated as

x(t) = Ax(t) + Bu(t), (2)
where
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Similar to the work of [10], 3 and ‘B, respectively,
represent the reactive and real power loading, whose
functions are presented by the parameters k;(I = 1,...,6).
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FIGURE 2: Basic components of SMIBPSs with faults.
TaBLE 1: The parameters of power systems. T = Pric(k+1) = n|o(k)m}, (6)

X, Generator d-axis transient reactance
X Xg d - q axis synchronous reactance
z,.%, Electrical, mechanical torque

kg, Tp Exciter gain and time constant

B Infinite busbar voltage

B, Terminal voltage

B.Q Real and reactive power loadings

m Inertia coefficient

T o Open circuit d-axis transient time constant
u Stabilizing signal

X, External reactance

Aw Speed deviation

kpv ke Linearized model constants of the synchronous

machine

More specifically, the values of parameters in Table 1 are
given by x, = 1.55pu, x,; = 1.6pu, x4 =0.32pu, T},=6s,
M =10s, x, = 0.4pu, w, = 507rad/s, Ty = 0.05s, kg = 50,
and ¥, =0.8(1 =1,2).

By resorting to a discretization period T, the discrete-
time SMIBPS (2) can be established as

x(k+1) = Ax (k) + Bu(k), (4)

where A = ¢*T and B = jOT eA'Bdt.

In light of the unreliability of the network medium, the
abrupt variations of SMIBPS cannot be avoided. To model
the variation of SMIBPS in a suitable way, a stochastic
variable o (k) takes values within a space & = {1,..., #}, is
presented to depict the Markov switching SMIBPSs as
follows:

x(k+ 1) = Ag(k)x(k)+Bg(k)u(k), k= 0,1,..., (5)

where o(k) refers to a Markov chain, whose transition
probability matrix (TPM) II = [n,,,] 4«4 is inferred as

where  0<m,,<1 and Y% 7, =1 for all
mne M =1{1,2,..., M}

Notice that the data are transmitted to controllers via an
unencrypted communication network, which is always being
attacked on the sensor-to-controller channels. It is well-
known that deception attacks are commonly encountered,
which launch some deception signals to destroy the infor-
mation authenticity of x (k). Thus, as depicted in Figure 1,
we consider the random occurring deception attacks in
power systems, which damage/destroy the performance to
the data integrity. Therefore, the real system information is
modeled as

x (k) = x (k) + ae g (k) (K), (7)

where { (k) = —x (k) + f (x(k = 7.4 (k))). T (k) (k) stand for
the jump-mode-dependent time-varying delay of deception
attacks, and 7, (k) € [7},7,]. 7 and 7, are two constants,
which satisfies 0<7,<,. f(x(k)) = [f(x; (k- 7. (K)))
s f (g (k=1 (K)))s - . .5 f (%, (k = T4y (K))]" being the
nonlinear function of deception attacks subject to random
occurring time-varying delays. a, (k) implies the Ber-
noulli variable, in which «a,)(k) =1 and a4 (k) =0
signify the transmission channel with and without attack. It
yields

g{“e(k) (k) = 1} ®e (k)> %{“s(k) (k) = 0}

1=

%{(“s(k) (k) - af,(k))z}’ = as(k)(l - as(k))

_ 2
=0 ()

(8)

In particularly, e(k) is a Markov process having values
over a set & ={1,...,8}, whose TPM Q = [y, ] 4 With



Vs = Prie(k) = slo (k) = m}, (9)

where 0<y,, <1 and ¥5 v, =1 for any m € .4 and
sed.

Accordingly, the actual system information can be
reformulated as

% (k) = (1= oty gy () ) () + at gy (R) f (x(Ke = 79 (K))). (10)

Remark 1. In contrast to the reporting literature with mode-
independent deception attacks [30-33], the deception at-
tacks have the Markov behavior, and the attack indication
scalar a, ) (k) is presented to describe the dynamic behavior.
Meanwhile, in the current study, time-varying delays against
Markov behavior are considered in the deception attacks,
which covers the existing deception attacks as special cases
[30-33].

Assumption 1. (see [36]). The embedded function
f (x(k = 7,4 (k))), which is adopted to restrain deception
attacks with random occurring time-varying delays, satisfies
the following condition:

|7k~ 70 0))[ < J@x(k - @), (D)

where Q indicates a known matrix implying an upper bound
of embedded function f (x(k — 7., (k))).

It is noteworthy that the resulting mode information
determines the controller design and effects the perfor-
mance. With respect to the mode information that cannot be
observed when an attack occurs, in the current study, an
asynchronous controller was developed as follows:

M(k) = Ke(k)z(k), (12)
where Ky, being the controller gains. Stochastic variable

f(k) implies a Markov chain having values in a space
2 =1{1,2,...,9}, whose TPM E = [¢,,4] 4p With

@pq = Pr{0(k) = dlo (k) = m}, (13)

where 0<¢, ;<1 and Z?:l @q =1 for any m € A and
deD.

Let o(k)=me M, c¢(k)=s€ S, and O(k)=d € D,
combining (5), (10), and (12), we have
x(k+1)=d, g x(k) +aB,K;f (x(k-1,(k))) (14)

+ (a, (k) - @) B, Ky (=x (k) + f (x(k = 7,(K)))),

where o/,,.; = A+ (1 -&,)B, K.

Remark 2. Actually, the mode information of the SMIBPSs
is difficult to achieve due to many factors, including higher
costs and time-wasting. In order to describe the dynamic
behavior of random occurring deception attacks and control
laws, the hidden Markov models are adopted to model these
asynchronous phenomena. More specifically, we get the
two-independent conditional probabilities as follows:
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Pr{e(k) = 5,0(k) =d|o (k) = m}
= Pr{e(k) = s|lo (k) = m} x Pr{6(k)
= VinsPmd-

=dlo(k) =m} (15)

For the convenience of presentation, the following
definition is recalled:

Definition 1. (see [37]). The closed-loop dynamic (14) is
stochastically mean-square stable (SMSS), if under any
initial condition a (t,), ¢ (t,) € &, and v (t,) € ., such that

%{ Dl (RIP1x (o), a(ko)} < 0. (16)
0

3. Main Results

In the current section, the SMSS criteria for the closed-loop
dynamic (14) and controller design method will be estab-
lished in Theorem 1 and Theorem 2, respectively.

Theorem 1. For given scalars 1,>71,20, and o&,(s € §).,
and gain matrix K, the closed-loop dynamic (14) is SMSS, if
there exist matrices P,,>0(m € M), R> 0, such that for any
(mne d,seS,deD),

Z Yins dz ¢mdUmsd < P (17)

s=1

S 1 2 ~2
Zinsd = Ymsd + Ym-l;dP Ymsd T YmsdeYmsd <0, (18)

where

Y= dlag{ (-1 +1)R-R+&Q'Q, —RSI},
Y =[A, +(1-g)B,K,0aB,K,],
Y., = [-B,,K,0B,K,].

(19)

Proof. Let us construct the following Lyapunov functional:

3
V(x(k),a(k) = Y V,(a(t),¢(t),v(t)), (20)
=1
where
Vi (x(k), 0 (k) = x" (k)P 4yx (K),
k-1
Vo(x(kho(k) = ) x"(HRx(9),
S=k—7. (k) (21)
-1+l k-1
Vix(k),o(k) =Y Y x"(ORx(d).
I=-7,+2 6=k+I-1

Calculating the derivation of V (x(k), o (k)) along the
trajectories (14), yields
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EAV (0} = BV (x(k+ 1,0 (k +1) = mlx (k), 0 (k) = m} -
= &{x" (k+1)P,x(k+1)} -

= [ eax (k) + @B

X[ sqx (k) + aB

Ko f (k= 7(K))]

mde (k

S D
+ @, [B, Ky (—x (k) + f (k= ,(ON]" Y Vs Y. 1P
s=1 d

X [B,, Ky (=x (k) + f (k - 7,(k)))]

&{AV, (k)} = &{V,(x(k+1),0(k + 1))} =V, (x(k), 0 (k))

<x" (k)Rx (k) — x" (k - 7, (k))Rx (k - 7, (k)) +

E{AV,(k)} =

< (1, - 7y)x" (k)Rx (k) -

Recalling Assumption 1, the following formula can be
acquired:

—ax' (k-1,(k)Q"Qx (k- 1,(k))
+ RSfT (k=71,(k))f (k-7,(k))<0.
If follows from (20)-(25), it can be obtained that
E(AV (k)} = )} + &{AV, (k)}

(25)

BIAV, ()} + B{AV, (k

S D
= %{ 1K) D Yos Y PriaSmeatt (k) = 7 (k)P x (k) }

s=1 d=1

S
s%’<|
:1
S D
= g{x (k)<z ll/msz mdU;115d _P;nl >x(k)}’
s=1 d=1

where 7" (k) = [x" (k)xT (k= 7,(k)) f 7 (x (k = 7, (K))],

msd - dlag{ msd’o 0}
In light of condition (17), the above inequality equiva-

lents to

E{AV (k)} <

26
z (pmdzmsdr’ - X (k)P x( ) } ( )

mm( msd)r] (k)ﬂ(k) S -ux (k)x (k) (27)

where v = inf{A;, (-Z,.)}- yielded
&{AV (k)} <0, which means

Obviously, it

%{ Y lx ol ]» S%{%V(x(o),a(o))} - &{V (x(00),0(00))}
k=0 (28)

S% &{V (x(0),0(0))} < oo.

EVy(x(k+1),0(k+1)}-

5
V (x (k), o (k))
x" (k)P x (k)
. S 2
Z Yins Z ¢mdpm
= (22)
- T (k))]
- x" (k)P; ' x (k).
k-1,
> x" (ORx (D). =
k+1-1,
V5 (x(k), 0 (k)
k-7,
Y x"(O)Rx(9). 29
k+1-1,

Based on Definition 1, the closed-loop dynamic (14)
achieves SMSS, which completes the proof.00 O

Theorem 2. For given scalars T, > 7, 20, and a,(s € &), and
gain matrix K ;, the closed-loop dynamic (14) is SMSS, if there
exist matrices P, >0(m € M)., U, >0(m,ne M,sc S,
d € D)., R>0, and matrix Y;(d € D) such that for any
(mne d,seS,deD),

-P, D
) <0, (29)
«  diag{-U,,. .., U s> - - - = Upnsp}
where
cDmsd = [ VVm1Pm1 Pm <o Vs Prmd Pm VY imsPma Pm]’
1 —
Y>msd = diag{Umsd - sym{Yd} + (TZ -t I)Rd>
“Rg e (I -sym{Y, )},
—2 —2,1T —2,2T—23
Ymsd = [QmYmsd (DmYmsd Ymsd]’
3
7 = diag{Y3’1, YS’I; _I}> (30)

[AmYd + (1 - as)BmEdOESBmEd]’

msd -

2
Y
2
Ymsd_[ -B KdOB Kd]
2,
Y

msd_[O\/_QYd ] >

‘Dm_[\/ mlI\/ m21"'\/nm./ﬂll]’
= diag{-P,,-P,,..., -P,}



Furthermore, the controller gains are achieved as

K;=K,Y,', VdeD. (31)

Proof. Firstly, premultiplying and postmultiplying the
condition (29) by term diag{P,',I,...,I} and its transpose,
we can get that

_P;nl 6msd
. <0, (32)
* dlag{_Umll’ s _Umsd’ T UmSD
where
6msd = [\/V/ml(Pml I \/V/ms(Pmd I \/V/m&(Pm@ I]' (33)

According to Schur complement, one can derive (33) is
equivalent to (17).

Next, by means of Schur complement, it can be easily
obtained from (17)as follows:

—1 2
Ymsd CDmYmsd
[ 3 <0, (34)
%
where
Y, g = diag{-U,L; + (1, - 7, + 1)R,~R, &I},
2T 3T 4

[‘DmYmsd(DmYmdemsd] ’ (35)

ansd = Yfnsd
= [V Qoo] "

Premultiplying and  postmultiplying  (35) by
diag{Y;,Y,;, Y4, L, 1,...,I} and its transpose, respectively. It
yields
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1 =2
Y Y
msd ~ msd
[ o ] <0, (36)
* Y,
where
~1 . 1 _ _
Ymsd = dlag{iydUmde;ir + (12 -t 1)Rd’ 7Rd’ 7Yd“sY;}’
) 21T 5221223
Ymsd = [(DmYmsd amYmsd Ymsd:| >
21 (37)

Yrr’lsd = [AmYd + (1 - as)BvadeOasBmI{de]’
Voot = [~BoKaY 408, K 4],
R, =Y,RY}.
On the other hand, with respect to U,,.; >0, it can be
derived that

Unmsa = Ya)Upsa (Upea = Y )" 20, (38)
which equivalents to
Upped — SYm{Y}, = =Y, U, L Y] (39)
Similarly, in light of &, >0, one can also obtain
o, (I-sym{Y,})> - Y, (aI)Y,. (40)

Substituting (40) and (41) into (37) and utilizing Schur
complement, (30) can be guaranteed. This completes the
proof.

4. Numerical Examples

In the current section, to evaluate the efficiency of the

attained methodology, the oft-on jumping of circuit breakers

subject to Markov switching that is associated with two

modes, similar to [9, 11], the parameters are listed as follows:
For Mode m =1

0.9833 9.368 -0.01264 —1.833x107°
| -3529%107° 09833 -2.655x107° -5.542x10°°
"l 639%x107° —2936x1072 0955  3.681x107° (41)
-0.2263 -1.253 -11.31 0.5231
B, =[-1.417x 10" - 5.836 x 10"°6.133 x 10 *22.27] "
For Mode m = 2
0.9866 9.378 -8.638x107° -1.253%x 107"
4= ~2.837x107° 09866  -1.812x10° —3.878x 10 °
2.054x107° -1.243x 107> 0.9443 3.67x10° (42)
~0.6894 3.545 -16.25 0.5118
B, =[-9.692x 107* = 3.99 x 10"°6.123 x 10" *22.15] .
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As stated in [11], a Markov chain is adopted to describe
the fault switching in power lines, the transition probabilities
are illustrated in Table 2. From which, it is clear that

-0.07 0.93
-0.2 0.8 |’

Furthermore, the condition TPM Q with two modes and

condition TPM E with three modes are selected as

0.4 0.6
Q= ,

0.5 0.5

0.1 0.4 0.5
0.6 0.2 0.2 ]

I1 =

(43)

1
Il

Meanwhile, choosing «; =0.5, @, =0.2, 7, =1, and
7, = 2. The embedded function of deception attacks is
chosen as

~tanh( g, x, (k - 7.y (K)))
~tanh(yx, (k — 7. (K)))

flx(k -1, (k))) = 4
( ( (k) )) _tanh(93x1 (k = Te(k) (k)))
—tanh(g4x1(k ~ Te(k) (k)))

with 9, =10"% 0,=5%10"% ;=2%10"%, and
0, =3*10"%* From which, we get the upper bound
Q =10"*x {1, 5,2, 3}. On the basis of conditions in Theorem
2, the controller gains can be computed as

K,
K,
Ky

[-0.0546 2.0486 0.0083 —0.0010],
[-0.0492 1.7493 0.0296 —0.0013],  (45)
[-0.0482 1.6955 0.0334 —0.0013 .

The simulations are plotted in Figure 3, which presents
the uncontrolled curves of x (k). The evolution of system
mode o (k), dispatcher mode € (k), and controller mode 6 (k)
are depicted in Figure 4. The random occurring deception
attacks and evolution of time-varying delays 7, (k) are de-
scribed in Figures 5 and 6, respectively. Under the afore-
mentioned control gains, the state trajectories of the closed-
loop dynamic (14) is displayed in Figure 7, and the control
input u (k) is exhibited in Figure 8. It can be seen from
Figure 8 that the developed methodology works well.

Meanwhile, when #=8=2={2} and TPMs
__[-0.07 0.93
I=Q=E= 02 08 I the asynchronous controller

degrades into the synchronous case. Similarly, the controller
gains can be acquired as

K, =[-0.0082 0.3773 0.0391 —0.0044 ],

(46)
K, =[-0.0459 1.9166 —0.0047 —0.0006 |.

On the basis of the abovementioned controller gains, the
state trajectories of closed-loop dynamic (14) are plotted in

7
TaBLE 2: The transition probabilities.
System reliability Mode 1 Mode 2
Model 1 (maximum) 0.826 0.174
Model 2 (minimum) 0.00116 0.99884
0.8
0.6
0.4 1 |
Uil
0 ‘mnmmHmHH|HHI“HH”lHl“m“m“m“m’ ' ‘
VTV HIHHW”H”MHMHHH‘ ‘ “
02}
-0.4 - “
-0.6 - |
-0.8 L L L L L
0 500 1000 1500 2000 2500 3000
Time (t)
— x; (k) — x3(k)
— x, (k) — x4 (k)

FIGURE 3: State trajectories of open-loop dynamic (14).
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FiGUre 4: Evolution of modes.
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F1GURE 5: Evolution of a4, (k).
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FIGURE 6: Evolution of time-varying delay.

Figure 9 and the control input u (k) is shown in Figure 10.
Clearly, it can be seen from Figures 9 and 10 that the ideal
control situation (synchronous control) can achieve better
performance.

On the other hand, to further verify the impact of the
deception attacks, let a,, (k) =0, which signifies no de-
ception attacks occur. Similarly, by solving the conditions of
Theorem 2, the corresponding gains can be calculated as

02 —5o— T T T T

0.02

0.15 |

0.1 00

0.05

-0.05

-0.1

0 500 1000 1500 2000 2500 3000

Time (t)
(0 x5 ()
% () x4 (0

FIGURE 7: State trajectories of closed-loop dynamic (14).

K, =[—0.0571 1.8693 0.3956 —0.0407],
K, =[-0.0598 1.9824 0.3964 —0.0453], (47)
K; =[—0.0597 2.0021 0.3918 —0.0458].

Under the aforementioned control gains, the state tra-

jectories of the closed-loop dynamic (14) are displayed in
Figure 11 and the control input u(k) is exhibited in
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Time (k)

u (k)

FIGURE 8: Curve of control input with deception attacks.
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FIGURE 9: State trajectories of synchronous closed-loop dynamic
(14).
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Figure 10: Curve of synchronous control input.
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FIGURE 11: State trajectories of closed-loop dynamic (14) without
deception attacks.
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FIGURE 12: Curve of control input without deception attacks.

Figure 12. From the figures, it is clear that a better per-
formance can be achieved without considering the deception
attacks. From which, one concludes that deception attacks
degrade the dynamic performance to a certain extent.

5. Conclusion

The problem of power systems being subject to abrupt
variations and cyber-attacks has been addressed in the
current study. Two hidden Markov models are expressed to
characterize the asynchronous phenomena among system
mode, dispatcher mode, and controller mode. Furthermore,
unlike the existing cyber-attacks, the deception attacks with
time-varying delays are regulated by a Markov process.
Based on the Lyapunov theory, sufficient conditions are
presented to guarantee the stochastic mean-square stability
of the closed-loop dynamic. Finally, the proposed control
design strategy is testified via a simulation result.
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How cascade hydropower stations (CHSs) play the electricity market game is regarded as an important issue. The majority of the
work to date has focused on short-term horizons and several simplifications in the hydropower system. If future prices are
expected to be higher than the current price, CHSs with large reservoirs allow the bidder to postpone energy production for a
longer time scale, such as several months or more, which generally matches with the regulation period of the reservoir. Rejecting
the assumption of simplifying the hydropower system (ASHS), the long-term bidding strategy of CHSs is discussed for a price-
maker based on the supply function equilibrium (SFE). This study considers multiple price-makers, time-coupling, and the
characteristics of the hydropower system, with significant challenges. The difference from the conventional model is that the long-
term optimal scheduling model of CHSs is added. Moreover, a new methodology is proposed, the equilibrium curve of the
uniform clearing price (UCP) is introduced, and the Nash equilibrium solutions are solved based on the nonlinear comple-
mentarity approach. In a simulated electricity market, the result can validate the feasibility of the model and adopted methodology
and the rationality of the results by taking certain CHSs with multireservoir as an example. The negative influence of ASHS is
analyzed, which shows that the characteristics of the hydropower system should be fully considered in the long-term bidding
research. Future study aspects are also considered, which are presented as the key issues such as market assumptions

and randomness.

1. Introduction

As the new round of power system reform in China is
developed, market participants are faced with a series of
large-scale, highly complex, and nonlinear multiperson
decision-making problems. In an electricity market, inde-
pendent power producers (IPPs) exercise market power by
adopting certain strategic behaviors to earn greater profit.
Researchers focus on the investigation of the bidding
strategy in the short-term or day-ahead electricity market to
explore the bidding strategy of IPPs in the electricity market.
The currently available methods include (1) a method to
forecast the market clearing price [1-4]; (2) a method based
on risk management [5, 6]; (3) a method to forecast and
estimate the strategies of competitors [7]; and (4) a method
based on game theory. Much research has been conducted

on the first method, which is applicable to IPPs as the price-
taker. In the electricity market, which is a typical oligopoly,
the method based on game theory confers more theoretical
advantages compared with other methods, so it is applicable
to IPPs as the price-maker. The equilibrium models of ol-
igopolistic competition based on game theory include the
Cournot equilibrium model [8-10], Bertrand equilibrium
model [11], Stackelberg equilibrium model [12, 13], and SFE
model [14-18]. Among them, the SFE model is akin to the
bid-based pool (BBP) mode as is mainly used in the elec-
tricity market, so it is extensively studied. The strategic
bidding problem for price-maker agents based on the
equilibrium model is usually formulated as a bilevel opti-
mization problem, which is in turn transformed into a mixed
nonlinear complementarity problem (NCP) by applying
Karush-Kuhn-Tucker (KKT) complementarity conditions,
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known as mathematical programming with equilibrium
constraints (MPECs). There have been many solution
methods, such as interior point method with penalty term
[14, 19], heuristics and iterative procedures [15, 20, 21], and
the nonlinear complementarity approach [8, 22-27]. At
present, there has been much research into this topic
[8, 14-24, 28]. However, most of them are applied in the
electricity market with only thermoelectric systems and are
based on the market-wide equilibrium at a certain point in
time. Such scheduling decisions are generally decoupled in
time.

A pattern of cascade hydropower systems with the basin
development company as the main body has been formed in
China, in which CHSs have become important participants
in the competition in the electricity market. Since the res-
ervoir has the ability to store water (energy), it can be de-
cided whether to generate in the present or store water for
future use, which makes the operation of CHSs coupled in
time. CHSs allow the bidder to postpone energy production
through reservoir regulation if future prices are expected to
be higher than the current price. Furthermore, the inter-
connection between the CHSs makes the operation coupled
in space. This means that the bidding strategy should
consider the characteristics of the hydropower system,
making strategic bidding among cascade hydropower
companies a large-scale multiperiod bilevel optimization.
The strategic bidding problem solution is therefore more
subtle.

For the issue of bidding for hydropower and thermal
power based on the game theory, the dynamics of the hy-
dropower station bidding game were considered [29]. A
bilevel optimization problem to electricity generation
scheduling in the wholesale market environment is proposed
[30]. The numerical example of a 15 bus energy power
system with thermal and hydropower plants is used to test
the applicability of the approaches. The coalitional strategy,
forms, and coalitional conditions of CHSs were studied
based on coalitional game theory [31]. Moreover, it is
supposed that the output of hydropower stations is a qua-
dratic function of inflows and storage capacity. The equi-
librium of a Cournot game between multiple firms that each
possesses a mixture of hydropower and thermal generation
resources was studied [8]. A price-taking fringe was in-
troduced as a new element, and a mixed linear comple-
mentarity model was established. A test case with 21
scenarios (i.e., three months and seven load levels) is pro-
posed to analyze the equilibrium characteristics under dif-
ferent market structures, which is still the equilibrium at a
single point in time. Moreover, the model simplified the
hydroelectric system with the maximum and minimum
output parameters.

The above-mentioned research mainly studied the bid-
ding equilibrium at a single point in time and has made
simplified assumptions, but all ignored the time coupling of
hydropower systems, which is necessary for practical ap-
plications. A multiyear model of strategic hydroscheduling
was examined through the use of a stochastic dynamic
programming recursion technique [32]. A dual dynamic
programming approach to the numerical solution for a
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medium-term optimal hydroschedule was used [33], and the
submodels at each stage are Cournot duopolies. But the
model only considers a single price-maker hydropower
company. Based on a review of the methodology adopted for
solving the problems of single-period and multiperiod
stochastic strategic bidding scenarios, a new methodology
for long-term strategic bidding of a price-maker hydro-
power-based company was proposed [34]. The proposed
approach considers the uncertainty of inflow and the in-
terconnection between the CHSs. A deterministic residual
demand curve (RDC) and a piecewise linear approximation
of the expected future benefit function were proposed. The
model is solved based on stochastic dual dynamic pro-
gramming; however, the model discussed in the present
work considers a single price-maker company and follows a
quantity-only bid approach, which is a particular case of a
more general market equilibrium model. Several reservoirs
are not aggregated into one “equivalent reservoir”, but the
production coeflicients of hydropower stations were as-
sumed to be constant. The midterm stochastic mixed-integer
linear programming model for a price-maker hydro-
producer with pumped storage in the day-ahead market was
proposed [7]. A yearly stochastic self-scheduling model is
presented because there is only one price-maker. The pro-
posed approach considers the modification of the RDC
based on pumped storage characteristics and a three-stage
scenario tree with 90 scenarios to simulate uncertainty in
inflow and demand load. But similar to most models, the
output is considered a linear function of inflow.

Although these studies have considered time-coupling of
CHSs, they are not a market-wide equilibrium model, but a
single-firm profit-maximization model that focuses on the
self-scheduling of price-maker. The short-term bidding
strategy for hydropower stations based on a static game was
studied [35], but by assigning weights to each generator, the
multiobjective programming problem was transformed into
a single-objective optimization problem to be solved ap-
proximately. An equilibrium model to determine the price
and quantity of strategic bids was studied in a day-ahead
electricity market, with predominantly hydropower stations
[20]. A new solution method is proposed, which replaces the
MPEC complementary condition with the strong dual
condition and solves the competition between several
leaders through a step-by-step iterative process, which we
expect to be a Nash equilibrium. Two price-makers are
considered, and each company has multiple thermal power
and CHSs, but the output is still calculated with a constant
production coeflicient. There have been many reports based
on market-wide equilibrium, the vast majority of which
focused on short-term horizons.

All the aforementioned research simplifies the hydro-
power system: first, the production coefficient and the
available head of water at each hydropower plant are as-
sumed to be constant, which will make the total amount of
electricity for the same amount of water constant. However,
in actual operation, because of the same amount of water,
different operation modes have different total electricity, so
it is often necessary to ensure maximum power generation
by optimizing the operation of the reservoir. This is mainly
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because the production coefficient is a nonlinear factor,
which is related to the available head of water, discharge
flow, and other factors; especially in the long-term opera-
tion, the range of variation in the available head is larger, as
is the variation in production coefficient. This assumption
will lead to significant discrepancies in model output data.
At the same time, the difference between electricity quantity
and actual power generation will bring various risks. In the
period of low water level, because the actual water head is far
less than the fixed water head, the actual hydropower
generation is lower than expected, and there are perfor-
mance risks. In the period of high water level, because the
actual water head is much larger than the fixed water head
and the actual power generation is higher than the expec-
tation, abandoned water will occur. Second, the model
aggregates several hydropower stations into one “equivalent
hydropower station”, which is a numerical accumulation.
Each hydropower station is isolated from the others. The
model does not consider various characteristics such as
upstream and downstream hydraulic connectivity and in-
terval inflow between CHSs, which is quite different from the
actual situation.

Hence, based on the aforementioned comments, the
main aims of the paper are to (1) build a long-term strategic
bidding model of CHSs based on the linear supply function
equilibrium (LSFE). This model considers time-coupling, so
it is multiperiod. It also considers the market-wide equi-
librium resulting from the competition between multiple
price-makers on the quantity and price of electricity in an
electricity market with multiple types of generation sources;
(2) reject ASHS, be full considered the characteristics of the
hydropower system, such as changes in water head, the water
balance, overflow or surplus water flow, upstream and
downstream hydraulic connection and interval inflow, and
make a comparative analysis; (3) propose a solution
methodology and introduce the equilibrium curve of the
UCP.

2. Model Description and Formulation

Strategic bidding for price-maker agents is usually formu-
lated as a bilevel optimization problem for the electricity
market, in which the internal layer corresponds to the
minimization of the power purchase cost of the independent
system operator (ISO) under the mechanism of a UCP; the
external layer represents the maximizing the profits to all
bidders. The inner layer problem can be modeled by a
competitive equilibrium model. The BBP mode is still the
most widely used transaction mode in the actual electricity
market, and the competition of power producers is more
akin to the competition of supply function. Each power
producers submit an incremental supply function to ISO to
quote. This paper adopts the LSFE model to simulate an
electricity market. In terms of long-term bidding games
among hydropower generators, a multiperiod dimension is
added due to hydraulic and electric connections between
periods. Moreover, due to changes in inflows and outputs in
different periods, the market equilibrium of the internal

layer also varies synchronously, so the model is more
complex.

2.1. Market Clearing Model. In the electricity market with
UCP, ISO determines the power purchase plan and the UCP
according to the objective of minimizing power purchase
cost based on the predicted future load curve. It is supposed
that there are » strategic IPPs in an electricity market, and
the game between these IPPs is a static noncooperative game
with complete information. It is supposed that, without
considering transmission constraints and network losses,
only constraints on the outputs of generator units and
electricity price in the electricity market are considered; thus,
the model for market clearing in the period ¢ is given by

Min ZPit'qit’ (1)

i=1

n
s.t. Z qi = D(t,P,)
i=1

(2)

=L, -6P,
Qi min < Git < Gi, max> (3)
Prin S Pt < Proaxs (4)
Gt 2 0, (5)

where g;, and P;; denote the output and bidding price of the
IPP i in period t; D(t, P,) denotes the demand function for
power load in period t; L, represents the predicted value of
load demand in the period ¢ as obtained by ISO prediction;
0, (8,>0) represents the price elasticity coefficient of the
load demand; P, refers to the market electricity price in
period £; q; i, and g; . denote the min and max output of
the IPP i in period t; p,;, and p,... denote the price floor and
price cap of the electricity market.

It is supposed that IPP i makes a tender offer to ISO
based on LSFE so Py, = ;g + i> in which 8, > 0. B;; and y;,
are parameters pertaining to linear supply function of the
IPP i in the period t. Generally, the parameter f3; is defined
as the decision variable of the strategy used by IPPs.

2.2. Profit Maximization Model. According to the principles
of microeconomics, all parties in the game aim to maximize
their own benefit; that is, they are expected to maximize their
own profit by calculating their own bidding functions;
therefore, the long-term decision model for any IPP based
on profit maximization is expressed as follows:

T
max7; = max Z (Py - @i = i) (6)

t=1
where 7; denotes the amount (in CNY) of annual profit-
ability through IPP i (other parameters are as defined above).
It is supposed that IPP i features a linear function of variable



operation cost: ¢; = a;q;, + b;, in which a; and b; are pa-
rameters pertaining to the variable cost.

Based on equations (1) to (5) and equation (6) for n IPPs,
the long-term bidding game of IPPs is formed.

2.3. Profit Maximization Model for CHSs. In terms of
multiple periods and stations, CHSs present a close hy-
draulic connection; the same water use for power generation
corresponds to multiple different combinations of outputs,
and the market equilibrium also varies. It is therefore
necessary to ensure the overall equilibrium of the market in
multiple periods within the operating period during the
long-term bidding game. Equation (6) is transformed into
equations (7) to (15).

The long-term optimal operation model for CHSs based
on profit maximization is given by

T
Max, = Max Y ((P, ~b;)- Ay~ Q- Hyy - M,). (7)

t=1
The constraint on the water balance is

Vi = Vi +(Rije = Qe = Sije) - AL, VteT. (8)
The constraint on water storage in reservoirs is

Viitmin <Viie < Vit mao VEET. (9)

The constraint on discharge flow from reservoirs is

Qijtymin S Qijr < Qijrmax>  VEET, (10)

S;:i;=>0, VteT. (11)

ij.t
The constraint on the output of a station is

Nijs = Aij - Qije - Hijpo (12)

Nij min < Nij, <N,

ij, min = i ij, max>

vVt eT. (13)

The constraint on the total output of CHSs is
k m
Z Zqij,t SLtmax' (14)
i J

The constraint on the electricity price is

PminSPtSPmax' (15)

Nonnegative constraint: all the above variables are
nonnegative (>0).where A;; denotes the output factor of the
™ hydropower station of the IPP i; Qj and H;;, separately
refer to the discharge flow (m°/s) and the mean average net
head of water (m) during power generation at the hydro-
power station in period t; M, is the duration (in hours) of
period t; T denotes the total number of periods within the
operating period (if that lasts for one year and the calculation
is undertaken on a monthly basis, then T=12); V;;, refers to
the initial water storage (m?) of the reservoirs; R; jeand S,
represent reservoir inflow (m3/s) and surplus water flow
(m?/s) to the hydropower station in period ¢, respectively; At
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is the duration (s) of the calculation period; Vi min,
Vit max Qijt,min> and Q4 oy represent the minimum and
maximum water storages (m?) of reservoirs as well as the
minimum discharge flow (m®/s) and the allowable maxi-
mum discharge flow (m?/s) of the hydropower station in
period t, respectively; N;; i, and N;; ., separately denote
the minimum operating output and the rated installed ca-
pacity (MW) of the hydropower station; N;;;, and L;
denote the output (MW) of the hydropower station in period
t and the maximum adjustable load of the electricity market
in period ¢, respectively. If the total output of these CHSs
exceeds the adjustable load demand of the market, surplus
water is generated; P.;, and P, separately refer to the
lowest and the highest electricity prices in the electricity
market, withi =1,2,...,k;j=1,2,...,m,.

Moreover, three conversion formulae for the water level
of reservoirs with storage capacity, tail water level at a
hydropower station with a certain discharge flow, and the
water level for a given available head of water are as follows:

Lzl'ljl,)t = fij(Vij,t)’ (16)
d
L™ = fi]l‘(Qij,t + Sij,t)’ (17)
Hj, = L, - L™ - AH,;, (18)

where L, f;;(-), Lip™, and f7;(.) refer to the water level
(m) of reservoirs of the j* hydropower station of IPP i in
period t, the water level-storage capacity curve of the station,
the tailwater level (m) of the station in period ¢, and the
nonlinear relationship between the tailwater level and the
discharge flow in the lower reaches of the station, respec-
tively; AH;; represents the head loss (m) during power
generation at the hydropower station, with AH;; > 0.

It can be seen from equation (8) and equations (16) to
(18) that the storage capacity and head of water are both an
implicit function of flows for power generation. Assuming
that H;;, = x;;(Q;j, and Vi, = y;;(Q;;,), the decision
variable of the bidding strategy for CHSs is shifted from
outputs to flows for power generation.

2.4. Multiperiod Bilevel Optimization Problem. Equations (1)
to (5), equation (6) for n-k thermal power plants, and
equations (7) to (18) for k CHSs constitute a long-term
bidding strategy model of price-maker CHSs based on the
LSFE equilibrium, which is a multiperiod bilayer optimi-
zation problem. The bidding strategy of each IPP is related to
the strategy of its competitors. In order to achieve Nash
equilibrium, it is not allowed to solve the bidding strategy of
each IPP separately but must solve the bidding strategy
problems of all IPPs simultaneously.

3. Proposed Methodology

The model involves many different types of IPPs, with many
equality or inequality constraints, taking the form of implicit
functions for multiple variables. Therefore, the equilibrium
problem of large-scale electricity market is sophisticated
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mathematical programs. Together with the requirement for
overall equilibrium for multiple hydropower stations in
multiple periods among CHSs, the model is difficult to solve.
It is necessary to optimize and decompose the model as
described below:

3.1. Time Decoupling and Time Coupling. For thermal power,
wind power, and solar photovoltaic power stations as well as
run-of-the-river hydropower stations (or hydropower sta-
tions with a regulation capacity less than the duration of the
chosen time period), the outputs in different time periods
are independent. This means that the bids made at one given
period had no effect on the following periods; that is, the
problem was decoupled in time. The maximization of the
long-term profits means profit maximization in each period.
As previously mentioned, a time-coupling characteristic
is inherent to the problem of CHSs because of the existence
of water reservoirs, which enable them to transfer available
energy from one period to subsequent ones. So the profit
maximization at each period is time coupled.

3.2. Price-Takers and Price-Makers. For generator units
(such as run-of-the-river hydropower stations, wind power,
and solar photovoltaic power stations) with a constant and
low marginal cost, it is common to apply a low bidding price
to realize the possible maximum output to guarantee con-
sumption and reduce the risk of surplus water, surplus wind,
and surplus photovoltaic power in the long-term schedule.
These units are price-takers: it can be thought that com-
petition occurs on the basis of the adjustable load on the
system excluding outputs from the aforementioned gener-
ator units [8, 36]; that is, a bidding game occurs between
hydropower stations with regulation capacity and thermal
power plants as price-makers.

3.3. The Effect of Output Regulation of CHSs on the UCP.
The short-term bidding strategy and long-term bidding
strategy of CHSs are different. Due to the existence of the
reservoir, CHSs can be scheduled according to the bidding
result in the day-ahead market, without abandoning water or
performing the contract risk. It can become the marginal
unit and participate in the bidding game like a thermal
power unit to reach the market equilibrium. However, the
long-term bidding strategy is more complicated because of
the seasonality of the inflow and the limited regulation
ability of the reservoir, as well as the full and empty periods
of the reservoir. In general, the marginal cost of hydropower
station is constant and low, and the loss of profit from
abandoning water often exceeds the gain from higher
electricity prices. Therefore, it is assumed that CHSs are
generally not taken as marginal units to determine directly
the price, but as units below the marginal unit to indirectly
affect the price by regulating the output of unit during the
long-term bidding game.

The mechanism of influence is described as follows: it is
supposed that the equilibrium curve of the UCP is given by
P = B(L), and the corresponding UCP of the load L, of the

system is expressed as P, = B(L,). If the output of CHSs
(located below the marginal units) is increased by AN
(AN = L, — L,), which is equivalent to the adjustable load
on the system being reduced from L, to L, the UCP is given
by P, = B(L,), and thus, the electricity price decreases. On
the contrary, if the output of the CHSs decreases by AL,
implying that the adjustable load on the system increases by
AL and the electricity price increases, as shown in Figure 1.
On this basis, the functional relationship between the
electricity price and the output (load) when CHSs participate
in the long-term game of the electricity market is established
thus.

P, = B(L, + AN), (19)

where L; denote the adjustable load of the system after
excluding output from stations of price-takers in period t.

Hence, when the equilibrium curve of UCP is known, the
different electricity prices corresponding to different outputs
of CHSs can be solved, and the correlations of the inflow,
output, load, and electricity price can be established, and it is
possible to transform the problem of the long-term bidding
game of CHSs based on LFSE into a long-term optimal
operation problem of CHSs in the case that the electricity
price changes with the output.

Based on the characteristics whereby CHSs are permitted
to change the UCP by regulating outputs, the electricity
market bidding is divided into two parts. The first part is the
bidding between thermal power plants, as price-maker. The
second part is the bidding between CHSs and all thermal
power plants. In this way, a bilevel optimization problem is
divided into two independent problems to be solved step-by-
step, thus decreasing the complexity of the problem and
difficulty of calculation. The first step is to calculate the
equilibrium curve of the UCP excluding CHSs; the second
step is to solve the long-term optimal operation problem of
CHSs based on the equilibrium solution curve.

3.4. The Equilibrium Curve of the UCP Excluding CHSs.
The bidding game of the electricity market without CHSs is
usually the strategic bidding problem of thermal power as
the price-makers. This is a one-period, bilevel optimization
problem, and the scheduling decision is decoupled in time.
Based on the static game of complete information, the
equilibrium solution of the quantity of the bidding parties
and the UCP can be obtained by specifying the load demand.
According to different load demands, the equilibrium curve
of the UCP at each period can be obtained. When the
number and installed capacity of thermal power units, as the
price-makers, change with factors such as the new units put
into operation, maintenance, shutdown, and decom-
missioning, the equilibrium curve of UCP will change. The
influence of these factors should be considered in each
period of long-term bidding scheduling.

The market equilibrium solution excluding CHSs, in-
cluding the equilibrium solution of the UCP, can be derived
by solving equations (1) to (5) and equation (6) for n—k
IPPs. Therefore, the equilibrium curve of UCP describing the
relationship between load demand and UCP equilibrium
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F1GUre 1: The effect of output regulation of CHSs on the UCP.

solution can be derived. The calculation is conducted by
using a nonlinear complementarity approach and the im-
proved Levenberg-Marquardt algorithm [32, 37-39].

3.4.1. Nonlinear Complementarity Approach. By applying
the KTT complementarity condition of each participant, this
bilayer optimization problem is transformed into a mixed
NCP. There are many ways to solve the mixed NCP. In
theory, the heuristic iterative algorithm cannot guarantee
that the solution obtained by convergence is the Nash
equilibrium solution, and the convergence of the algorithm
cannot be guaranteed either. Direct solution methods are
mainly aimed at the linear complementarity problem (LCP),
and corresponding commercial LCP software packages are
used to solve it [8, 25]. When the model becomes more
complex and NCP occurs, the interior point method and the
nonlinear complementarity approach are usually used [22].
The interior point method requires the initial value and
iteration value to be in the positive octant, and additional
conditions are required. Compared with other methods, the
nonlinear complementarity approach is chosen because of
its advantages in the following aspects: reduction of the
difficulty of solution, more convenient calculation, and
wider applicability and is more suitable for solving large-
scale and complex equilibrium problems [26].

By introducing the generalized Lagrange multiplier, the
equivalent KKT complementarity conditions for profit
maximization of IPPs are obtained, and then, the KTT
complementarity condition of each IPPs is transformed into
a group of nonlinear algebraic equations by using the
nonlinear complementary function
v(a,b) =a+b-Va>+b? Thus, multiple MPECs are
transformed into multiple ordinary nonlinear programming
problems with standard constraint qualification [27].

3.4.2. The Improved Levenberg—Marquardt Algorithm.
The nonlinear complementary function is nondifferentiable
and nonsmooth at the origin (0, 0), which leads to the
nonexistence of its gradient. When solving the above
equations, semismooth algorithms should be used. Com-
pared  with  other  algorithms, the improved
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Levenberg-Marquardt algorithm considers the search di-
rection of the Newton method and gradient method at the
same time, and the algorithm has better stability perfor-
mance and faster convergence speed, which is more suitable
for solving large-scale NCP problems.

Definition 1. Let g: R" — R is a function under the local
Lipschitzian condition and D, is the set of all differentiable
points of g, then the subdifferential 0z g (x) of g is defined as
follows:

0pg(x) = <|h e R™'h = lim

k
xkeDg,xk — xvg(x ) }’ (20)
where Vg (x¥) is the gradient of g at a differentiable point x*.
If g is differentiable at point x, then dzg(x) is equal to
Vg (x). The convex closure of dzg(x) is the generalized
gradient.
The main calculation steps are as follows.

Step 1. Initialize parameters, set the computational preci-
sion ¢, and the initial point x°.

Step 2. Calculate the search direction Ax.
Select any H* € 03E (x¥) and solve for Ax* according to
the following equation:

((Hk)THk + 0k1>Axk = ~(Hk)TE<xk) +75 (21)

where ¢* is the algorithm parameter, and o >0; r* is a
variable vector whose norm is small enough.

Step 3. Calculate the iteration step size hF.
In this paper, the iterative step size is determined by
minimizing the merit function using the line search method.

We=2"1 ie{0,1,2,...,n}, and i take the minimum
value satistying the following equation:
d)(xk + ZfiAxk) < CD(xk) + ﬂ27iV<I)T(xk)Axk, (22)

where the merit function ®(x) = 1/2E(x)"E(x), and
B € (0,0.5).

Step 4. Variable iteration.
Iterate according to the following formula:

K= R 4 nRAxE, (23)

Step 5. Iteration termination criterion.
When [VO (x4 <, meeting the accuracy requirements,
the iteration ends.

3.5. Long-Term Bidding Problem of CHSs: The Improved POA.
Compared with other optimization algorithms, the POA is
chosen because of its advantages in the following aspects:
reduction of the calculation of dimensions, faster conver-
gence speed, less parameter adjustment, and excellent
practicality [40]. The POA has been improved several times
and successfully applied to reservoir scheduling [41-43].
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The essence of the POA is to decompose a multistate
decision problem into a series of two-stage subproblems.
Firstly, the variables of other stages are fixed, and the de-
cision variables of the selected two-stage are searched for
optimization and then optimized stage by stage. The opti-
mization result of this round is taken as the initial condition
of the next round of optimization, and a new round of
optimization is started until the convergence condition is
satisfied.

The improved POA proposed in this paper mainly has
the following two improvements:

(1) Variable step size search: Considering the accuracy
and time of searching for the optimal solution, a
larger step length is adopted at the beginning of
searching for the optimal solution, and the step size
is gradually reduced according to the level of iter-
ation accuracy until the global optimal solution is
found.

(2) Consider market constraints, namely cascade total
output constraints and price constraints: In each
two-stage optimization process, it is necessary to
judge whether the total output of the steps exceeds
the adjustable load of the system, and water must be
abandoned if the total output exceeds the adjustable
load of the system. To judge whether the electricity
price derived from the equilibrium curve of the UCP
exceeds the price cap or the price floor of the
electricity market, the maximum and minimum
allowable values will be taken if the price exceeds the
price cap or the price floor.

4. Case Study

4.1. Description of the Case Study. We simulate the com-
petitive behavior of a regional electricity market with
multiple types of generation resources. The total installed
capacity of the electricity market is 7,900 MW, of which
25.6% are hydropower stations with regulating capacity,
namely Al hydropower station and A2 hydropower station,
both belonging to the same IPP, and is the price-maker. Six
thermal power stations, including five coal units and one
gas-fired one, belong to different IPPs and are all the price-
makers. Run-of-the-river hydropower station group, wind
farms group, and photovoltaic power station group are
composed of many different IPPs, and they are all price-
takers. The installed capacities of the regional electricity
market and their main parameters are listed in Table 1.
IPP A manages two hydropower stations with reservoirs,
which lie on the upper and lower reaches of the same river
basin. Hydropower station Al has an incomplete annual
regulating capacity, with the dead water level of 540 m and
the normal water level of 600 m; hydropower station A2 also
has an incomplete seasonal regulation capacity, with the
dead water level of 370m and the normal water level of
380m. This is a multireservoir joint optimal operation
problem. Monthly inflow was selected from the data of
typical normal flow year in the river basin; the operating
period started at the beginning of June and ran to the end of

the following May, and the calculation was conducted on a
monthly basis. The initial and final water levels of the op-
erating period were both set as the respective dead water
levels.

The system loads and the adjustable loads of the system
are different from month to month, as shown in Figure 2.
The adjustable load of the system is the system load minus
the output of power stations of price-takers such as run-of-
the-river hydropower station group, wind farms group, and
photovoltaic power station group. Assuming that during the
operating period, all IPPs in the electricity market partici-
pate in the market competition every month, and the in-
stalled capacity, number of competitors, and operation cost
parameters are the same, and the same equilibrium curve of
the UCP excluding CHSs is adopted every month.

4.2. Case Study Results. According to the model for SFE
consisting of equations (1) to (5) and (6) for n —k thermal
power plants, the equilibrium curve of the UCP excluding
CHSs is deduced by using the nonlinear complementarity
approach and the improved Levenberg-Marquardt algo-
rithm; that is,

P,=B(L;) = 0.000014155L;2 +0.01839L; +260.35, L;>0.
(24)

According to equations (7) to (18) and (24), the result of
the long-term bidding game of CHSs based on SFE was
calculated by using the improved POA, as shown in Table 2,
Figures 3, and 4. For the convenience of comparison, the
bidding game was conducted based on the optimal operation
result obtained by using the objective functions of maxi-
mizing annual power generation (Figure 5).

As shown in Figure 5, when the objective function is to
maximize the annual power generation, the CHSs sched-
uling process is as follows: for the leading reservoir Al, the
highest operating water level, that is, the normal water level,
will be maintained from the beginning of October to the end
of April of the following year. In May, the water level of the
reservoir Al will be decreased and fell to the dead level at the
end of May. From the beginning of June to the end of
September, the water level of the reservoir Al will be raised
from the dead water level to the normal water level. The
maximum annual power generation of the CHSs can be
achieved through the above long-term operation schedule
that keeps the water level as high as possible.

If ASHS is accepted and a fixed production coefficient of
the CHSs is adopted, the power generation cannot be op-
timized. When the inflow is fixed, the power generation is
fixed. In this case, the annual power generation of the CHSs
that accept ASHS is 11.41% less than those that reject ASHS,
and the deviation ratio of monthly output ranges from
-18.3% to 1.1%. Moreover, since it is maintained at a high
water level most of the time, the monthly output after
accepting ASHS is generally lower than that reject ASHS,
and the higher the average water level, the greater the de-
viation ratio. Only the monthly output in June was 1.1%
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TaBLE 1: Installed capacities of the regional electricity market and their main parameters.

Power station Installed capacity (MW) Maximum output (MW) Minimum output (MW) g b,
Hydropower station Al 1,386 1,386 0 0 60
Hydropower station A2 640 640 0 0 60
Coal-fired unit 1 1,000 1,000 100 0.102 179
Coal-fired unit 2 1,000 1,000 100 0.104 185.3
Coal-fired unit 3 600 600 50 0.208 191.6
Coal-fired unit 4 600 600 50 0.212 196.2
Coal-fired unit 5 300 300 50 0.432 206.7
Gas-fired unit 6 600 600 50 0.448 268.6
Run-of-the-river hydropower station group 1,200 1,200 0 0 50
Wind farm group 214 214 0 0 30
Photovoltaic power station group 360 360 0 0 20
Sum 7,900
5,000
4,500
4,000
S
2. 3,500
=]
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FIGURE 2: The curve of the system loads and the adjustable system loads.

TaBLE 2: Result of the long-term bidding game of CHSs based on SFE.

Hydropower station Al Hydropower station A2

Time Water level at Interval Water level at Average UcP Hydro generation Profit of CHSs
! Inflow ater level a perva ater level a output of (CNY/ Yy g B

period 3 the end of the inflow the end of the of CHSs (MW-h)  (x10” CNY)

(m?/s) . 3 . CHSs (MW) MW-h)

period (m) (m°/s) period (m)

May 331.5 540 9.6 370 1,138.1 344.74 846,765 291.91
June 383.1 540.01 11.1 380 847.3 371.85 610,060 226.85
July 910.9 599.82 26.2 380 1,696.7 310.82 1,262,362 392.37
August 726.4 597.88 20.9 380 1,975.6 300.44 1,469,837 441.6
September 776.6 599.99 224 379.99 2,026.0 281.38 1,458,704 410.45
October 641.8 600 18.5 380 1,785.9 285.41 1,328,728 379.24
November  288.4 600 8.3 380 828.4 392.05 596,426 233.83
December 221.2 600 6.4 379.99 640.5 465.21 476,556 221.7
January 198.9 600 5.7 380 577.4 465.84 429,610 200.13
February 186.7 597.44 5.4 380 581.6 391.76 390,868 153.13
March 193.1 600 5.6 379.99 522.1 411.86 388,433 159.98
April 184.7 575.82 53 380 831.4 370.13 598,589 221.55
Sum 9,856,938 3,332.74

higher than that of reject ASHS, which was caused by the  operation scheme of the CHSs will be fundamentally
lowest average water level in June. changed, and if the assumption of the simplified hydropower

However, when the CHSs participate in the electricity ~ system is accepted, it will also bring large losses and risks in
market game as price-maker, the long-term optimal  the long-term bidding game of CHSs.
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FIGUure 3: Output and water level based on SFE.

As shown in Table 2 and Figure 3, the CHSs sched-
uling process is as follows: the amount of power gener-
ation of the CHSs is determined by the inflow, and the
dead water level of the reservoir A1 will be maintained in
June, so as to reserve water storage capacity for subse-
quent flood mitigation and ensure that the monthly UCP
in the flood season is relatively average, because if the
discharge flow in the subsequent months of the flood
season is too large, the UCP will be too low, and the profit
of CHSs will decrease instead. At the end of September,
the water level of the reservoir Al will be raised to the
normal water level. From the beginning of October to the
end of January of the following year, the water level of the
reservoir Al will be kept at the normal water level. From
the beginning of April to the end of May, the water level
of the reservoir Al gradually decreased from the normal
water level to the dead water level. From February to
March and from August to September, there is a process
in which the water level of the reservoir Al is first de-
creased and then increased, in order to obtain an optimal
value in the multiperiod equilibrium.

In summer, the system load is the highest in the year,
especially in July and August, but this is also the high-flow
season for hydropower, which means more hydropower
available output and the lowest UCP of the year. Wind
power and photovoltaic outputs are greatly affected es-
pecially on rainy days. At this time, the energy structure
of the grid is dominated by hydropower.

In winter, the system load is higher in the year, only
lower than the load in summer, except in February. At this
time, the inflow of hydropower is reduced month by month
due to the decline of rainfall and the decrease in tempera-
ture, which means that the hydropower available output is
also gradually reduced. Although the output of wind power
and photovoltaic power is more than that in summer, the
complementary influence is limited, and these factors ulti-
mately result in the highest UCP of the year. Affected by the
Chinese New Year, the system load in February was the
lowest in the year. Due to the decline in demand, the UCP
also decreased.

The negative correlation between the UCP and the
output of CHSs shows that the UCP changes dynamically
with variations in the output of CHSs and the system load in
the market game, as shown in Figures 2 and 4. It can be seen
that this bidding model based on SFE can better respond to
the demand imposed by the electricity market and more
effectively participate in electricity market competition, thus
realizing an overall equilibrium across multiple periods.

If ASHS is accepted, compared with rejecting ASHS, the
annual power generation and profit will be reduced by 10.8%
and 13.8%, and the deviation ratio of monthly output will
range from -46.8% to 22.5%, which is a large deviation.
Therefore, if IPPs use the model results that accept ASHS to
bid, it will bring significant economic losses and perfor-
mance risks.

As shown in Figure 6, during the period from July to
April of the following year, the reservoir is operating at a
high water level, and the deviation of monthly output is
negative; that is, the actual available output is higher than the
model result. This means that in order to reduce profit losses
and abandon water, it is necessary to sell unscheduled power
generation that exceeds the model results in the short-term
electricity market. This will further lower the UCP in the
short-term market. The superposition of the two will bring
about a greater loss of profit. At the same time, due to the
higher expected electricity price, there is a risk of bid failure.

In May and June, the reservoir is operating at a low water
level, and the deviation of the monthly output is positive;
that is, the actual available output is lower than the model
result. This means not only to sell the power generation in
the long-term market at a lower price but also to purchase
the power generation in the short-term market at a higher
price to fulfill the contract.

Therefore, in the long-term bidding, the impact of
various main factors of the hydropower system should be
fully considered, such as changes in water head, the water
balance, overflow or surplus water flow, upstream and
downstream hydraulic connection, and interval inflow. This
will make the model more realistic and the model results
more reasonable and more accurate.
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5. Conclusions

The long-term bidding of CHSs as price-maker was explored
based on game theory and the model for SFE, which made
the market-wide equilibrium from a certain point in time to
a certain longer time range. Through analysis of the major
deviations and risks brought about by ASHS, it was shown
that the characteristics of the hydropower system should be
fully considered in the long-term bidding. The model was
more complicated than the conventional model because it
rejected ASHS and considered multiple price-makers, time
coupling, and the characteristics of the hydropower system.
The correlation among inflows, outputs, loads, and UCPs
was established for CHSs through the model. In this paper,
based on the characteristics of hydropower, thermal power,
and other conventional types of power stations, a new
methodology was proposed, the equilibrium curve of the
UCP was introduced, and the market-wide equilibrium
during the dispatching period was solved based on the
nonlinear complementarity approach. Finally, the feasibility
of the model and methodology and the rationality of the
results are confirmed by way of a practical case study.

In terms of future work, we highlight three possible areas
of investigation: the first is to consider more hydropower
companies as price-makers. The second extension is to
consider stochastic inflows, and the stochasticity of inflows is
an important consideration in the operation of hydro-
resources. Finally, the third relates to market-related as-
sumptions. The present study was conducted on the
assumption of noncooperative behavior with complete in-
formation: in reality, market information is generally in-
completely asymmetric, and participants also tend to collude
and form alliances.
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In this paper, a combined model is proposed to predict spare parts inventory in accordance with equipment characteristics and
defect elimination records. Fourier series is employed to process the periodicity of the data, autoregressive moving average
(ARMA) is used to deal with the linear autocorrelation of the data, and backpropagation (BP) neural network is used to settle the
nonlinearity of the data. The prediction results, comparisons, and error analyses show that the combined model is accurate and
meets the practical requirements. The combined model not only fully utilizes the information contained in the data but also
provides a reasonable decision basis for the procurement of spare parts, making the inventory in a safe state and saving

holding costs.

1. Introduction

As an important part of the power grid, the stable operation
of hydroelectric power stations and substations is of great
significance to the safety of the power grid [1, 2]. To ensure
the stable operation of the system, the inventory of equip-
ment spare parts needs to be in a safety status. When the
quantity of inventory is insufficient, it cannot guarantee the
system’s demand for spare parts and the timely elimination
of defects, and when the quantity of inventory is too much, it
will occupy too much storage space and capital.

Effective inventory forecasting not only ensures stable
system operation but also reduces inventory costs and
improves capital utilization of enterprises. There are a large
number of research results on inventory forecasting, the
forecasting objects are distributed in different industries
such as supply chain, supply side, and demand side, and the
forecasting methods are often focused on single-quantity
model or improved single-quantity model [3].

There have been many research results for forecasting
the spare parts demand for hydropower stations and sub-
stations. In these studies, scholars have gradually shifted

from research on the management and optimization of
inventories to that on inventory forecasting. Inventory
management is receiving more and more attention as a
condition for sustainable production. From the point of view
of analytical techniques, researches on inventory manage-
ment are focused on descriptive analytics, as well as on
predictive and prescriptive analytics [4]. These applications
and studies could be developed as an optimal resource al-
location method that helps the inventory managers and
engineers to optimize their inventory policy. For some
power equipment, the long service life often leads to an
excessive intermittent demand for spare parts, which is a
challenge for inventory control, and to solve this problem, a
regular review inventory control system is theoretically
considered to be an optimal approach [5]. In [4, 5], the
authors did not make full use of the information contained
in the data. With the improvement of data mining tech-
niques, many studies started to use machine learning [6],
deep learning [7], and classification methods [4, 8] to make
simple predictions about the inventory, and these predic-
tions bring benefits to the actual inventory management
such as improving the reliability of the system, decreasing
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the failure rate of the equipment, and reducing the cost of
operation and maintenance.

The application of artificial intelligence technology in
spare parts inventory forecasting technology has signifi-
cantly improved the accuracy of forecasting results. Ding [9]
proposed an algorithmic model based on the modified BP
neural network for grid material demand forecasting. The
author simply improved the BP model to improve con-
vergence. Similar studies based on artificial intelligence
methods are machine learning [6, 10], deep learning [7], and
so forth.

Qualitative forecasting models such as the expert
meeting method [11] and the Delphi method [12] rely too
much on experience and expert scoring, for short-term
predictions of large data volumes are not valid, so their
applicability and reliability are relatively poor. Quantitative
models focus on mathematical models that use historical
data or factor variables to forecast demand and apply certain
mathematical methods to reveal the regular links between
relevant variables, which have a high degree of objectivity.
The conventional quantitative forecasting models are the
autoregressive moving average (ARMA) model [13, 14],
regression analysis [15, 16], and gray forecasting model [17].

Although fruitful results have been achieved based on
these quantitative models, we have to consider the fol-
lowing three aspects. The first one is prediction accuracy.
Any forecasting models have their limitations, which
originate from the model itself or the data. For example, the
ARMA model is suitable for time series with linear rela-
tionships and does not predict well for data with nonlinear
relationships. While data often have multiple character-
istics such as linear relationships, nonlinear relationships,
and periodic characteristics at the same time, and if a single
forecasting model is adopted, it will inevitably reduce the
forecasting accuracy. An effective way to solve this kind of
problem is to combine multiple models. Study [18] showed
that when combining two single forecasting methods, its
error was reduced by 7.2%, and when the combination of
methods was increased to five, its error was reduced by
16.3%. Using an appropriate combination of forecasting
models can overcome the limitations of a single model and
improve the accuracy and diversify the forecasting risk as
much as possible [19-21]. Researchers [19] used the re-
cursive least square method combined with the 2RC model
to obtain the best prediction of the state of charge of
lithium batteries. However, in literature [20, 21], re-
searchers considered fewer influencing factors. When the
influencing factors are added, it will increase the difficulty
of the study. The second one is that any prediction should
be considered from a practical point of view. For solving
practical problems, it is also necessary to start from the
actual problem of the enterprise; for example, in power
companies, the prediction value of spare parts must be
slightly higher than the real value to prevent the failure of
protection devices caused by insufficient spare parts when
an unexpected event occurs, resulting in a power failure.
The third point is that many factors affect inventory, such
as internal and external factors. In this paper, we consider
the inventory problem under 10 factors in a comprehensive
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manner, which is shown in Section 4.1. The proposed
combined prediction model based on the above three as-
pects is the main innovation of this paper.

At present, power enterprises like DH Hydropower
Station and JC Power Supply Company stockpile spare parts
using the agreed inventory procurement [22]. This form of
procurement relies on experience to speculate on the ap-
proximate demand rather than some theoretical model, such
as the minimum life-cycle cost (LCC) [23] for spare parts for
the next year. It has the disadvantage of insufficient spare
parts inventory caused by both internal and external factors,
which often leads to insufficient spare parts inventory and
the need for temporary procurement. There is also over-
purchase of certain spare parts, which causes inventory
backlog and increases the cost of holding materials, thus
taking up a lot of capital and storage space.

Based on the above reasons, this paper proposes a
combined model to predict the inventory for the DH Hy-
dropower Station excitation unit and substation relay pro-
tection equipment in JC Power Supply Company. To the best
of our knowledge, no literature combines Fourier series,
ARMA, and BP neural network to study inventory pre-
diction, and there is no literature that uses this kind of mixed
model to design a prediction scheme for inventory materials
in Hydropower Station and substations. Moreover, the
mixed model developed in this paper has a high prediction
accuracy compared with the models developed by using the
ARMA method alone and combining ARMA and BP neural
network, and the model validity is good because the RMSE
and MAE of the mixed model given in this paper are
smallest. The first part is about the current status of research
on the issue. The second part is about the related works,
including the principle of Fourier series form of sequence,
ARMA model, and BP neural network. In the third section,
we put forward a combined model based on the Fourier
series, ARMA, and BP neural network for inventory. The
fourth part is the simulation of the real case and compar-
isons, and the last section is about the conclusions and a brief
perspective of the future work.

2. Related Works

2.1. Fourier Series of Time Series. When analyzing defect
elimination records, we find that the spare parts have a
certain periodicity in usage; for example, during the rainy
season, the usage of certain spare parts is higher than usual.
To make the prediction more accurate, the periodic char-
acteristics of the data need to be extracted using the Fourier
series [24].

Let the sequence x,, x,, . . ., X,,, which can be considered
as a point in an n-dimensional space coordinate system,
form a set of bases for any n-dimensional orthogonal vectors
for a given n-dimensional space. Thus, the sequence
{x,, t=1,2,...,n} can be represented by a linear com-
bination of orthogonal trigonometric functions as

[m/2]
2knt 2kt
t) = E a, CoOs —— + ;. sin —— | + &,. 1
y () k_0<k m k m) t (1)
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Equation (1) means that the Fourier series form of the
sequence {x,} is {y,}. The coeflicients a, b can be calculated
by the following equation:
1 & 2kmt m
— Z x;cos —, k =0ork = —, miseven number,
m & m
ap =
2 & 2kmt m-—1
— ) x;co0s —, k=1,2,...,—,
& m 2
i=1
2 & 2knt m—1
b, = — x;sin —,k=0,1,2,...,——, 2
= Zl isin = 5 2)

where ¢ = y, — x, ~ N(0,0?). y, is data with certain sea-
sonal periodicity characteristics, and the periodicity can be
adjusted by adjusting the value of parameter m.

2.2. ARMA Model. ARMA model is a relatively mature
forecasting model for studying linear time series, which
requires time series data to be stationary to build the model,
and has certain requirements on the magnitude of the data.
Its model expression is

Ve= et byt U+ Oy +-- + Ouy g,
¢,#0,0,#0,
E(u,) = 0,Var(u,) = 0., E(u,u,) = 0,s #t,
E(yu,) =0,Vs<t,
(3)

where y, is the time series, p is the autoregressive order, ¢ is
the moving average order, and ¢;(i=1,...p),
6;(j=1,...q) is the coefficient to be determined. v, is the
error.

The stationarity of the data is an important prerequisite
for ARMA, and it can be verified by the Augmented Dickey-
Fuller (ADF) test [25]. If the data are not stationary, sta-
tionary processing can be performed by using the n th-order
difference method with the following equation:

Ay, = Z (_1)n_ich)’t+i
i=0
. o (4)
=2 (D" 'Cyani-
i=0

To obtain the best prediction model, the Akaike infor-
mation criterion (AIC) [26-28] can be used to determine the
parameters p and g of the model. Different AIC values can be
obtained when fitting the data by selecting different p and g.

2(p+q) (5)

AIC=-21n5;(p,q) + N

where &7 (p, q) is the variance of residuals and ARMA (p, q)
is considered the best prediction model when AIC has the
smallest value.

2.3. BP Neural Network Model. The learning process of the
BP neural network consists of two processes: forward
propagation of signal and backward propagation of error. By
continuously adjusting the value of network weights, the final
output of the network is made as close as possible to the
desired output for training purposes. Therefore, it can capture
the nonlinear features and trends in it well when dealing with
time series and thus is widely used for time series prediction.
It is composed of an input layer, an output layer, and one or
more hidden layers, each of which consists of several neurons,
and the individual neurons of adjacent layers are fully con-
nected. Figure 1 shows a typical multilayer neural network.
The input vector is y = (¥}, ¥, -..>¥,,), the output
vectorisY = (Y,Y,,...,Y,), and the input of each neuron
in the  th hidden layerish® = (h®, 10, ..., ), where t is
the number of neurons in the I th layer. Let w” be the
connection weight between the neuron from the j th neuron
in the (I — 1) th layer and the i th neuron in the / th layer and
b be the bias of the i th neuron in the I th layer. Then,

t-1
neti(l) = Z wi(;)hjl_l) + bi(l), (6)
j=1

where hi(l) =f (neti(l)), where neti(l) is the output of the i th
neuron in [ th layer and f(-) is the neuronal activation
function. Usually a nonlinear activation function is used in
multilayer neural networks.

To ensure the prediction accuracy of the BP neural
network, the loss function is defined as follows:

n

If (k) = % Y [ ) =%, ] 7)

i=1

where x ;. denotes the predicted value of the BP model after
the k th round of training. The function ! f (k) means the root
mean square error of the true value x, and x ;. A smaller
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FIGUure 1: Multilayer BP neural network diagram.

Data Processing
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{
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v

Final Predict result

End

FiGure 2: The flowchart of the combined model.

If (k) indicates adequate training and more accurate
prediction.

3. Combined Model

For the time series {x,}, in this paper, it not only reflects
periodicity but also reflects certain linear autocorrelation and
nonlinear nature of the residuals. To make the prediction
accurate, in this section, we construct a combined model to
forecast the data. The idea of the model is shown in Figure 2.

3.1. Data Processing. For a given time series data {x,}, firstly,
it can be transformed into a time series {w,} with periodic
properties by using the Fourier series of the time series in
equation (1) and then verify the smoothness of the data to
predict the autocorrelation part of the series. The data
processing in this study is shown in Algorithm 1.

3.2. Prediction of Linear Autocorrelation. For the smooth
time series {w,} with periodic characteristics, the ARMA
model is used to get {@,}, and {w,} is the predicted result of
the linear autocorrelation of the time series. The residual {e, }
is also calculated, which is the input of the prediction of the
nonlinear residual. The linear autocorrelation prediction
process is shown in Algorithm 2.

3.3. Prediction of Nonlinear Autocorrelation. In this section,
we are going to construct BP neural network model to
forecast the residuals, and the main steps are shown in
Algorithm 3.

3.4. Combined Model. Taking together Algorithms 1-3, we
can generate a combined model to computer the predicted
results {Xt} for the time series {x,}. The details are listed in
Algorithm 4.

Note: 'the case of first-order difference.

4. Experiment, Results, and Comparisons

4.1. Experimental Data. The spare parts in this paper are the
liquid crystal display (LCD), the central processing unit
(CPU), and DC220V Power Supply (DCPS), which are
installed in the excitation system of hydroelectric generating
units and substation relay protection equipment. They have
the following features:

A wide variety and distribution and high value and
integration

It is difficult to obtain monitoring data, and the op-
eration and maintenance (O&M) process requires a lot
of manpower. It has a long procurement cycle

Service life is influenced by environmental factors and
human factors

The data from the defect elimination records stored in
DH Hydropower Station and JC Power Supply Company
contain 10 field variables: Component Name, Installation
Date, Manufacturer, Damage Date, Design Life, Tempera-
ture, Humidity, Installation Location, Interval, and O&M
(Operation and Maintenance) Shift, where Design Life is a
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Input: {x,}
Stepl. Get {y,} from {x,} by equation (1)
Step2. ADF test
if {y,} is stationary, then
WVt
else
W Yr = Vi1
end
Output: {w,}

ALGORITHM 1: Data processing.

Input: {w,}
Stepl. Calculate p and q for ARMA (p,q)
for p=0to M % M is a positive integer
for g=0 to K % K is a positive integer
AIC(p, @) = —2nG7 (p, q) +2(p, 9)/N
end
end
if AIC is minimum
output p, g
Step2. Forecast the time series {w,} using ARMA ( p, g).
Step3. Get {@,} % prediction values
Step4. e, = w, — W, % residuals
Output: {@,} and {e,}

ALGORITHM 2: Prediction of a linear autocorrelation.

Input: {e,}
Stepl. Configure BP neural network
Step2. Construct the training set {(i,¢;), i=1,2,...,n}
Step3. Train BP model
While |If (k+1)—1f (k)|>eorlf()>a
Train BP model
Determine the BP model
Step4. Get predicted values of the residuals {g,}
Output: {¢,}

ALGORITHM 3: Prediction of the nonlinear residual.

Input: {x,}
Stepl. Get {w,} by Algorithm 1
Step2. Obtain {@,} and {e,} via Algorithm 2
Step3. Calculate {¢,} by Algorithm 3
Step4. Compute )A(t}:
if {x,} is smoothing, then

X, =¢ +w,

else

T o~ =~ 1
X, =¢, +W, +Xx,_;
End

Output: {Xt}

ALGORITHM 4: Combined model.
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TaBLE 1: Parameters of the ARMA model.

Equipment AIC p q

LCD 322.213 1 1

CPU 370.750 2 1

DCPS 403.561 1 0
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FIGURE 3: Prediction values based on the ARMA model. (a) Prediction values for LCD based on ARMA (1, 1). (b) Prediction values for CPU
based on ARMA (2, 1). (c) Prediction values for DCPS based on ARMA (1, 0).

numeric variable, Installation Date and Damage Date are
temporal variables, and the others are textual variables.
The overall trend in the annual usage of a certain relay
protection equipment is smooth, and we can consider the data
as a time series. Each year, in the case of high temperature and
high humidity or low temperature and high humidity, the use
of spare parts will increase; that is, the data will reflect a
certain periodicity. At the same time, the service life of the

equipment, that is, Damage Date minus Installation Date, will
be affected by the working conditions. Therefore, the data will
reflect a certain nonlinear characteristic.

4.2. Inventory Prediction Based on ARMA Only. In this
section, only the ARMA model is used to forecast three kinds
of components. We can find that all data are stationary after
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FIGURE 4: Prediction values based on the ARMA model and BP neural network. (a) Prediction values for LCD based on the ARMA (1, 1)
+BP. (b) Prediction values for CPU based on the ARMA (2, 1) +BP. (c) Prediction values for DCPS based on the ARMA (1, 0) +BP.

testing by the ADF method. The parameters p and g are
determined according to AIC in (5), the details are listed in
Table 1, and the forecast results are shown in Figure 3.

From Figure 3, we can conclude that the predicted values
match too poorly with the true values. This indicates that the
data have a weak linear autocorrelation, especially for the
data of CPU and DCPS. But the ARMA model can only deal
with data with linear relationships by nature; therefore, it
can be concluded that the prediction based on this model
only is invalid.

4.3. Inventory Prediction Based on ARMA and BP. To deal
with the nonlinear relationships in the data, a BP neural
network model is added to the ARMA model. The settings of
the parameters in the ARMA model are shown in Table 1.

In the BP neural network, the input and output layers
have one node each, and three hidden layers include a fully
connected layer containing 10 nodes, a discarded layer with
a discard rate of 20%, and a fully connected layer with 15
nodes, respectively. Training termination conditions
€=0.001, « = 0.05. To avoid the gradient explosion and
gradient disappearance problems in BP neural networks,
simplify the computation process and improve the com-
putation speed, and the activation function that we adopt in
this paper is the Rectified Linear Unit (ReLU) [29, 30]:

f (x) = max{0, x}. (8)

The predicted values for LCD, CPU, and DCPS based on
the ARMA model and the BP neural network are shown in
Figure 4.
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FIGURE 5: The relationship between loss function and training times.
TaBLE 2: Parameters of the ARMA model. prediction result is. In Figure 5, we conclude that the data after
Equi the Fourier series extraction of features will make the BP
quipment AIC p q .
neural network have smaller loss function values.
LCD 327.925 1 4 . . . . .
CPU 395.599 1 3 In this section, we are going to implement a combined
DCPS 400.587 ) 1 model to forecast the number of spare parts. We set n = 48

Comparing Figures 3 and 4, we can see that the degree of
agreement of the predicted values based on the ARMA
model and BP neural network is higher than the ARMA
model’s, which indicates that there is indeed a nonlinear
relationship in the data.

At the same time, it can be seen from Figure 4 that the
results are not bad for LCD, but for CPU, there are more cases
where the predicted values are lower than the true values, and
for DCPS, throughout the forecast curve, there are several
cases where peaks and valleys occur at the same time point,
resulting to a large difference in predictions, which is due to
the fact that the ARMA and BP neural network model have
not fully explored the information of the data.

4.4. Inventory Prediction Based on the Combined Model.
According to the experience of operation and maintenance, in
periods of high temperature and humidity, or low temper-
ature and humidity, the demand for spare parts is higher, and
the data reflect a certain periodicity. Figure 5 is the description
of the loss function of the BP neural network versus the
training time. The smaller the loss function values are, the
more accurate the neural network model is and the better the

for the Fourier series in Algorithm 1. In Algorithm 2, we
recalculate the AIC of ARMA, the values of p and g are
obtained and shown in Table 2, and in Algorithm 3, we adopt
the same BP neural network used in Section 4.3. The pre-
diction results are shown in Figure 6.

As can be seen from Figure 6, the predicted and true
values of the three devices are in good agreement with the
trend of change. Moreover, the predicted values are all slightly
greater than or equal to the true values. Such prediction
results are in line with the safety requirements of hydropower
stations and substations for spare parts, and this prediction
model is more advantageous for the stability of the system.
Comparing Figures 3-6, we can draw a conclusion that the
periodical and nonlinear features in the data play a major role.

Through the comparison of predicted results, the
combined model we constructed in Section 3 is the best one
for this type of predicting problem.

4.5. Error Analyses. To further illustrate the validity of the
combined model, we conduct error analysis for the three
prediction models in this paper. The corresponding root
means square error (RMSE) and means absolute error
(MAE) under the three methods are discussed, which are
calculated as follows:
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TaBLE 3: RMSE and MAE of three prediction methods.

. RMSE MAE
Equipment . .
ARMA ARMA + BP Combined model ARMA ARMA + BP Combined model
LCD 1.1365 0.8416 0.6770 0.8751 0.6251 0.4583
CPU 1.3693 0.9128 0.7905 0.9583 0.5833 0.5416
DCPS 1.7440 1.5679 1.1902 1.4583 1.2916 0.9167

where x, and x, denote the predicted and true values, re-
1 g 2 spectively. If the RMSE and MAE of a certain algorithm are

E=1\|- ) —x. ()], p ¥ g
RMS n Z‘ [x“ (@)=, (1)] smaller, it means that the algorithm is more effective. The
(9)  RMSEs and MAEs of the three prediction models are shown

; in Table 3.
MAE = 1 Z x, (i) - x, (i) |’ From Table 3, it is known that the RMSE and MAE based
n&he r on the combined model are both minimal, which further

illustrates the effectiveness of the combined model.
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5. Conclusions and Prospect

According to the prediction results and their comparison,
the data of defect elimination records have certain periodic
characteristics, linear autocorrelation, and nonlinear rela-
tionship, so extraction of the periodic characteristics via the
Fourier series is a key step. The ARMA model does its work
in processing the linear autocorrelation, and this is the main
part of the forecasting results. The BP neural network model
fully exploits the nonlinear relationship of the data, and its
purpose is to improve the prediction accuracy. Three dif-
ferent methods take full advantage of their respective
strengths and make the combined model perform well.

The combined model was used in inventory forecasting
for three different devices at the same time, and all of them
demonstrated good forecasting results, which indicate that
this model has some strong portability and stability. The
analysis of the forecasting results also shows that the model
has some advantages over the single model or two models in
forecasting.

The combined model used in this paper embodies three
practical applications: the first is the accurate calculation,
high portability, and stability; the second is to improve
inventory management capability and save inventory cost
and storage space; the third is the ideas in this paper that can
be generalized to another field, such as the primary
equipment of power system.

For electric power enterprises, the problem of predicting
inventory of equipment without monitoring devices has a
high practical value, and subsequent research efforts can add
more influencing factors, such as product batches, idle time,
and extreme weather conditions, but data on these influ-
encing factors are currently unavailable. Under the many
factors, we can reconstruct the prediction model and choose
the remaining useful life (RUL) [31, 32] of the equipment as
the main influence variable while considering the life-cycle
costing (LCC) [23, 33] of the equipment to achieve a more
accurate prediction of the equipment inventory, which is
more conducive to the operation and maintenance of relay
protection equipment, as well as reducing inventory
expenditures.
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To solve the insufficient frequency regulation capacity and inertia of the power system caused by the increase of grid-connected
wind capacity, a combined wind-storage frequency regulation control strategy considering the optimized intervals of the energy
storage system is proposed. This article selects the joint frequency regulation of wind turbine overspeed control and energy storage
virtual synchronous control, and virtual synchronous control is used as the upper-level control of the entire wind-storage system.
In the process of frequency modulation, the output power of wind turbine and energy storage is reasonably distributed through
the upper control. On this basis, to ensure the long-term and stable operation of energy storage, the state of charge (SOC) partition
principle of energy storage is set up, which is divided into different areas according to the size of the SOC, and the output of the
energy storage device is adjusted according to the divided regions. The results of simulation analysis and verification show that the
proposed strategy provides additional frequency regulation capacity and inertia during the frequency variation and greatly
improves the frequency stability. Besides, the SOC zoning principle ensures the stable operation of the energy storage.

1. Introduction

With the national “30.60” dual carbon goal, clean energy
recycled, such as solar, wind, thermal, and kinetic energy,
has gradually attracted attention [1]. Therefore, new energy
power generation represented by wind power generation has
developed rapidly. Wind power generation usually does not
have inertial response and frequency regulation capabilities,
and it cannot participate in frequency adjustment when the
frequency of the power system changes [2]. As the pene-
tration rate of wind power generation in the power system
continues to increase, the capacity and output of conven-
tional thermal power units in the power grid are remarkably
compressed, reducing the inertia and reserve capacity of the
system [3]. It is necessary to extensively increase the fre-
quency regulation resources of the power grid and enhance
the safe operation level of the power grid under the

increasing penetration rate of renewable energy. According
to GB/T19963-2011 “Technical Regulations for Wind Farm
Access to Power System,” wind farms should follow the DL/
T104 criteria and have the ability to participate in power
system frequency regulation, peak regulation, and backup
[4].

With the rapid development of energy storage, there are
many types of energy storage, including battery, super-
capacitors, flywheel energy storage, and compressed air
energy storage. At present, there are some new energy
storage materials [5] and devices, such as integrated energy
storage systems based on triboelectric nanogenerator [6-8],
magnesium-decorated carbon nitride (g-C3N4) [9], and
inorganic dielectric materials [10]. In summary, the current
development of energy storage is rapid. The energy storage
system has precise, fast, and flexible power response capa-
bilities [11], and it is suitable for joint deployment with wind


mailto:19504010494@stumail.sdut.edu.cn
https://orcid.org/0000-0001-8607-6855
https://orcid.org/0000-0002-4002-3325
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6872799

farms. On the one hand, energy storage participates in wind
power peak adjustment. It can reduce wind curtailment and
improve the level of wind power consumption. On the other
hand, it enhances the controllability of wind farm output
through real-time charge and discharges power control. It
can actively contribute to power grid frequency regulation.
Also, it provides a solid guarantee for the construction of
safe and stable operation of a new power system with energy
as the main object [12]. The joint frequency regulation of
wind-storage systems requires a fast and real-time response
to the power grid frequency anomalies, which poses a
challenge to the real-time joint operation control method of
wind farms and energy storage systems. Considering the
maximum energy capture capabilities of wind turbines,
associated power response capabilities, and the safe and
effective operation of energy storage systems has been a
prevalent concern in problem solving in recent years and is a
critical issue that requires an urgent solution.

For the joint frequency regulation control of wind power
generation and energy storage, Miao et al. [13] proposed the
combined energy storage with the frequency regulation
strategy of wind power to cater to the slow response of wind
turbine pitch angle according to the fast response of energy
storage. However, the combined wind and storage system
cannot provide additional inertia but additional power during
frequency regulation. Yan et al. [14] proposed a strategy for
energy storage compensating system inertia. The energy
storage is linked in parallel to the wind farm’s outlet to
compensate for the wind farm’s inertia dynamically. The en-
ergy storage can output additional inertia and capacity during
frequency regulation. However, it dramatically increases the
configuration requirements for energy storage because the
wind turbine does not participate in frequency regulation.

There are power and electricity limitations when energy
storage participates in frequency regulation. At present, the
monitoring of energy storage SOC has been very accurate
[15, 16]. Therefore, it is necessary to reasonably allocate the
power and set its charging and discharging strategy
according to the SOC of energy storage, which ensures the
safe operation of the energy storage system. Liu et al. [17]
proposed a wind-storage coordinated frequency regulation
control strategy, which considered the power distribution
between the wind turbine and the energy storage when the
wind-storage combined frequency regulation. However,
they did not consider the SOC of the energy storage during
frequency regulation, which may cause overcharge and
overdischarge of energy storage. In order to ensure the safe
operation of energy storage, Liu et al. [18] reviewed the
remaining useful life prediction and state-of-charge esti-
mation of supercapacitors. Aiming at the problem of SOC
during frequency regulation of energy storage, some authors
[19, 20] proposed the upper and lower limits of the energy
storage SOC during frequency regulation to avoid over-
charge and overdischarge of energy storage. However, it
does not consider the problem of energy storage SOC re-
covery when the system is in a steady state. It will be un-
favorable for energy storage to participate in the subsequent
frequency regulation if SOC is too high or too low after
frequency regulation.
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A combined frequency regulation control method for
wind power generation and energy storage with the safe
operation of an energy storage system is proposed in this
article. The wind turbine adopts overspeed control, and
the energy storage uses virtual synchronization control.
The entire wind-storage combined system has the same
frequency regulation characteristics as the conventional
synchronous generator. According to the definition of
energy storage virtual synchronization, it is used as the
upper-level control of the wind-storage combined system
as a whole. It provides extra inertia and frequency reg-
ulation reserve capacity when the frequency changes,
which can effectively improve the frequency stability of
the system and reasonably distribute the output of wind
turbine and energy storage during frequency regulation
through the upper layer control. Therefore, the energy
storage SOC is divided into distinct frequency regulation
areas, early warning areas, and forbidden areas. The en-
ergy storage stops working in prohibited areas. The safe
operation level of the energy storage system is improved
by dynamically adjusting the frequency regulation coef-
ficient control of the energy storage system when it is in
the early warning area. Moreover, the SOC recovery of the
energy storage in a steady state is considered, which
ensures the long-term operation of the energy storage
system. Besides, the feasibility and effectiveness of the
wind-storage combined frequency regulation control
method considering the safe operation of energy storage is
verified by simulation.

2. Wind Turbine and Energy Storage Frequency
Regulation Control Strategy

2.1. Wind Turbine Overspeed Load Reduction Control.
The output of the wind turbine is related to the pitch angle,
rotor speed, wind speed, and other factors. The output
characteristics of the wind turbine are as follows:

P, = %cp (A, B)prR*Y’, (1)
where C, is the wind energy utilization coefficient, v is the
wind speed, R is the blade radius, w is the rotational angular
velocity of the blade, and 3 is the blade pitch angle. In order to
facilitate the analysis of the characteristics, the tip speed ratio
A is defined, that is, the ratio of the tip speed to the wind speed.
There is a relation between the power coefficient Cp, the pitch
angle 3, and the tip speed ratio A, which is given as follows:
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The normal operation of wind power generation usually
adopts the maximum power point tracking (MPPT) control
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strategy, which cannot address additional spare capacity to
participate in the adjustment of the power system frequency,
which makes the power system stability problem more se-
rious. Suppose the wind turbine adopts the method of
tracking the suboptimal power during operation and re-
serves a part of the reserve capacity. In that case, the wind
turbine can participate in the frequency adjustment of the
power system. Reservation strategies for wind turbine spare
capacity include pitch angle control and overspeed control
[21]. The response speed of the pitch angle control is slow,
and the frequent change of the pitch angle will seriously
affect the service life of the wind turbine. Therefore, the wind
turbine adopts overspeed control in this study.

The overspeed control makes the wind turbine run under
suboptimal power by controlling the size of the rotational
speed. It can set aside a part of the spare capacity to par-
ticipate in the frequency adjustment. The principle of wind
turbine overspeed control is shown in Figure 1.

In Figure 1, line A is the power curve under the MPPT
operating state, and line B is the power curve under over-
speed control. When the wind turbine runs in the form of A,
the wind turbine produce outputs the maximum power is P,
and the rotational speed is w,. The wind turbine rotates to wy,
through the overspeed and load reduction control. The wind
turbine output power is Py, which can set aside a part of the
spare capacity to participate in system frequency adjustment.
The power of load shedding is given as follows:

AP, = d%P =P, - P, (3)

where AP, is the power reserved by the wind turbine, and d%
is the load shedding rate. Wind turbines participate in grid
frequency regulation by reserving reserve capacity, which
reduces the installed energy storage capacity of wind farms.
The control strategy of wind turbine overspeed load re-
duction and frequency regulation is shown in Figure 2.

In Figure 2, K,, is the set frequency regulation coeflicient
of the wind turbine, and APy is the power emitted by the
wind turbine during frequency regulation.

2.2. Virtual Synchronization Control Strategy of Energy
Storage System. The traditional generator realizes frequency
adjustment through inertial response and primary frequency
regulation when the power system’s frequency changes. The
change of the power system frequency is related to the
system inertia, and the power system inertia can be
expressed as the property of changing the frequency change
by the kinetic energy stored in the rotor of the synchronous
generator. When the frequency changes, the equation of
motion of the synchronous motor rotor is given as

AP =]—,
J dt
(4)
w
/= o7
where AP is the difference between mechanical and elec-

tromagnetic power, J is the moment of inertia, w is the rotor
angular velocity, and f is the system frequency.
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FIGURE 2: Wind turbine overspeed load reduction and frequency
regulation strategy.

With the rapid development of energy storage, energy
storage participates in the system’s frequency regulation, and
it provides a solid guarantee for the safe and stable operation
of the system [22]. The virtual synchronous control of energy
storage simulates the characteristics of traditional generators
by adding virtual inertia and virtual droop coefficient to the
energy storage control strategy [23]. It can provide addi-
tional capacity and inertia to slow down the rate of frequency
drop when the frequency changes. The frequency regulation
control strategy is shown in Figure 3.

The power generated by the energy storage system
during frequency regulation is given as

df
APg, = -K jAf- Jagp (5)

where K is the virtual droop coefficient, J; is the virtual
inertia coeflicient, and APy, is the output power.

3. Combined Frequency Regulation Control
Strategy of Wind Power Generation and
Energy Storage under the Optimal
Operation of Energy Storage

3.1. Frequency Regulation Control Strategy of Wind-Storage
Combined System. A combined frequency regulation con-
trol strategy for wind power generation and energy storage is
proposed for solving the insufficient inertial capacity and
frequency regulation capacity in high renewable energy
penetration power grids. The structure of the wind power
generation and energy storage combined system is shown in
Figure 4.
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FIGURE 4: Combined system of wind power generation and energy storage.

It can be seen from Figure 4 that the combined wind
power generation and energy storage system is mainly
composed of doubly-fed wind turbines, energy storage
systems, loads, and grid-equivalent frequency-modulated
synchronous generators. The energy storage system is
configured at the grid connection point of the wind farm.
Compared with the configuration on the DC side of the
turbines, the first-level energy exchange is reduced, the
economy is better, and it is easy to control centrally [24].
Wind power generation and energy storage provide output
power to the grid through their respective converters in a
combined wind power generation and energy storage sys-
tem. The wind turbine and energy storage simultaneously
adjust and respond to grid frequency anomalies when the
grid frequency changes.

The slow response cannot fully exert the frequency
regulation capability of wind turbines, although the strategy
of wind turbines improves the effectiveness of frequency
regulation [25]. The energy storage system has the charac-
teristics, such as being fast, flexible, and stable, in frequency
regulation. A certain amount of energy storage is arranged in
the wind farm to assist the wind turbine in participating in
the frequency regulation. Only relying on energy storage to
undertake the task of frequency regulation of wind farms in
the process of frequency regulation will inevitably lead to
large energy storage capacity, high cost, and poor economic
benefits for wind farms. Therefore, combining the energy
storage and the wind turbine is necessary to participate in
the frequency regulation and achieve complementary ad-
vantages. Wind farms will better participate in system fre-
quency regulation.

For a power system with # traditional synchronous
motors, the equivalent inertia constant Hy, [26] is given as
follows:

Y HS;
H,, = 2550 (6)
sys

where S, is the total capacity of the system and H; and S; are
the inertia constant and capacity of the i-th traditional
synchronous motor. According to formula (6), the capacity
of the traditional synchronous motor decreases, the
equivalent inertia of the system decreases as the installed
capacity of the wind turbines in the system increases. The
relationship between the equivalent inertia constant of the
power system and the initial frequency change rate can be
deduced as follows:

2H,y, df _ AP
fN dt Ssys

where fy is the rated frequency.

The joint frequency regulation of wind power generation
and energy storage is usually controlled separately by the
wind turbine and energy storage. In this article, according to
the definition of virtual synchronous control of energy
storage, the virtual synchronous control as the upper-level
control of the entire wind power generation and energy
storage system due to the difference in response time be-
tween the wind turbine and the energy storage, it may cause
frequency oscillation. It is used to calculate the power re-
quired by the entire wind power generation and energy
storage combined system during frequency adjustment. It

) (7)
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then distributes it to the wind turbine and energy storage in
real time. The combined frequency regulation strategy of
wind power generation and energy storage is shown in
Figure 5:

According to Figure 5, the combined frequency regu-
lation control of wind power generation and energy storage
includes wind power generation and energy storage com-
bined system layer, wind farm layer, and energy storage
system layer. The upper control adopts virtual droop and
virtual inertia control by taking the entire wind-storage joint
frequency modulation as a system. The whole of the wind-
storage combined system has the same frequency regulation
characteristics as the traditional generator set. It can provide
additional inertia to delay the transient frequency change
and provide additional capacity to participate in the fre-
quency regulation of the power system. The deviation co-
efficient of the wind turbine can simulate the primary
frequency regulation ability of the synchronous generator,
but it does not have the ability of the inertial response. The
output power of the energy storage is the difference between
the frequency regulation power output by the upper-level
control and the power output by the primary frequency
regulation of the wind turbine. Therefore, the energy storage
can provide the inertia adjustment part and the shortage of
the frequency regulation capacity of the wind turbine.

The expression of the output power required for the
frequency regulation of the combined wind power gener-
ation and energy storage system is as follows:

d
APy s=-K-Af +(—K,d—{>, (8)
APy, = -K Af, 9)
APg = K, (APy,5 — APy), (10)

where APy ,s is the power generated by wind power
generation and energy storage during frequency regulation;
K and Kj are the virtual droop coefficient and virtual inertia
coeflicient of the entire wind power generation and energy
storage system; K, is the energy storage constraints fre-
quency regulation factor.

The upper-level control of the wind power generation
and energy storage system adopts virtual synchronous
control. The inertia constant Hyy , s of the joint system as a
whole can be deduced as

f
Hyyys =50 # K. (11)

By adding virtual inertia, the total equivalent inertia
constant Hgys of the system can be expressed as

_ ZL H;S; + Y Hy sSws
sys T S >
sys

H (12)

where Sy ;s is the rated capacity of the combined wind
power generation and energy storage system. According to

the above equation, it can be seen that the equivalent inertia
of the entire power system can be provided by adding virtual
inertia to the whole wind power generation and energy
storage system.

In order to ensure the superiority of the frequency
regulation of the wind-storage combined system in the
process of frequency regulation, the wind-storage integrated
approach needs to generate additional power when the
system frequency decreases. At this time, the frequency
regulation coefficient of the wind farm is increased so that
the wind turbine can provide more power and improve the
utilization rate of wind energy. The combined system of
wind power generation and energy storage needs to reduce
the output power when the frequency increases. At this time,
the adjustment coefficient of the wind farm is reduced, and
the energy storage system absorbs extra power as much as
possible to avoid the low utilization rate of wind energy. The
power allocation flow chart of the wind-storage combined
system is as follow:

According to Figure 6, the wind power generation and
energy storage combined system layer respond first when the
frequency fluctuation of the system crosses the dead zone.
When the frequency changes, it calculates the power re-
quired by the wind power generation and energy storage
combined system. If the load shedding power of the wind
turbine is greater than the power required for droop control
in the wind-storage combined system when the frequency
decreases, in that case, the output power of the wind turbine
is the same as the power required for the droop control of the
wind-storage combined system. The energy storage provides
the power needed for inertia response. Assuming that the
output power required for the wind-storage combined
system is greater than that provided by the wind turbine, the
energy storage provides additional power at this time. When
the frequency rises, if the power required to be reduced by
the wind-storage combined system is greater than the power
that the energy storage can absorb, the excess power will be
absorbed by the wind turbine. If the power required to be
reduced by the wind-storage combined system is less than
the power that the energy storage can absorb, the wind
turbine will not work at this time.

3.2. The Principle of Energy Storage Optimization Operation
Interval Partition. The combined system of wind power
generation and energy storage needs to consider the SOC
constraint of energy storage in the actual operation [27]. The
output power is related to the frequency change because the
energy storage uses virtual synchronous control when it
participates in frequency regulation. The SOC may exceed
the limit during the frequency regulation process if the
energy storage is always in the state of charging and dis-
charging. The service life of the energy storage will be af-
fected when the SOC is too large or too small
Simultaneously, the energy storage causes the SOC to be too
high or too low after frequency regulation, which is not
conducive to the energy storage for the following frequency
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FiGure 5: Combined frequency regulation strategy of wind power generation and energy storage.
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FIGURE 6: Power distribution flow chart.

regulation. To cope with this problem, we set the SOC
partition principle according to the state of the energy
storage SOC and the system’s operating condition. In the
frequency regulation state, the dead zone of the energy
storage charge and discharge is set. The energy storage SOC
is restored to the set range in the nonfrequency regulation
state to ensure the safe operation of the energy storage. The
specific SOC partition principle is shown in Figure 7.

The battery management system (BMS) is used to
measure the size of the SOC of the energy storage system
online. To prevent the overcharge or over-discharge of the
energy storage, the normal area, early warning area, and

forbidden area are set during the frequency regulation period.
Energy storage provides an early warning of insufficient
capacity during discharging when SOC <20%, and it does
not discharge when SOC <10%. Energy storage raises a
capacity overshoot warning during charging when SOC
>80%. Charging is prohibited when SOC >90%. Normal
charging and discharging of energy storage and wind power
will participate in grid frequency regulation when 20%
<SOC <80%. It is easy to cause insufficient absorption or
output power during frequency regulation to avoid the SOC
of energy storage being too large or too small before fre-
quency adjustment. Therefore, 30% <SOC <70% is set as the
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FIGURE 7: Energy storage participates in frequency regulation SOC partition. (a) Frequency adjustment period. (b) Nonfrequency regulation

period.

safety range of the nonfrequency regulation period of energy
storage. During the nonfrequency regulation period, the
energy storage will send power to the grid at this time until
the SOC drops to 70% if the SOC is too large. The power will
be absorbed from the grid until the SOC reaches 30% when
the SOC is too small. The energy storage absorbs/outputs
1 MW of power to the grid when the energy storage is set in
the nonfrequency regulation period and not within the
specified interval. The energy storage SOC can always be
within the set range, thereby ensuring energy storage’s safe
and efficient operation.

To ensure the safety of energy storage during frequency
regulation, combined with the set energy storage SOC di-
vision principle, when the energy storage provides an early

[ 0,SOC (t) < 10%,

warning of insufficient capacity or capacity overshoot, the
frequency regulation coefficient is dynamically adjusted,
thereby controlling the output power of the energy storage.

The logistic function combined with the partition
principle is used in this article to control the frequency
regulation coeflicient of the energy storage system due to the
value of the logistic function increasing exponentially in the
initial stage with reasonable continuity. It gives full play to
the frequency regulation capability of the energy storage
system and maintains the stability of the SOC. The adaptive
adjustment frequency regulation coefficient is shown in
Figure 8.

The self-adaptive frequency regulation coefficient of the
energy storage running in the discharge state is given as

0.02¢0 (SOC ()= S0C,1;,)/ (20%-S0C ;) 2

,10% < SOC (t) < 20%,

L 1, SOC (t) > 20%.

1+ 0'02<e1o(socu)fsocm.m)/(20%7socmm)/2 B 1)

(13)
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FIGURE 8: Energy storage adaptive frequency regulation coefficient.

The self-adaptive frequency regulation coefficient of the
energy storage running in the charging state is given as

[ 1,SOC (t) < 80%,

0.02¢° (SOC oy = SOC ())/ (SOC 15 —80% )/2

L 0, SOC(t) >90%,

where SOC,,i,, = 10%, SOC, ;. =90%. When SOC <10% or
SOC>90%, the energy storage exits frequency regulation.
The safe operation of the energy storage is ensured by dy-
namically modifying the frequency regulation coefficient of
the energy storage.

4. Simulation Experiment Analysis

Aiming at the joint frequency regulation strategy of wind
power generation and energy storage proposed in this article,
we consider the optimal operating range of the energy storage
system and a simulation model of the wind-storage combined
system shown in Figure 5, which is built in Matlab/Simulink
software to verify the feasibility of its control technology. The
equivalent simulated grid capacity is 200 MVA, the initial load
power is 120 MW, and the rated power of the wind farm is
50 MW and consists of 25 double-fed wind turbines with the
power of 2 MW. The wind farm operates at a fixed wind speed,
regardless of wind speed fluctuations. The wind farm reserves a
capacity of 5MW, and the adjustment coefficient K, of the
wind farm is 20 MW/Hz during normal operation. The rated
power of the energy storage system is 5 MW, the rated fre-
quency f of the system is 50 Hz, the frequency regulation
coefficient Ky of the combined wind power generation and
energy storage system is 20 MW/Hz, and the equivalent inertia
time constant is 5s.

4.1. Simulation Analysis on the Effectiveness of Combined
Frequency Regulation Strategy for Wind Power Generation
and Energy Storage. We increased the load by 20 MW at 6 S
to verify the effectiveness of the wind-storage joint frequency
regulation strategy presented in this study. Figures 9 and 10

1+ 0'02<e10 (SOC 1y =SOC (£))/ (SOC 10 —80%)/2 1)

,80% < SOC (£) < 90%, (14)

show the frequency change, wind power generation, and
energy storage output power, respectively.

According to Figures 9 and 10, the lowest frequency is
49.66 Hz when wind power and energy storage do not par-
ticipate in frequency regulation. The lowest frequency of wind
turbines alone is 49.75 Hz, which decreases the frequency drop
compared with wind power and energy storage without fre-
quency regulation. The lowest frequency is 49.76 Hz under the
combined frequency regulation strategy of wind power gen-
eration and energy storage. It can provide certain inertia and
delay the rate of frequency drop due to the virtual synchronous
control adopted by the upper-level control of the combined
frequency regulation of wind power generation and energy
storage. According to the set power distribution, the power
required for the combined frequency regulation of wind power
and energy storage is less than the output power of the wind
farm. The energy storage provides additional power needed for
an inertial response during the initial phase of the frequency
change to slow down the rate of frequency drop while the wind
farm provides additional power.

We set that the load is reduced by 20 MW at 6. Fig-
ures 11 and 12 show the frequency change, wind power
generation, and energy storage output power, respectively.

According to Figures 11 and 12, wind power generation
and energy storage do not participate in frequency regulation.
When the load is reduced, the peak frequency rises 50.34 Hz.
Wind turbines’ peak independent frequency regulation is
50.25 Hz, and the peak of combined frequency regulation of
wind power generation and energy storage is 50.24 Hz.
Moreover, the rate of frequency rise is delayed. According to
the set power distribution principle, the power required by the
entire wind-storage combined frequency regulation system is
less than the output power of the energy storage. At this time,
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the power required for frequency regulation is all issued by the
energy storage, and the wind turbine does not perform fre-
quency regulation. The wind turbine will continue to reduce
the power, and the wind energy utilization rate is too low
when wind turbines participate in frequency regulation alone.

4.2. Simulation Analysis on the Effectiveness of Frequency
Regulation Strategy considering Energy Storage Optimization
Operating Range. The effectiveness of the wind-storage
combined frequency regulation strategy in the energy
storage optimal operating range is verified. We set the initial
SOC of the energy storage to 70%. When the system reduces
the load of 20 MW at 655, the energy storage system’s output
power and SOC changes are shown in Figures 13 and 14.
It can be seen from Figures 13 and 14 that when the
frequency increases, the energy storage will absorb the
power, and the SOC of the energy storage will increase at this
time. After considering the energy storage constraint range,
the frequency regulation coefficient is fixed. Also, the energy
storage system automatically exits the frequency adjustment
when the energy storage SOC rises to 90% during the fre-
quency regulation process, which avoids the further decline
of the energy storage SOC. Suppose the adaptive droop
coefficient control is considered. In that case, the absorbed
power of the energy storage is reduced when the SOC of the
energy storage rises to the early warning range, thereby
avoiding the withdrawal of the energy storage during fre-
quency regulation, further ensuring the safe operation of the
energy storage. The energy storage provides output power to
the grid when the system frequency returns to stability. The
energy storage stops absorbing power until the energy
storage SOC rises to the set area. The energy storage SOC is
always kept within a safe range and ensures the safe oper-
ation of the energy storage. However, the energy storage
does not consider the constraint range that continues to
provide output power during frequency regulation. So that
the energy storage SOC rises to an excessively high state, and
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Figure 13: Comparison of energy storage output power under
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the SOC will not recover in the steady state, resulting in the
energy storage SOC remaining at an overly high level. In this
state, it is not conducive to the stable operation of energy
storage.

In general, the combined frequency regulation control
strategy of wind power generation and energy storage
considering the optimal operation range of energy storage
can provide the required reserve capacity and inertia when
the frequency fluctuates, and it effectively improves the
frequency stability of the power system. At the same time, it
not only avoids the overcharge and overdischarge of energy
storage in the frequency regulation state but also ensures that
the energy storage can always be located in a safe range after
considering the constraint range of energy storage. Thus, the
safe operation of the energy storage system in the wind-
storage combined system is guaranteed.

5. Conclusion

The thesis sentence proposes a unique combined frequency
regulation control method for wind power generation and
energy storage that considers the optimal operating range of
energy storage. The wind-storage combination is achieved
using the overspeed control of the fan itself and the virtual
synchronous control of the energy storage. The control has
the advantages of overspeed control and virtual synchronous
control. It can provide additional inertia and reserve ca-
pacity for the system during frequency adjustment and ef-
fectively improve the system frequency variation
characteristics by setting the upper-level control of the wind-
storage combined system to reasonably distribute the fre-
quency regulation power. At the same time, the optimal
operating range and partition principle of the energy storage
SOC is considered in the energy storage control. The energy
storage is regulated according to the divided intervals, which
avoids the phenomenon that the SOC of the energy storage
exceeds the limit during frequency regulation and controls
the energy storage. It ensures the safe operation of the energy
storage system due to the energy storage SOC always being
within a safe range. Thereby, the sustainability and effec-
tiveness of the wind-storage combined frequency regulation
system have been improved.
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A synergetic control method is proposed to improve the fault ride through capability of front-end speed regulation wind turbine
(FESRWT). In case of three-phase short-circuit fault and single-phase grounding fault, this method can accelerate the attenuation
of stator flux transient component and restrain the fluctuation of rotor speed, make generator produce large reactive power which
will provide more reactive power support for power grid, and improve the fault ride through capability of FESRWT. By dynamic
analysis of the proposed algorithm, the large range stability constraint condition satisfying the fault ride through is obtained, and
the parameter range satisfying the condition is solved by Monte Carlo method. Taking 2 MW FESRWT as an example, the control
strategy is verified and analyzed. Simulation results show that the proposed method can improve the fault ride through per-

formance of FESRWT.

1. Introduction

In recent years, wind power, as the renewable energy with
the best large-scale development conditions and commercial
development prospects, has developed rapidly. The capacity
of single units and the total installed capacity have increased
rapidly. The average annual coverage of wind power has
increased year by year. However, the access of wind power
has made power system more complicated, and the con-
tradiction with the standard of “high efficiency, reliability,
safety and grid friendly” becomes increasingly prominent
[1,2]. Power departments and relevant authoritative com-
panies in many countries around the world have formulated
technical regulations for wind farms access to power system.
It is required that wind farm can support the voltage of
system connection point under normal working conditions,
alleviate the interference caused by wind speed change to
voltage fluctuation, and ensure that the voltage of wind farm
connection point is always in a stable state. When the power
system accident or disturbance causes voltage sags at the

connection point, the wind turbine can ensure continuous
operation without off-grid within a certain voltage sag range
and time range [3-5]. Research on the fault ride through
capability of wind turbines has become a hot issue in the field
of wind power research.

At present, there are many literature on low voltage ride
through (LVRT) capability of doubly fed induction gener-
ator (DFIG) and permanent magnet direct drive wind
turbine, but there are few research on FESRWT. Aiming at
the LVRT problem of FESRWT, reference [6] determined
the control structure of the unit based on the characteristics
of FESRWT. The pitch control with LVRT function based on
gray prediction model, the variable universe fuzzy control of
hydraulic speed control system based on multigroup genetic
algorithm, and the predictive fuzzy PID control of brushless
excitation system based on gray model were, respectively,
proposed. The LVRT control of the unit was realized through
the control of three subsystems. At the same time, the dy-
namic reactive power support ability of FESRWT was dis-
cussed. Reference [7] proposed a LVRT control method
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based on the robust control of excitation system. The
nonlinear controlled object is feedback linearized by con-
structing an extended state observer. The angle of attack
deviation, angular velocity deviation, active power deviation,
and terminal voltage deviation were selected as state vari-
ables, and a robust controller for excitation system was
designed. The effectiveness of control algorithm was verified
by simulation. Reference [8] carried out a simulation based
on the operating characteristics of a 2.0 MW FESRWT,
combined with actual parameters, and analyzed the dynamic
response capability of generator’s LVRT when a short-circuit
fault occurs in power grid. Reference [9] compared and
analyzed the LVRT capability of wind farms with FESRWTs
and wind farms with DFIGs, as well as their impact on
transient stability of power grid. The transient stability of
different fault points was studied. The LVRT characteristics
of FESRWT have been studied in the above references and
some achievements have been achieved, but the high voltage
ride through (HVRT) performance of wind turbine and the
large-scale stability analysis of the system have not been
involved.

The synergetic control theory was proposed by Russian
scholar A. Kolesnikov. It could reduce the order of the
closed-loop system, simplify the design of the controller, and
make the controlled system have good steady state and
dynamic performance, as well as strong robustness [10-13].
At present, the research on synergetic control strategy of
wind turbine is attracting more and more attention. Ref-
erence [14] designed a synergetic controller for permanent
magnet direct drive wind turbine and verified the LVRT
performance. Reference [15] proposed a synergetic control
strategy of DFIG and verified the LVRT performance of the
proposed control strategy through simulation. Reference
[16] proposed a synergistic control algorithm, system sta-
bility constraints, and optimization method of control pa-
rameters for DFIG that could improve DFIG’s HVRT and
LVRT capability.

Based on the above-mentioned references, this paper
firstly establishes the mathematical model of FESRWT.
Then the synergistic control algorithm is used to realize the
fault ride through of FESRWT. The dynamic analysis of
proposed algorithm is carried out, and the large-scale
stability constraint conditions satisfying the fault ride
through are given. The Monte Carlo method is used to solve
the parameters that meet the conditions. Finally, based on
the actual operation data of FESRWT, the proposed control
strategy is verified and compared with existing control
strategy.

2. FESRWT Mathematical Model and Transient
Current Analysis

The structure of FESRWT is shown in Figure 1. Its com-
ponents include wind wheel, speed-increasing gear box,
hydraulic speed converter, and Electrically Excited Syn-
chronous Generator (EESG). The electric energy generated
by the unit is merged into power grid through transformer.

Mathematical Problems in Engineering

2.1. Mathematical Modeling of EESG. 'The 5th-order practical
mathematical model of EESG is as follows [17]:

(1) Stator voltage equation:

! n. .
ug = Eg+ Xgig —igt,,
“E"-X"i —i (1)
uq =Ly dld lqra.

(2) Voltage equation of rotor f winding:

dE’ X —X”
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(3) Voltage equation of rotor D winding:

n
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(4) Voltage equation of rotor Q winding:
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(5) Rotor motion equation:
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where u, is the stator d-axis voltage, u, is the stator
q-axis voltage, i, is the d-axis current, i, is the g-axis
current, r, is the stator A-phase winding resistance,
E/ is the motor g-axis transient electromotive force,
E, is the motor d-axis transient electromotive force,
E, is the g-axis supertransient electromotive force,
E d’ is the d-axis supertransient electromotive force,
E; is the stator excitation electromotive force, X, is
the g-axis synchronous reactance, X! is the g-axis
supertransient reactance, X, is the d-axis synchro-
nous reactance, X is the d-axis transient reactance,
X is the d-axis supertransient reactance, T is the
d-axis open-circuit transient time, T, is the d-axis
open-circuit supertransient time, T is the g-axis
open-circuit supertransient time, H is the unit in-
ertia time constant, w is the electrical angular ve-
locity, P, is the mechanical power, and P, is the
electromagnetic power. The previously mentioned
parameters are all unit values using X _; as the base
value, D is the constant damping coefficient, § is the
angle of the g-axis leading the real axis of the syn-
chronous coordinate system, and the unit is rad.

Under the conditions of ignoring the voltage sag caused
by resistance of stator winding and omitting the flux linkage
generated by damping winding current, the above param-
eters meet the following relationship [18] :

U, = E;— 1,X; (6)
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FIGURE 1: Structure diagram of FESRWT.

2.2. Transient Characteristic Analysis of EESG during Power
Grid Voltage Sag.

(1) Transient characteristics of EESG When the gener-
ator is suddenly short circuited, the current of each
stator winding will include fundamental frequency
component, frequency doubling component, and
DC component. After reaching the steady state, the
DC component and the double frequency

n ! ! !
. _EBaa (Fao Eqo NEEAN Egio)  Eqpo)
d Xy x{;' x' T(;' X

component in stator current will attenuate from its
initial value to zero; and the fundamental frequency
component will attenuate to the steady state value
[19]. Similarly, the rotor winding also contains DC
component and AC component with the same fre-
quency. After introducing the attenuation factor, the
d-axis and g-axis components of stator current are

t \%4 t
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After transformation, the A-phase current of stator
is
n
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The current in rotor winding is
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In the above equation, x/ is the armature reaction
reactance between longitudinal axis windings, x,,
and x,,, are the reactances of d-axis and g-axis of the
rotor, xp, and x, represent the reactances of D and Q
damping windings, x,, is the leakage reactance of D
damping winding, and E ) and Vy, are the in-
stantaneous no-load potential and terminal voltage
before short circuit.

(2) Based on the above analysis, taking three-phase
symmetrical ~ short-circuit and  single-phase
grounding fault of power grid as examples, the
transient characteristics of EESG are simulated and
analyzed. As shown in Figures 2 and 3, the simu-
lation waveforms are A-phase current of stator, d-
axis component of stator current, g-axis component
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FIGURE 3: Transient simulation results of EESG in case of single-phase grounding fault.

of stator current, active power output of generator,
and rotor speed in sequence. Under the normal
operation of FESRWT, the active power delivered by
generator to power grid is equal to the mechanical
power input by wind turbine, and the current in
stator winding is a symmetrical, positive-sequence

three-phase current. When a three-phase symmet-
rical short-circuit fault occurs in grid, it can be seen
from Figure 2 that the mechanical power input by
wind turbine remains unchanged, while the power
delivered by generator to grid decreases; at this time,
large excess power is generated, the rotor speed
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increases, and there is a large short-circuit current in
generator stator winding. When a single-phase
grounding fault occurs in power grid, it can be seen
from Figure 3 that the stator current contains a large
number of harmonic components, and the transient
oscillation of EESG is large during the fault.

3. Synergetic Control Strategy

By taking advantage of the system’s own nonlinearity and
the self-organization ability of open system far from the
equilibrium state, the synergetic control can stably converge
to the manifold and ensure the global asymptotic stability of
high-dimensional nonlinear system through manifold.
Therefore, in the case of power grid failure, according to the
transient characteristics of EESG, the synergetic control
strategy of excitation system is designed to make the gen-
erator work in the overexcitation state for forced excitation,
so as to increase the excitation current, prevent the generator
voltage from falling, and transmit a large amount of reactive
power to the power grid to maintain the stability of system
and realize the fault ride through control of FESRWT.

3.1. Synergetic Control Theory. Synergetic control is a state
space method proposed by Russian scholars. The design of
controller can be divided into three steps: defining macro
variables, defining manifolds, and obtaining control laws
[20, 21].

Suppose that there is an N-dimensional nonlinear system
as follows:

dx
i f(x,d,t), (10)

where x is the state vector of system, d is the control vector of
system, and t is time. Macro variables should be defined
according to control objectives and dynamic performance
indicators of system, and specific state variables should be
contained, taking macro variable y = w(x). In general, a
linear combination of state variables can be simply selected.
For systems with multiple control outputs, the same number
of macro variables needs to be defined. The system manifold
is constructed as y (x) = 0. According to the macro variable,
the control law of system is solved by the manifold, so that
the system converges from any initial state in finite time and
remains on the manifold and approaches the equilibrium
point of controlled system along the manifold.
The following equation is generally used to solve the
control law:
dy
Tty =0 (11)
where T'is a time constant, and T'> 0. T determines the time
when the macro variable converges to y(x) =0. On the
premise of system stability, the smaller T is, the faster the
dynamic response of system is. The control variable d can be
obtained from equation (11). Through d, the system con-
verges from initial state to manifold ¥ (x) = 0 to ensure that
the system operates at the equilibrium point. Because the

nonlinear model of system is used in the process of solving
the control law, the obtained control law can not only
maintain stability at each operating point but also make the
system have better dynamic characteristics.

3.2. Synergetic Control Strategy of FESRWT. The control
objective of synergetic excitation controller is to obtain
appropriate control law Ey, so that, after the grid voltage
sags, the generator terminal voltage and rotor speed can be
maintained at set values, and the power oscillation of system
can be suppressed. Combined with the mathematical model
of EESG, the macro variable can be selected as linear
combination of generator terminal voltage and rotor angular
speed deviation, as shown in the following formula:

Y= (Usref - Us) + k1 (wref - w)’ (12)

where U, and w,; are reference values of generator ter-
minal voltage and rotor angular velocity, respectively, and k,
is the coeflicient, which defines the proportional relationship
between generator terminal voltage deviation and rotor
angular velocity deviation. The goal of synergetic control is
to make the system converge to manifold y (x) = 0 after grid
voltage sags and finally reach the equilibrium point along the
manifold. By substituting formula (2), formula (5), formula
(6), and formula (12) into formula (11), the control law of the
synergetic excitation controller can be obtained:
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4. Stability Analysis of Synergetic Controller

Although the structure of synergetic control algorithm can
be determined by formula (13), appropriate control pa-
rameters should be selected to make the unit meet re-
quirements of system in normal and fault conditions of
power grid. Selecting reasonable control parameters to keep
the disturbed system stable is a high-dimensional and strong
nonlinear problem, it is very difficult to select control pa-
rameters by experience, and the system cannot be guaran-
teed to have good dynamic response characteristics [22, 23].



For FESRWT, it is necessary to not only ensure good op-
eration under normal grid voltage but also have a certain
fault ride through capability. Therefore, the normal oper-
ating state of FESRWT needs to be located in the gradually
stable attraction domain of fault ride through state.

In the analysis of dynamic system problems, the fault
ride through stability analysis of FESRW'T belongs to large-
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judge the stability of system and solve the range of control
parameters [24].

According to formulas,(l),—(6), formula (13) takes the
state variablex = [U, E,;, E;,E;, w,8]". Then, the mathe-
matical model of FESRWT can be expressed by the following
formula:

scale stability analysis. The Lyapunov direct method can be x=Ax+BI+U, (14)
used to determine the stability of FESRWT and solve the (.0
range of parameters that satisfy fault ride through stability.
Selecting the appropriate Lyapunov function is the key to
r—1 kiD—-k, T
e 0 0 0 ———0
T 2H
X,;-X) X;-Xy
0 e Ty ¢ 0 0
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Let the Lyapunov function be Taking Q = I, the P matrix is determined by formula
16).
v(x) = x! Px, (16)
(16)

v(x) = x' (-Q)x.

ATP+PA=-I (17)
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According to the relevant theorem of Lyapunov’s second
method, when FESRWT satisfies v(x,t) >0 and v (x, ) <0, it
can be judged that FESRWT is asymptotically stable in the
neighborhood of this operating point.

Due to the large number of state variables in FESRWT, it
is difficult to solve the range of control parameters by an-
alytical method to make it meet the conditions of large-scale
asymptotic stability. Therefore, the Monte Carlo method is
used to obtain the range of control parameters. Monte Carlo
method is also called computer stochastic simulation
method. The principle is to understand a system through a
large number of random samples and then obtain the value
to be calculated.

Let H be a matrix composed of control parameters; that
is, H = [h},h,,...,h,]; and divide each element in H into
intervals; that is, h; € (a;,b;), i=1,2,...,n, and g;<b;.
Monte Carlo points are taken in n-dimensional state space
region formed by h;, and different H is got. The value range
of the control parameters satisfying control requirements
can be solved by screening the points through numerical
calculation.

Taking H = [T, k,], according to the method of con-
structing Lyapunov function above, the state equation of
FESRWT is substituted into formula (16) to obtain matrix P.
The positive characterization of P is tested by Sylvester’s
criterion. The stable control parameter range of system is to
satisfy the parameter range where A is a positive definite
matrix. The solution can be obtained: T € (0.005,1) and
k, € (-120,-20). It should be noted that the range of pa-
rameters obtained is relatively conservative.

5. Simulation Verification

In order to verify the effectiveness of proposed synergetic
control strategy, a 2 MW FESRWT simulation model was
built by Matlab/Simulink software. The simulation ex-
periment of fault ride through control is carried out in the
cases of three-phase symmetrical short circuit and single-
phase grounding short circuit. The basic parameters of
FESRWT are shown in Table 1. Due to the short simu-
lation time, it can be assumed that wind speed is constant
during the fault period, and the wind speed is taken as
12.5m/s.

5.1. Analysis of Fault Ride through Characteristics When
Three-Phase Symmetrical Short-Circuit Fault Occurs. The
wind farm adopts the unit wiring method of “wind turbine-
box-type substation.” 35kV overhead lines are used to
connect the box-type substations in each group. 35kV cable is
used to connect the high-voltage side of the box-type
transformer to the 35kV overhead line. There are 2 overhead
lines to 110 kV boost substation in wind farm. Suppose that, at
t=0.3s, a three-phase symmetrical short-circuit fault occurs
on the high voltage side of transformer on one circuit of the
transmission line, and the voltage sags to 20% of the rated
voltage, lasting 625 ms; when t=0.925s, the fault is removed
and the double circuit is resumed. Simulation waveform using
synergetic control strategy is shown in Figure 4.

7
TaBLE 1: Simulation parameters table.

Parameter Value
S (MW) 2
Uger (V) 690
n (rpm) 1500
r, (pu) 0.0074
X, (pu) 1.97
X} (pu) 015
X (pu) 0.125
X, (pu) 0.823
Xq’ (pu) 0.186
Ty () 2.757
T (s) 0.013
Tq(;’ (s) 0.212
H (Pu) 0.14
D (Pu) 0.02056

The technical regulations of wind farm access to the
power system require that when the voltage at the grid
connection point sags to 20% of nominal voltage, the wind
turbine in the wind farm shall ensure the continuous
operation of 625 ms without off-grid. When the voltage of
wind farm connection point can be restored to 90% of
nominal voltage within 2 s after falling, the wind turbines
in wind farm are guaranteed not to be off-grid and run
continuously. It can be seen from Figures 4(a)—(f) that the
synergetic control strategy adopted in this paper can make
wind turbines meet the requirements of grid connection.
In [7], the robust control strategy was used to carry out the
simulation under the above working conditions. Com-
pared with the robust control strategy, the average value of
reactive current during the fault period increases from
1.9pu to 3.07pu, and the generator sends out large reactive
power, which can provide more reactive power support to
the power grid and is more conducive to the voltage
recovery of the power grid. The active power transition
time of the generator is reduced from 1.9s to 1.6s, and the
oscillation amplitude is small. The maximum speed of the
generator is reduced from 1.06pu to 1.017pu. It can be
seen that the synergetic control strategy can restore
FESRWT to normal operation state more quickly and
provide reactive power support to power grid in time
after the three-phase symmetrical short-circuit fault is
cleared.

5.2. Analysis of Fault Ride through Characteristics under
Single-Phase Grounding Fault. Suppose that, at t=0.3s, a
single-phase grounding fault occurs on a loop of the
transmission line on the high voltage side of the transformer,
the voltage sags to 40% of rated voltage, and the fault is
removed at t=0.925s. The simulation waveform of syner-
getic control strategy is shown in Figure 5. It can be seen
from Figures 5(a)-5(f) that the synergetic control strategy
adopted in this paper can make wind turbines meet the
requirements of grid connection. Reference [7] used a robust
control strategy to carry out the simulation under the above
conditions. Compared with robust control strategy, al-
though the short-circuit current in three-phase winding of
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FIGURE 4: Fault ride through characteristics of FESRWT under three-phase symmetrical short-circuit fault. (a) Voltage at grid con-
nection. (b) d-axis component of stator current. (c) g-axis component of stator current. (d) Output active power. (e) Output reactive

power. (f) Mechanical rotor speed.
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F1GURe 5: Fault ride through characteristics of FESRWT during single-phase ground fault. (a) Voltage at grid connection. (b) d-axis
component of stator current. (c) g-axis component of stator current. (d) Output active power. (e) Output reactive power. (f) Mechanical

rotor speed. (g) Stator current Ia.

stator increases, the oscillation amplitude and transition
time of active power generated by the generator and rotor
speed are shortened. The generated reactive power is greatly
increased. It is realized that wind turbines can operate
without off-grid when a single-phase grounding short-cir-
cuit fault occurs.

6. Conclusion

Combined with the characteristics of FESRWT, this paper
analyzes the transient characteristics of d-axis and g-axis
components of stator current, active power, reactive power,
and rotor speed of EESG in case of power grid fault, and a
fault ride through method for the synergetic control of
excitation system is proposed. The simulation verification
is carried out in the case of three-phase symmetrical short
circuit and single-phase grounding short circuit, respec-
tively. The simulation results show that the synergetic
control strategy proposed in this paper can greatly increase
the fault ride through capability of FESRWT, and the
control effect is better than that of the robust control
method used in the existing reference.

This paper mainly studies the fault ride through control of
FESRWT and has achieved certain results, but there are still
some problems that have not been deeply understood and
studied, which need to be considered and improved: (1) more
detailed analysis and more accurate modeling of the excitation
system of synchronous generator and (2) further optimization
of synergetic control parameters.
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Lithium battery state of health (SOH) is a key parameter to characterize the actual battery life. SOH cannot be directly measured.
In order to further improve the accuracy of SOH estimation of lithium batteries, a model combining incremental capacity analysis
(ICA) and bidirectional long- and short-term memory (Bi-LSTM) neural networks based on health characteristic parameters is
proposed to predict the SOH of lithium-ion batteries. First, the health characteristic parameters are initially selected from the
lithium battery charging curve, and the health characteristics are extracted by the Pearson correlation coefficient, including the
charging time of constant current, charging time of constant voltage, voltage change rate from 300 s to 1000 s, 200s of voltage per
cycle at a time. Second, ICA was used to deeply mine the deep associations related to SOH and the peaks of IC curves and their
corresponding voltages were extracted as additional inputs to the model. Then, Bi-LSTM is used to form a combined SOH
estimation model through adaptive weighting factors. Finally, the verification is based on the 5th battery parameters of the NASA
lithium battery data set. The experimental results show that the proposed combined model reduces the mean square error by
55.17%, 49.28%, and 41.47%, respectively, compared with single models such as BP neural network (BPNN), LSTM, and gated

recurrent neural network (GRU).

1. Introduction

With the increasingly serious energy crisis and environ-
mental problems [1-3], the demand for energy is increasing
[4]. In order to reduce carbon emissions and fossil energy
consumption [5], various industries are actively promoting
the development of the energy and power industry [6], such
as lithium-ion batteries [7] and supercapacitors [8, 9].
Lithium-ion batteries have become the preferred battery
type for electric vehicles, mobile phones, power grids, and
other application scenarios due to their high energy density
[10], high output voltage, no memory effect, low self-dis-
charge rate, and long service life [11]. However, the aging
phenomenon of Li-ion batteries is inevitable, and battery
degradation is a complex combination of internal reactions
and external environment [12, 13]. The most significant
process of external performance is the reduction of battery

capacity [14]. As an indicator of battery deterioration, SOH
is a key indicator to characterize battery aging. It is generally
believed that when SOH is reduced to 70%, the battery
reaches the end of its life [15]. Its SOH is not clearly defined
[16]. It is generally believed that the SOH of a lithium-ion
battery can be calculated by the ratio of the current maxi-
mum capacity to the initial capacity. The mathematical
formula is as follows:
C

SOH=C—t. (1)
0

SOH cannot be directly obtained through measurement
equipment [17]. Therefore, how to accurately evaluate the
battery aging of real vehicles under complex and variable
operating conditions has become a core step in battery

management [18]. At present, the prediction methods of
lithium-ion batteries mainly include model-driven methods
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and data-driven methods. The model-driven method is
mainly based on the complex internal physical model of the
lithium-ion battery [19], which is partially established based
on experience and is transformed into a mathematical
problem, and the degradation process of the lithium-ion
battery is represented by the method of learning modeling
[20], such as the Kalman filter method [21] and particle filter
method [22]. For example, Wang et al. used the Kalman filter
to estimate the SOC of lithium-ion battery energy system
[23], Gholizade-Narm and Charkhgard used a square-root
unscented Kalman filter to estimate the SOC of lithium-ion
batteries [24]. Hua et al. solved simultaneous unknown input
and state estimation for the linear system with a rank-de-
ficient distribution matrix using specific recursive steps of
the corresponding filters [25, 26].

With the advent of the era of big data, thanks to the
powerful computing power and robustness of computers,
data-driven machine learning (ML) [27] and deep learning
(DL) have increasingly become important tools. For ex-
ample, Cui et al. reviewed the use of deep learning for real-
time prediction of SOC of lithium-ion batteries [28], such as
artificial neural network (ANN) [29] and support vector
machine (SVM) [30]. For example, Liu et al. used the SVM
model to predict the state of health of lithium-ion batteries
[31], LSTM, etc. Zhou et al. used LSTM to predict the
remaining useful life of supercapacitors [32]. Data-driven
machine learning methods have the following
characteristics:

(1) There is no need to know too much about the in-
ternal mechanism of the target, and it is necessary to
extract features that are highly correlated with the
results.

(2) General ML and DL need a large amount of data as
support. As a method that does not require the es-
tablishment of an internal mechanism model, a small
amount of data alone cannot support ML for ac-
curate model establishment.

(3) The quality of data is generally considered to be the
reason that hinders ML from further improving the
prediction accuracy. Due to unavoidable factors in
actual measurement, the data are full of noise, which
will seriously limit the offline training of ML models.

Among various data-driven methods, neural networks
have received extensive attention in the field of battery life
prediction due to their advantages of deeply mining non-
linear relationships between data. Among them, the long
short-term memory network solves the gradient disap-
pearance and gradient explosion problems of the recurrent
neural network (RNN) itself and has achieved relatively
good results in the field of battery life prediction, but the
generalization ability of the data-driven method of a single
model is limited. At the same time, its accuracy and ro-
bustness are still not high.

In order to further improve the SOH prediction accuracy
of lithium-ion batteries, this study proposes a combined
estimation method of ICA-Bi-LSTM based on ICA. Firstly,
the health characteristic parameters are extracted from the
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voltage, current, and time of the battery charging stage by
using the Pearson correlation coefficient. Then, the local
features of the input parameters are extracted by ICA [16],
the local features are transferred to LSTM in a time-series
manner, and the ICA-Bi-LSTM fusion model is constructed
to deeply mine the potential relationship between healthy
features and SOH. The multimodel combined prediction
model is constructed by adaptive weights to achieve accurate
prediction of lithium battery SOH.

2. Battery Data and Health Feature Extraction

2.1. Battery Data Source. This study uses the NASA lithium
battery data set to study the state of health of the battery [33].
Based on the parameters of the 5th, 6th, 7th, and 18th
batteries, the influence of battery aging on the internal
parameters of the battery at room temperature and 24°C was
observed. The main parameters include charging voltage,
charging current, and charging time. The charging process of
these four sets of batteries includes two stages: constant
current charging and constant voltage charging, that is, first
charging in the constant current mode of 1.5A until the
rated voltage of 4.2V is reached and then charging in the
constant voltage charge mode until the current drops to
20 mA. The charging voltage and charging current curves of
the battery are shown in Figure 1.

2.2. Health Feature Extraction. Among the four groups of
batteries in the NASA battery data set, since only one current
maximum capacity value is given for each charge-discharge
cycle, the extraction of the health features in this study is
performed in units of each cycle. On this basis, with B0005 as
the example, a lithium-ion battery reaches the end of its life
after a total of 166 cycles.

As the aging degree of the battery increases, the maxi-
mum capacity of the battery will inevitably decrease. Cor-
respondingly, the constant current charging mode time will
decrease and the constant voltage charging time will
gradually increase. The temperature of the battery is also an
important measure, but since this dataset does not give
rigorous battery internal temperature and lacks correlation
with capacity fading, temperature features are not collected.
In addition, the electrochemical reaction rate and the change
of the internal resistance of the battery are considered
important indicators to reflect the SOH of the battery, but
these two items are not considered due to the lack of
measurement devices in practical applications and their
poor applicability.

Therefore, the health features to be extracted in this
study include constant current charging time T',,, constant
voltage charging time Ty,,, voltage change rate AV, from
300s to 1000s, and voltage V,,, at 200s.

In order to quantify the degree of correlation between
the health features proposed above and the SOH of lithium-
ion batteries, the statistical Pearson correlation coeflicient
was used to calculate the correlation coefficient between each
feature and the SOH. Its calculation formula and calculation
results are shown in the following formula (Table 1):
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C,(X,Y)  E((X-EX)(Y - EY))

Po = BOVD®  DXvbm 2

Among them, E is the mathematical expectation, D is
the variance, and the root of D is the standard deviation,
E((X — EX)(Y — EY)) is called the covariance of random
variables X and Y and the difference between the two
variables. The quotient of covariance and standard de-
viation is called the correlation coefficient p,,, of random
variables X and Y.

The larger the absolute value of the Pearson correla-
tion coeflicient is, the higher the correlation between the
two is. If the correlation coefficient is greater than 0, it
means that the feature is positively correlated with the
current capacity of the battery and vice versa. The char-
acteristics with the correlation coefficient are greater than
0.95, that is, the charging duration T;,, of the constant
current and the voltage V,, at the 200 s time are selected
as the input parameters for the SOH prediction of the
lithium-ion battery.

3. Incremental Capacity Analysis

ICA deeply excavated and quantitatively analyzed the
relationship between the voltage and the capacity of the
lithium-ion battery during the charging and discharging
process [34]. During the charging process of a lithium-ion
battery, the open-circuit voltage (OCV) has a relatively
level section during the rising process. In this section, as
the charged power increases, the internal voltage of the
battery changes slowly, which is called a voltage plateau.
This is because the internal chemical reaction of the
lithium-ion battery reaches a relatively balanced state
during the charging and discharging process. As the
number of cycles increases, the voltage plateau gradually
shifts upward. As a unique electrochemical phenomenon
of lithium-ion batteries, the change of the voltage plateau
is very gentle and the amplitude is small, which is not
conducive to quantitative analysis. ICA is shown by the
following formulas:

TABLE 1: Pearson correlation coefficient results.

Health indicators T Ty AV, Voo

Pearson coefficient 0.959363 —0.354834 0.419258 -0.973505

m

aQ _ Qt — Qt—l

v Vv,-v,_’ )
t

Q= JOI dt. (4)

Among them, Q, is the electricity at time ¢, V, is the
voltage at time ¢, and I, is the current at time t.

Through the conversion of the above formula, the flat
area on the voltage platform curve is converted into the peak
point on the capacity increment (IC) curve, that is, the
maximum point of the slope of the QV curve, so that the
change of the voltage platform can be intuitively reflected,
and intuitively, the relationship between the external
characteristics of the battery and the chemical reaction
characteristics inside the battery is used to predict the battery
SOH.

Since the NASA data set does not give the real-time
capacity change value of each cycle, in the constant current
charging mode, since the current is almost unchanged, the
time difference is used to replace the capacity change as
shown in the following formulas:

AQ=1It, -1, t,, = I(tt - tt—l) > (5)
d ty—t

_Q =0 1 7 (6)
av. Vv,-V,,

Among them, I is the current constant 1.5A of the
constant current mode.

The grey curve in Figure 2 is the IC curve directly drawn
from the original sampling data. It can be seen that the curve
is noisy, and the basic characteristics of the curve cannot be
directly identified, so the curve needs to be denoised. The
Savitzky—Gola (S-G) filter is used here, which is a filtering
method based on local polynomial least-squares fitting in the
time domain. The biggest feature of this filter is that it can
ensure that the shape and width of the signal remain un-
changed while filtering out noise improving the smoothness
of the curve, and reducing the interference of noise. It varies
with the selected window width and can meet different
occasions on demand.

After filtering, as shown in the red curve in Figure 2, the
curve becomes smooth after noise reduction, and there are
three obvious peak points. The last two points can be regarded
as a peak point due to the characteristics of the selected lithium-
ion battery. Voltage plateau characteristics are converted to IC
curves. In this way, the relationship between the external
characteristics of the battery and its internal electrochemical
characteristics can be established more intuitively.

As shown in Figure 3, the number in the legend represents
the number of cycles. It can be seen that with the continuous
progress of the cycle, the peak value of the IC curve gradually
decreases, and the voltage value corresponding to the peak
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point gradually increases. This is because the chemical re-
action inside the battery changes due to factors such as active
material and lithium-ion loss, resulting in an increase in
internal resistance and making the voltage plateau cheaper.
Therefore, the change of the peak position and peak ampli-
tude on the IC curve can reflect the process of the decline of
the state of health of the battery during the cycle, so as to
estimate the SOH of the battery (Table 2).

4, Bi-LSTM Model

LSTM is a type of RNN, which is an improvement over a
simple RNN. The parameter learning of the RNN cycle can
be learned through the back-propagation algorithm over
time, that is, the error is passed forward step by step
according to the reverse order of time. When the input
sequence is relatively long, the gradient explosion or gra-
dient disappearance problem will occur, which is also called
the long-term dependency problem. To address this issue,
gating mechanisms are introduced to improve recurrent
neural networks, namely, LSTM and GRU.
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TaBLE 2: Correlation analysis of IC curve characteristics.
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—0.966454

dQ/dV_max
0.992277

Health indicators

Pearson coefficient

Figure 4 shows the detailed internal structure of LSTM,
in which LSTM has three special network structures called
“gates” [35]. The overall combined LSTM structure can more
effectively determine the forgetting or retention of infor-
mation, specifically, as follows:

Forgetting Gate ( f,). The forgetting gate will jointly decide
which part of the memory needs to be forgotten according to
the current input x,, the state C,_; at the last moment, and the
output h,_; at the last moment. The mathematical formula is as
follows:

fi=0y(Wsx,+Uh_ +by). (7)

Among them, W represents the input matrix of the
forget gate at the current moment, U represents the
output matrix of the previous moment, b represents the
bias unit, and o0, represents the sigmoid activation
function.

Input Gate (i,). After the work of the forget gate is
over, some information is deleted and the input gate
determines which memories will enter the current state C,
according to x,, C,_;, h,_;. The mathematical formula is as
follows:

g

iy =0,(Wix, +Uh_; +b;). (8)

Output Gate (o,): After the new state C, is calculated, the
output of the current moment is generated through the output
gate according to x,, C,_,, h,_;. The mathematical formula is as
follows:

0, =0, (Wox, +Uh,_; +,). (9)

So far, the current state C, and output h, can be obtained
through the overall structure of LSTM. The mathematical
formula is as follows:

C = ft*Ct—l + it*ac (Wc +Uh,_y + bc) >

hy =0,"0,.(C,). 1o

Among them, o, represents the tanh activation
function and * represents the star multiplication, which
is the point-to-point multiplication between matrices.

Based on LSTM, Bi-LSTM is a variant that performs
better in many tasks. Since LSTM is particularly depen-
dent on order or time, disrupting the time step or re-
versing the time step will completely change the features
that LSTM extracts from the learned column, Therefore,
Bi-LSTM takes advantage of the sensitivity of LSTM to
sequence order and combines two ordinary LSTMs of
positive and negative time series to form a bidirectional
LSTM network. This makes it possible to deeply mine the
correlation between the characteristics of Li-ion batteries
and their SOH from two sequence directions. Bi-LSTM
can capture the information that may be ignored by the
one-way network.
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5. Li-Ion Battery SOH Estimation

5.1. Data Processing. In the process of measuring and
collecting battery data, due to the influence of noise from
uncontrollable factors such as environmental measurement
equipment, the measured data will inevitably have ab-
normal values. Therefore, in order to improve the accuracy
of the proposed combined model, the Boxplot method is
used to select abnormal data to further improve the po-
tential correlation of the data [36]. Among them, the
outliers are determined by quartile and interquartile range,
and the data less than Q, — 1.5, and greater than Q; +
L.51 oy are set as abnormal data, as shown in the following
formula:

(Dlmehigh) :(Ql - 1'SIQR’ Q3 + 1‘SIQR)- (11)

Among them, Dy, and Dy, are the lower and upper
boundaries of abnormal data, respectively, Q, and Q, are the
first and third quantiles of battery data, respectively, and I,z
is the interquartile range. Using this formula, combined with
the above method of determining outliers, delete abnormal
data to improve data quality.

In the deep learning algorithm, the dimensions of each
battery health feature are different [34], which will lead to a
surge in the calculation amount and gradient explosion in
the fitting process [35]. In order to improve the convergence
speed and model accuracy of the model, Z-score stan-
dardization is adopted. The mean and standard deviation of
the original data were used to standardize the data [37]. The
processed data conform to the standard normal distribution,
that is, the mean is 0 and the standard deviation is 1, as
shown in the following formula:

_X~H
==

y (12)

Among them, x and y correspond to the data before and
after normalization, y represents the mean of the original
data, and o represents the standard deviation of the original
data. The processed data are all distributed around 0, the
magnitude of the data decreases rapidly, and the values are
relatively close, which is more conducive to the progress of
deep learning.

5.2. SOH Estimation Method. The overall estimation pro-
cess of SOH is shown in Figure 5. First, the abnormal data
of the battery charging voltage, charging current, and
battery charging and discharging time are screened and
eliminated; meanwhile, the IC curve is extracted for ca-
pacity increment analysis, and relevant features are
extracted. At the same time, the health feature parameters
are extracted by the Pearson correlation coefficient and
normalized. Then, all the normalized lithium-ion battery
features are used as input to the Bi-LSTM network for
model fitting, and the output results are added first
through the adaptive weight module to finally realize the
SOH estimation.

5.3. Case Analysis. In order to verify the feasibility of the
proposed ICA-Bi-LSTM combination model for improving the
SOH estimation accuracy of lithium-ion batteries, the B0005
battery data set of the NSA data set was used as the simulation
data. The B5 battery was cycled 166 times, and the first 140
cycles of the battery were used. The periodic data are used as the
training set, and the last 21 groups are used as the test set (5 of
which have been proposed as garbage data). The parameters of
Bi-LSTM are set as follows: the time step of the input layer is 1,
the data dimension is 4, the number of neurons in the hidden
layer is 64, the maximum number of training is 175, dropout is
added as a regularization method, and its parameters are set to
0.2. In the comparison experimental group, L1 and L2 are
added to BPNN as regularization methods, and the parameters
are set to 0.1. LSTM and GRU also add a Dropout layer as a
Regularization method, and the parameter is also 0.2. Finally,
for all the methods mentioned above, the neural network
learning rate is set to 0.001 [36]. In the python simulation
environment, BP neural network, LSTM, GRU, and ICA-Bi-
LSTM are used to predict the SOH of lithium-ion batteries, and
the results are shown in Figure 6. The error of the training set is
the mean square error (MSE) between the predicted value of
the battery capacity and the actual value, as shown in the
following formula:

1
MSE =~ % (ym=0)" (13)

M=

m=1

From the analysis and comparison in Figure 6, it can be
seen that after the learning and training of the above four
algorithms, compared with the traditional BPNN, LSTM,
and GRU, the combined model of multidepth mining
features such as ICA-Bi-LSTM and bidirectional LSTM has
quite high accuracy, and it has a strong generalization
ability for the test set. Although the minimum value of MSE
does not have much advantage compared to the minimum
value of other models, its smooth error like a straight line
makes the model very good in practical engineering ap-
plications. In terms of stability and refitting speed, the
advantages of bidirectional LSTM are highlighted in that
compared with other models, it can complete the fast fitting
process while ensuring considerable accuracy, and both
fitting efficiency and fitting accuracy have been exactly
guaranteed.
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TaBLE 3: Comparison of multimodel test set prediction results.
Model BPNN LSTM GRU ICA-Bi-LSTM
Average Train_MSE 0.0092094 0.0085493 0.0073294 0.0032103
Average Train_MSE + regularize 0.0087362 0.0080372 0.0076837 0.0029074
Average VAL_MSE 0.0159374 0.0103984 0.0079732 0.0050012
Average VAL_MSE + regularize 0.0101514 0.0089733 0.0077760 0.0045510

From Table 3, we can quantify the average MSE of the
training set and the average MSE of the validation set in the
SOH prediction process of lithium-ion batteries for the four
models. The fitting phenomenon is mainly caused by the
scale of the data. After comprehensively considering the
training set and the validation set MSE, ICA-Bi-LSTM still
has significant advantages. Compared with the BPNN

model, the accuracy of the ICA-Bi-LSTM model is improved
by 55.17%, the accuracy of the LSTM model is increased by
49.28%, and the accuracy of the GRU model is increased by
41.47%. Therefore, through the comparative analysis, it can
be seen that the prediction method of ICA-Bi-LSTM
mentioned by the knowledge has higher prediction effi-
ciency and accuracy.
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Due to the complex and harsh climate environment in Northwest China, the external insulation of power lines and high-speed
train are exposed to strong wind-sand environment all year round, which brings severe challenges to the external insulation design
and protection of the electric systems. Based on the theories of streamer discharge, the plate-plate electrode was taken as the
analysis object, and a theoretical physical model of the strong wind-sand dielectric discharge is established. In this model, the
analytical expressions of electron ionization coefficient and positive ion generation coefficient in a wind-sand environment are
deduced considering the combined effects of the airflow velocity, the distortion of the electric field caused by sand particles, and
the electrons captured by sand particles in the discharge process; furthermore, the streamer breakdown criterion in wind-sand
environment is proposed. Research results can provide an important theoretical basis for the quantitative calculation of the

breakdown voltage and the external insulation protection in a strong wind-sand environment.

1. Introduction

In recent years, the power system has developed rapidly,
which is the energy foundation support for the stable and
rapid development of the country [1, 2]. However, the ex-
ternal insulation of transmission lines in Northwest China is
exposed to the sandstorm environment for a long time,
which is easy to cause abnormal flashover of the outdoor
insulators and pose a serious threat to the safety and reli-
ability of the external insulation for the northwest power
grid [3, 4]. In addition, the strong wind-sand environment
caused by the high-speed train from Lanzhou to Xinjiang
running in the northwest region of China is the key factor to
induce the abnormal breakdown or flashover of the external
insulation of the train, which poses a serious threat to the
safe operation of the train [5-7]. Therefore, the investiga-
tions of gas discharge characteristics and dielectric break-
down model in strong wind-sand environment are of great
significance for external insulation design, insulation co-
ordination, and insulation protection of the electric system.

Recently, researchers have performed a lot of research on
gas discharge characteristics in wind-sand or airflow envi-
ronment. In the area of air gap breakdown in wind-sand

environment, He et al. [8] found that the breakdown voltage
of the plate-plate gap in a wind-sand environment is related
to the wind speed, gap distance, and sand concentration.
Under the condition of pure airflow, the breakdown voltage
increases with the increase of wind speed. At fixed wind
speed, the breakdown voltage decreases with the increase of
sand concentration, but the breakdown voltage-gap distance
curve is lower than that under pure airflow. The simulation
results show that the distortion of the local electric field
caused by sand particles reduces the breakdown voltage. For
the discharge of the needle-plate gap and in a wind-sand
environment, [9] found that, with the increase of wind
speed, the change trend of breakdown voltage in needle-
plate gap increases first and then decreases. The experi-
mental results of [10] showed that the breakdown voltage of
rod-rod gaps decreases with increasing wind speed in both
wind-sand and pure airflow environments, and the variation
trends of the breakdown voltage with wind speed are the
same under these two conditions. Ai Arainy et al. [11-14]
also found that the breakdown voltage of rod-rod and rod-
plate gaps in a sand dust environment is related to the gap
distance, polarity of the impulse voltage, shape of the
electrodes, and size of the sand particles. The above research
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shows that the influence of wind and sand dust on gap
breakdown voltage is closely related to electrode structure,
voltage type, airflow velocity, sand dust concentration, and
sand particles size. Besides, the distortion of the local electric
field caused by sand particles is an important factor affecting
gap discharge characteristics.

In the area of insulation flashover in a wind-sand and
airflow environment, Sima et al. [15] studied the effects of
wind speed, charge deposited on sand, and sand quality in
flashover process. The results show that the flashover voltage
of insulators increases with the increase of wind speed, and
the flashover voltage in wind-and-sand condition is lower
than that in wind-and-no-sand condition. The distortion of
the electric field caused by sand particles is the main reason
for this phenomenon. Some researchers have also studied
the influence of wind speed on flashover path and discharge
patterns of insulators in a wind-sand environment [16, 17].
Additionally, charged sand dust will also have an important
impact on insulator flashover process. Yu et al. [18] found
that charged sand particles will lead to the decrease of in-
sulator flashover voltage, and the decrease degree increases
obviously with the increase of charge amount of sand
particles.

In the area of gas-solid or gas-liquid two-phase dis-
charge, Marquard et al. [19] found that the influence of
particles on corona discharge is related to the particle
concentration. When the particle concentration is high, the
corona starting voltage increases and the corona current
decreases. By studying the corona discharge current density
of gas-solid two-phase medium with micron particles, Xu
et al. [20, 21] concluded that particles reduce the corona
current, and, with the decrease of particle size, its influence
on the corona current is more significant; that is, the smaller
size of particles and higher concentration particles are easier
to restrain the discharge process. The experimental results of
Yao et al. [22] also show that the size of particles under DC
voltage plays a decisive role in the breakdown voltage and
the choice of breakdown path of two-phase mixture. Li et al.
[23] carried out numerical simulation of rod-plate gap
streamer discharge in 50~50% SF¢/N, gas mixtures based on
ETG-FCT method and extended ETG scheme to gas dis-
charge problems. Based on the above research results, it can
be concluded that the main factor affecting the discharge of
solid/liquid particles is the serious distortion of the local
electric field in the mixture. Therefore, solving the local
electric field in the mixture has become an important
content to analyse its influence on the discharge process. In
this regard, Ye et al. [24-26] have proposed the calculation
methods of local electric field in the mixture such as dipole-
enhanced model and displaced dipole model and presented a
dielectric breakdown model for static gas-solid two-phase
mixture, but the model did not consider the influence of
airflow on discharge. Kang et al. [27-29] found that the
flowing gases have a significant impact on the discharge
process. The frequent collision between gas molecules and
electrons or ions causes the change of discharge path and
space charge, and the gas discharge model in the flowing
gases environment was established. Guo et al. [30] improved
a two-dimensional numerical model by considering the
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effect of wind velocity and wind direction on the movement
of the corona charges. However, the dielectric breakdown
process in strong wind-sand environment is the compre-
hensive effects of airflow and sand particles. How to obtain
the correlation between the discharge parameters and the
comprehensive effects of airflow or sand dust is the key to
establish the dielectric breakdown model of strong wind-
sand environment.

In this work, on the basis of streamer discharge theory,
we attempt to present a theoretical model of strong wind-
sand dielectric discharge considering the combined effects of
airflow and sand particles on the discharge process, and the
breakdown criterion for strong wind-sand dielectric dis-
charge is obtained, which can realize the quantitative cal-
culation and effective prediction of the breakdown voltage in
a strong wind-sand environment.

2. Model of Strong Wind-Sand Dielectric
Streamer Discharge

2.1. Basic Preconditions. Compared with Townsend’s dis-
charge theory, streamer discharge theory is more suitable for
higher pd value conditions and considers the significant role
of space charge in the discharge process, which is more
suitable for the construction of discharge model under the
strong wind-sand condition. According to the streamer
discharge theory, establishing the relationship between
airflow or sand particle and ionization coefficient and space
charge (positive ion generation coeflicient) is the key to
establish the model of strong wind-sand dielectric discharge
based on the streamer discharge theory.

First, in order to describe the effect of airflow or sand
particles on discharge process, we put forward the basic
preconditions for the modeling of strong wind-sand di-
electric discharge. Previous studies have shown that the
deflection of discharge path, the blowing away of some
electrons and ions, the change in gas density, distorting the
electric field, and the capture of charge caused by sand
particles are the main factors affecting dielectric discharge
process in strong wind-sand environment. Therefore, the
basic preconditions for the effects of airflow or sand particles
on discharge process are presented as follows [27, 31]:

(1) The discharge path deflects an angle along the gas
flow direction, that is, the motion path of electrons
and ions participating in the discharge deflects an
angle along the gas flow direction

(2) Some electrons and ions are blown away by the gas
flow, including the electrons and ions completely
blown away and deviated from the main discharge
path

(3) Gas is a compressible fluid; that is, the gas density
decreases with the increase of gas flow velocity

(4) The sand particles are spheres of the same size and
are evenly distributed in the electrode space

(5) An equivalent electric field is used instead of the

original electric field to consider the interaction
among sand particles
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(6) During the discharge process, the sand particles
capture some electrons or ions for charging

Based on the above six preconditions, streamer discharge
in strong wind-sand environment with horizontal airflow
velocity and short gap in uniform electric field can be de-
scribed as a physical process shown in Figure 1.

In order to explain clearly the modeling thinking of this
paper, the modeling process of strong wind-sand dielectric
streamer discharge is shown in Figure 2.

The parameters defined in this paper are shown in
Table 1.

2.2. Calculation of Electron Ionization Coefficient and Positive
Ion Generation Coefficient. On the basis of the above pre-
conditions, the Townsend ionization coefficient and positive
ion generation coefficient will be solved step by step from the
four following aspects.

2.2.1. Local Electric Field of Sand Particles. The local electric
field near one sand particle is not only affected by the self-
polarization of the sand particles but also affected by other
sand particles. For the interaction between sand particles,
the dipole-enhanced model is used to calculate the local
electric field around sand particles [24, 25]. At this time, it
can be considered that the sand is in an equivalent electric
field Eo,, and the configuration diagram of the equivalent
electric field is shown in Figure 3.
The equivalent electric field Ey, can be calculated as

E - E
1 —[(&-¢,) (& + 2¢,)] (2RIR)

(1)

where ¢; is the permittivity of the sand particles, ¢, is the
permittivity of the environment, R is the radius of the sand
particles, E is the applied electric field, and 4 is the distance
between sand particles.

By solving the Laplace equation in the spherical coor-
dinate system, it can be obtained that the external electric
field E,,,, of sand particles caused by the equivalent electric
field is

e —¢, 2E, R’cosf
E . =1, E,.cosf+——¢ =0
out 0( Oc g + 259 T3

(2)

e, —¢, E,R’sinf
+ 90(—EOCsin g+ = )
&+ 252 r

According to (2), we can obtain the maximum electric
field on the surface of one sand particle as follows:
r_ 381’
M e+ 2e,

EOc' (3)

In addition, when the sand captures the electrons or ions,
it will further affect the local electric field distribution. In
order to calculate the local electric field after the sand is
charged, we first assume that the saturation charge (i.e., the
maximum charge) captured by every sand particle and the
amount of saturated charge captured by the sand particles

are related to the charging process of the sand particles.
When the electric field generated by the charged sand
particles is equal to the maximum electric field on the surface
of sand particle caused by the equivalent electric field, the
amount of charge captured by the sand particle reaches
saturation [32]. At this time, the charging process of sand
particles ends, and the saturated charging balance rela-
tionship of sand particles can be characterized by the fol-
lowing formula:

3¢; E - do
0c — 2°
&+ 2£e 47-[£ER

(4)

where ¢ is the saturation charge of sand particles.
Solving (4), the saturation charge of sand particles is
derived as
3 12n£i£eR2E
& +2¢, — (2RINY (g - ¢&,)

90 (5)

In practice, if the charge coeflicient of the sand particles
is expressed by f, the charge captured by sand particles is
q=fqo. According to the field charging model [32], we have

fe (©)

t+7

where ¢ is the charging time, with t = 2R/v,, and 7 is charge
time constant, with 7=4¢, Ey./J, wherein ] is the electron
current density and J = nev,, with n being the number density
of electrons before the sand particle is charged and e is the
absolute value of the charge carried by the electron. v, is the
drift velocity of electrons.

Substitute J into 7 and expand it:
T = 4“:eEOc
J

_ 4$eEOc

nev,

(7)
_ 4£eE0c

~ neK ,E,.

4,
- b
K, ne

where K, is the electron mobility, K, = v, /E..
Substituting (7) into (6), we can obtain

fot

t+71

neR ®

" neR + 2¢,E,,

Therefore, the charge q can be calculated as

q= 14

neR 127TsiseR2E0C ©)

" neR + 2¢,E,

&+ 2¢,
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FIGURE 1: Streamer discharge in uniform field under strong wind-sand environment.

The modelling process of strong wind-sand
dielectric streamer discharge
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FIGURE 2: Modeling flow chart of strong wind-sand dielectric streamer discharge.

TaBLE 1: The parameters defined in this paper.

Parameters Unit symbol Meaning Value
E V/m Applied electric field

R, m Electrode radius

d m Gap distance

v, m/s Electron velocity

v m/s Gas flow velocity

0 ° Deflection angle

K. m?/(V-s) Electron mobility

le m Mean electron free path

e C Electronic charge 1.6x107"
V; \Y% Atomic ionization potential

o cm™! Townsend’s first ionization coeflicient

t s Time

u Blowing away factor

p kg/m’ Gas density

Po kg/m’ Static gas density

YVa Specific heat ratio
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TasLE 1: Continued.

Parameters Unit symbol Meaning Value

p Pa Gas pressure

Ma Mach’s number

s m/s Speed of sound

dm m Effective molecule diameter

Na mol ™! Avogadro’s number 6.02x107%

M Relative molecular weight

Ve Cathode ionization coefficient

& Permittivity of the sand particles

& Permittivity of the environment

R pm Radius of sand particles

q C Charge of sand particles

qo C Saturation charge of sand particles

h m Distance between sand particles

f Charge coefficient of sand particles

T Constant of charging time

i Electron current density

n Electron number

m Number of sand particles parallel to the electric field direction

c Attractive parameter of sand particles

U Breakdown voltage

E, V/m Space charge field

r m Electron diffusion radius

Xg m Electric field distance

g Electron collision energy loss coefficient 0.025

£ F/m Permittivity of the vacuum 8.85x107"*

K Electric field scale factor 1

According to (9), it can be obtained that the charged
electric field E, generated on the surface of sand particles
after charging is

__ 4
1 47'[seR2' (10)
The maximum electric field E,’,. on the surface of the
charged sand particles consists of the charged electric field E,
on the surface of the sand particles and the maximum
electric field E,, . on the surface of the sand particles, which

can be calculated as

E'" =E +E

max max q
3¢;
=(1+ —)
(1+1) g +2¢, © (11)
( neR ) 3¢;
=1+ 0c-
neR + ¢,E, ) € + 2¢,

2.2.2. Deflection of the Breakdown Path. In the discharge
process of the strong wind-sand dielectric, charged particles
obtain electric field acceleration in the direction of electric
field; that is, the charged particles obtain a drift velocity. At
the same time, charged particles are frequently collided by
neutral molecules in the direction of airflow to obtain an-
other horizontal velocity, namely, airflow velocity. There-
fore, under the combined action of electric field force and
horizontal collision force, the average moving path of
charged particles will deflect an angle along the airflow

direction, which will affect the ionization coefficient. For the
specific influence process, please refer to the results previ-
ously published in our article in [27].

Combined with the change of spatial electric field in
wind-sand environment and considering the path deflection
effect of charged particles, Townsend’s first ionization co-
efficient in wind-sand environment is deduced as

1 .
o, == exp{ = Vi },
A.cos{arctan (v/K,E,, )} EgycA.cos{arctan (v/K, E,. )}
(12)

where 0 is the deflection angle of electron moving path along
the horizontal direction, v is the gas flow velocity, K, is the
electron mobility, A, is the electron mean free path, and V; is
the ionization potential.

2.2.3. Some Electrons and Ions Are Blown Away by Airflow.
Due to frequent collisions between neutral molecules and
electrons and ions in the direction of airflow, some electrons
and ions involved in discharge will be blown away or de-
viated from the path of main discharge by airflow, which will
affect the discharge process. Please refer to the article in [27]
for the specific impact process. Combined with the spatial
electric field change of wind-sand environment and com-
prehensively considering the discharge path deflection and
blowing away effects, Townsend’s first ionization coefficient
in wind-sand environment can be deduced as

v
Kb = eXp(ﬁ“ng)“w (13)
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FIGURE 3: Diagram of equivalent electric field of sand particles.

where y; is the electron blowing away coefficient and p is the
gas density.

In the process of streamer discharge, the generation and
development of positive ions have an important influence
on the process of streamer discharge. In static air, the
number of electrons generated by collision ionization per
unit distance of electron moving is equal to the number of
ions; that is, the positive ion generation coeflicient is equal
to the electron ionization coefficient. However, in wind-
sand environment, in addition to considering the change of
electron ionization coefficient, the blowing away effect of
positive ions needs to be considered. For this purpose, the
positive ion generation coefficient in wind-sand environ-
ment is defined as the number of positive ions generated by
collision ionization per unit distance of electrons moving
along the direction of electric field and not blown away by
airflow. According to literature [27] and (13), the positive
ion generation coefficient in wind-sand environment can
be calculated as

14
= eXP(‘P‘zPE_)%b’ (14)
Oc

where p, is the positive ion blowing away coeflicient.

2.2.4. Change of the Gas Density. Based on the previous
research [27], the relationship between the mean electron
free path and the airflow velocity can be deduced as follows:

- 4M
A = 2 217U
nd,, NAPO{I + 9, — 1/2(vls) }

(15)

where y, is the specific heat ratio of a gas, Mach’s number
Ma= v/s, s is the speed of sound, d,, is the effective mo-
lecular diameter, N, is Avogadro’s number, M is the relative
molecular weight, and parameter p, represents the corre-
sponding value at a stationary point, which is taken as the
reference value.

Therefore, Townsend’s ionization coefficient considering
the spatial electric field of sand particles, the deflection of
discharge path, the blowing away of some electrons and ions,
and the change of gas density can be calculated as

a=A(v, Eo)exp( e EOC))’ e
EOC
where
Al Ey) 1
vV, By ) == >
%7 N.cos{arctan (v/K, Ey. )} (17)

B(v,Ey.) = A(v, Ey.)V.

At this time, the positive ion generation coefficient is
calculated as

_AupV+B(V’EOC)> (18)

= AW, E
Q; (V Oc)exp( Eoc

where p =y + pho.

2.2.5. Some Electrons or Ions Are Captured by the Sand
Particles. In the process of gas discharge in strong wind-
sand environment, in addition to considering the above four
factors, the electrons or ions will be captured by sand
particles for charging in the process of migration along the
electric field direction, resulting in the reduction of the
number of electrons or ions. At the same time, the electric
field generated by the charged sand particles will further
distort the local electric field and affect the ionization
process.

In order to analyse this process, it is assumed that the
sand particles are spherical and evenly distributed in the gap
space, the radius of sand particles is R, the permittivity of
sand particles is ¢, the ambient permittivity is ¢, the
streamer discharge is filamentous channel discharge, and the
channel path is mostly gap sand path. It is assumed that the
sand particles are evenly distributed on this discharge
channel path. With every sand particle as the centre, the
electrode space is divided into multiple cube units with the
same volume. The length of each unit is &, the volume is #°,
the cross-sectional area of the cube unit is S=h?% and the
volume of spherical sand particles is 47R’/3; then the volume
fraction of sand particles is V, = (4 nR*13)/’ (i.e., the vol-
ume of sand particles in unit space volume).
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Each equivalent unit is shown in Figure 4, where EFGH
is the unit area (GH length is /), and ABCD is the influence
area of sand particles for local electric field (BD length is
2dy). Under the action of the local electric field force,
electrons will be attracted by the electric field from the EG
surface into the AB surface and then move from the AB
surface to the O' KO surface. Except that some electrons are
captured by sand particles, other electrons continue to
through the sand particles and participate in the discharge.
In region EABG, the electrons do not enter the influence
range of the local electric field of sand particles, and the
ionization in this region is only affected by the equivalent
electric field Ey. In region AO'KOB, the electrons are
affected by the local electric field of the uncharged sand
particles. The ionization in this region needs to consider the
effect of the distorting electric field of the sand particles,
and it is assumed that the number of electrons reaching
surface O'KO is approximately equal to the number of
electrons generated by the average electric field along the
axis of region ABA'B' on surface A'B'. In region
O'MO DC, the sand particles have been charged, and the
electrons will be affected by the local electric field of the
charged sand particles. For ionization in this region, the
role of the charged electric field caused by charged sand
particles needs to be further considered, and it is assumed
that the number of electrons from surface O'MO to CD
surface is approximately equal to the number of electrons
generated by the average electric field along the axis of
region C DC'D’' on CD surface. We assume that the
ionization coefficient in the left half of area ABCD is o' ,
that in the right half of area ABCD is a”, and that outside of
area ABCD is a.

From the above analysis, it can be seen that the area
ABEG and area CDFH outside area ABCD are not affected
by sand particles, and the ionization coeflicient in this area
can be calculated as

B(v,E
a=A(v, Eﬁexp(—%(v“)). (19)
Oc

In this region, the positive ion generation coeflicient is

B(v,E
_HPV + (V OC)>. (20)
EOC

o= A B

When electrons enter the AB surface, they will be af-
fected by the local electric field of sand particles. According
to the dipole-enhanced model [24], taking 0 =0, we can get
that the external electric field of the sand sphere is

3
Fou =(EOC+—£1' e 2Fa R ) (21)

&+ 25e r3
From (21), it can be obtained that the average electric
field in region ABA'B' is
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FIGURE 4: Diagram of sand particles unit in equivalent field Eo,,

d
B, = 3 Foudr
1 do _R
(22)
_ Ii”(Eoc +& —€,/€ + 2862E0cR3/r3)dr
dy—R -

Let k =¢; —¢,/¢; + 2¢,; according to Figure 3, we can
derive

dy 2E, R’ d 1
J (EOC T — )dr = E,. (dy — R) + 2kE, R’ J —dr
R r R T

We then substitute (23) into (22) and derive
_ kR(R+d
E =<1 +(d;“°))EOC. (24)
0

Thus, the ionization coefficient in the region ABA'B' can
be calculated as

o = A(v, El)“P(‘P‘lP %)exp(—@)
1 1
(25)

_ wexo| KRR +do) (B(v: Eoc) +p1pv)
P (dy” + kR (R + dy))E,, ’

In this region, the positive ion generation coeflicient is
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B(v,E _
(_ 1) & =d|1- 2d, + 2(do - R) exp kR(R ‘; do) (B(v, Eqoc) + ppv) '
E, h h (dy® + kR(R + d,))Ey,

(26) (28)

i —_ v
o = A(%El)exp(—#PE—)eXp(—
1

After the sand particles are charged, the average electric
field in region C'D'C D is

The number of electrons produced by initial electrons #, J‘do ( E +E /) dr
moving from the EG plane to the curved surface O'KO can E, =R\ out g

_ wexp| KRR +do) (B(v. Eoc) +ppv)
P (dy* + kR(R+d,))Ey. )

2

be calculated as follows. dy—R

According to equation (28), the average ionization co- 4 ,

. . . . 0
efficient in the region EGOO’ is _F+ f r A/4me r dr (29)
_ < 2d0> ,2(dy - R) dy—-R
a =al 1- T +a —

kR(R+d,)  3f&R
=[1+ 5 + E,..
d, (& +2¢,)d,

_ “[1 ) 27010 L2 (doh— R) exp<kR (th‘ifg’ E;C) +E/41pv)>j|.
(do’ + kR (R + o)) According to (28), the average ionization coefficient in
(27)  region C'D'C D is

The positive ion generation coefficient in region EGOO’
is

— B(v,E
a’ = A, Ez)exp(—ylpEl)exp(—M>
2

E,
(30)
(deo (R+dy) (g +2¢,) + 3f£iRd02) (B(v» Ey.) + 11pv)
= aex .
(dy’ (& +2¢,) + kRdy (R + dy) (& + 2¢,) + 3 fe;Rdy? ) E,
It can be seen that the positive ion generation coefficient
in this region is
- B(v,E
o« = A, Ez)exp<—mp%z>e)<p(—%>
(31)
(deo (R+dy) (g +2¢,) + 3feiRd02) (B(v, Ey.) + u1pv)
= aex .
(dy’ (& +2¢,) + kRdy (R + dy) (& + 2¢,) + 3 fe;Rdy? ) E,
The number of electrons produced by initial electrons #,
moving from the curved surface O’ MO to the FH plane can
be calculated as
_ h "
ng = nexp|a E—do +a"(dy - R)
(32)

i)
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According to (32), the average ionization coefficient in
region FHOO' is

o, = oc(l —ZZO> + “,,72(% ~R)

h

i (33)

[1 2d, L2 (dy - R)x (deo (R+dy) (& +2¢,) + 3feRd, )(B(V’ Eq.) + tpv)

=a|l-—+————7"xex .
h h P\ (0 (& + 2¢,) + kRdy (R + do) (&, + 2¢,) + 3 fe,Rdy ") g,
The average positive ion generation coefficient in this
region is

- kRdy (R +d,) (& +2¢,) + 3f&;Rdy>) (B(v, Ey,.) + ppv
- =a;[1-2il°+2(d° R, oo ( Rdo (R + dy) (5 + 22) + 3Ry ) (B(v Eq.) e | 34)

h h (do (¢ +2¢,) + kRdy (R +d,) (¢ + 2¢,) + 3fe;Rd, )E()c
Thus, the total number of electrons generated by the According to (35), the average ionization coeflicient

initial electron #n, moving from the EG plane to the FH plane  under strong wind-sand environment can be derived as
is

Ny = npexp oc(Z - d0> +a" (dy - R)]
[h 2dO n2 (dO - R)
nLexp-E<(x<1 _T) +a — (35)

oo 1)+ e )]

&= wl 1- 2d, (do-R) [exp(kR (R+dy) (upv + B(v, Eo:)))

—+
h h (dy’ + kR (R +d,))E,,
(36)
(deo (R+d,) (& +2¢,) + 3fs,-Rd02) (B(v, Eye) + 1pv)
+ex .
P\ (47 (&, + 26,) + kRdy (R + do) (&, + 2¢,) + 3fe;Rdy” ) g,
Then the average positive ion generation coefficient
under strong wind-sand environment can be calculated as
2 - R B(v, E
G=a'{1- 2d, + (do - R) exp kR(R *2' do) (upv + B(v, Ey.))
h h (do +kR(R+ do))E()c
(37)

(deO (R+dy) (g +2¢,)+ 3fs,-Rd02) (B(v,» Eg.) + upv)
rexp (dy’ (& +2¢,) + kRdy (R + dy) (& + 2¢,) + 3 f&,Rd,” ) E,, }
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From equation (28), we can find that &, &, and @, satisfy
a=(a, +a,) ,and w; , a;;, and o, satisfy o; = (@;; + @),
which can be further simplified as

a=2A(v,E,) (4~ R)

Mathematical Problems in Engineering

[ exp { ~(upv + B(v, Eqc)) X o

(1+kR(R+d,)/d2)" +3feRI (& + 2¢,)dy x kR(R + d, )/
1+kR(R +dy)/dg)(1+kR(R+dy)/dy + 3 feR/ (& + 2¢,)dy ) By |

(38)
The general form of (38) with ionization coefficient can where
be rewritten as d.— R
B A" =2A(v,Ey,) Oh (40)
@ = A'exp(——), (39)
E And
2 2
. - 2R\? 1+kR(R+d,)/d;)" +3fe;R/ (¢ + 2¢,)dy x kR(R + dy)/d,
B = (‘ulpv-fB(V’EOC))[l _ & — &, <7> ] ( ( 0) 20) f ( 2) 0 ( 0) 0 ; (41)
& +2¢e,\ h 2(1+kR(R+dy)/dg)(1+KkR(R +d,)/dy + 3 f&R/ (& + 2¢,)d, )
The general form of positive ion generation coefficient ~ where
can be written as
_ . B
a=A exp< E>’ (42)
2 2
e 2R\ 1+kR(R+dy)ld;)” +3feR/ (g +2¢,)dy x kR(R + d,)/d
B - (ypv+B(v,EOC))[1 &g <_> ] 2( ( 0) 0) feRi( )do ( 0)/dg (43)

&+2,\ h

So far, the general forms of electron ionization coefhi-
cient and positive ion generation coefficient in strong wind-
sand environment have been solved.

2.3. Streamer Breakdown Criteria. On the basis of streamer
discharge theory, combined with the calculation results of
electron ionization coefficient and positive ion generation
coefficient, we attempt to establish the analytical solution of
streamer breakdown criterion to quantitatively calculate the

X .
(1+KkR(R+dy)/dy)(1+kR(R+dy)/dg +3fe;RI (g; + 2¢,)d,)

dielectric breakdown voltage in uniform field in strong
wind-sand environment.

Assuming that the number of initial electrons in the
cathode is 1, and the number of sand particles along the
radial direction of the streamer discharge circuit is m, the
total number of electrons generated by the initial electrons
moving from the cathode to the anode along the electric field
direction can be calculated as

1y, = nyexp (@d) — Lexp @mh) — Lexp @(m - k) - Lexp @(m - 2)h) - - Lexp (@h)
e e e e

= nyexp (ad) —

q exp (a(h + d)) — exp (ah)

e exp (ah) - 1

(44)
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From (44), the following equation is defined:

q exp(a(h +d)) — exp (ah)
e exp (awh) — 1

= ynyexp (ad), (45)

where y is a constant, which takes a value between (0, 1).
Let exp (ah) = x. Solving (45) results in

y m
—, 46
yno(y —cf ) o
where ¢=qo/ng e, f=q/qo.

Substituting (46) into (44), the total number of electrons
reaching the anode is calculated as

q exp (a(h +d)) —exp(ah)
e exp (ah) — 1 -

1, = ngexp (ad) — yn«#) . (47)

Based on the streamer theory [33], the space charge field
formed by positive ions is calculated. Assuming that the ion
set at the head of the electron avalanche is spherical, the
positive ion density in the spherical ion set is

I nemaidx
r’dx
(48)
Mo @i

5
r

Then the space charge field formed by positive ions can
be calculated as

en 4 3
E = 5 <— r )
4meyr (49)

N

_ € Mem

b
3meyr

where E, is the space charge field and r is the electron
diffusion radius.

In the process of dielectric discharge under strong wind-
sand environment, electrons are affected by the horizontal
collision force of gas molecules and the electric field force.
The ratio of mean electron velocity v, to electron drift ve-
locity v, in the electric field direction is equal to the ratio of
mean electron free path A, to electron free path A in the
electric field direction, so we can obtain

(50)

e

mﬂ \5'

According to [33], energy eEx obtained by an electron in
a uniform field is equal to the energy lost by the collision
between an electron and a gas molecule. Thus, we have

2
eEA, = gé Ve - (51)
The mean electron free path is given by
- 1
— Ty i, (52)

¢ 70815 e ¢

11

where g is the electron collision energy loss coefficient, K, is
the electron mobility, v, is the electron random velocity, and
m, is the electron mass.

Combining (46) and (47), we can get

Ve _ E (53)
Vg g

Assuming that v, is submitted to Maxwell velocity
distribution, we can obtain

= 1.44\jz. (54)
g

Substituting (49) into (46), let 1/2m,v,* = eV, and we
can get

l_;fl |§‘

v L
E 1447

Therefore, the electron diffusion radius can be calculated

v
r= =Yg
E
3 ZXex E
- \L5yg

Substituting (56) into (49), we can obtain the space
charge field as follows:

5 (ngexp (@d) — yny (y/ (y - Cf))m)\/1-5\/§' 57

r —
3meg\[ 24, xg

Substitute the empirical value ¢=0.025 and let
ny=1e=1.6x10"° and ¢, =8.85% 10" "% (57) can be
written as

(55)

as

(56)

109; (exp (ad) -y (yly —cf)")
— - (58)
)LexE

According to the streamer discharge theory, when the
space charge field E, and the external equivalent electric field
Ey. are of the same order of magnitude, the streamer will be
formed. Therefore, the streamer breakdown criterion can be
expressed as

E, =66x10

E, = KE,y, (59)

where K is the scale factor.
Substituting (58) into (59), we can get

KEy\[A,x "
axE:ln(3.11><1o‘4 LA M +y( Y ) ) (60)
; y—cf

Then substituting (39) and (42) into (60), we can obtain




12

!

A/ B _ -4
expl —¢ xp =In| 3.11 x 10

In the above equation, xp represents the spatial distance
required for streamer formation.

!
A'exp(—d:j)d =Inf 3.11x10°*

So far, the analytical form of streamer breakdown
criterion in uniform field under strong wind-sand envi-
ronment has been obtained as in (62), the breakdown
voltage is taken as the implicit function of airflow and sand
particles related parameters in strong wind-sand envi-
ronment, and its corresponding relationship can be solved
by numerical method.

3. Simulation and Discussion

The proposed physical model is calculated to obtain the
variation characteristic curve of breakdown voltage with
varjous parameters of airflow and sand through simulation.
For air, we let the initial air density p,=1.205kg/m’, the
permittivity of the environment medium ¢, =1, y,=1.4, the
mean free path of air molecules A, =1.03 x 10 ’m, ioniza-
tion potential V;=15, the speed of sound s=340m/s, gap
distance d=0.01 m, the electron blowing away coefficient
pu1=15, and the positive ions blowing away coefficient
U2 =15000. For sand particles, we let the permittivity of the
sand particles &;=6; f is the charging coeflicient of sand
particles, which is the ratio of the real charge g captured by
sand particles to the saturation charge g, of sand particles,
and its range of value is within [0, 1]. Let the attraction
coefficient of sand particle ¢=0.06 and the capture coeffi-
cient of sand particle y = 0.1; R is the radius of sand particles;
the average size range of sand particles used in simulation is
within [0, 200] ym (referring to the operation environment
of Lanzhou-Xinjiang Railway, the actual size distribution of
sand particles in the surrounding environment of Lanzhou-
Xinjiang Railway is within [0, 200] ym); h represents the
length of each unit of the discharge gap, which is taken to be
within [0, d]; m =d/h, indicating the number of sand par-
ticles in the discharge gap, which can reflect the concen-
tration of sand particle; 2R/h represents the ratio of sand
diameter to unit length in each unit of discharge gap, which
can reflect the size of sand volume fraction V,,, which is taken
to be within [0,1]. According to the values and ranges of the
above parameters, the model is simulated and calculated to
obtain the relationship curve of dielectric breakdown voltage
with airflow velocity under different parameters in strong
wind-sand environment. The calculation results are shown
in Figures 5-7.
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KEOC \’XexE . y( y )m
) \y-cf

A'exp (-Bi/E

(61)

We now substitute U/d for E in (61), and then the
streamer breakdown criterion under uniform field in strong
wind-sand environment can be deduced as

KEg\[Ld yo\"
+y
A'exp (-dBi/U) y-cf

(62)

Figure 5 shows the variation curves of dielectric
breakdown voltage with airflow velocity under different sand
particle size R when the airflow velocity increases from 0 m/s
to 300 m/s, the gap distance d=0.01 m, the charging coef-
ficient f=1 (i.e., saturated charging), and the number of sand
particles m = 20. It can be seen from Figure 4 that when the
condition is in the pure airflow environment, the breakdown
criterion obtained from equation (62) will transform into the
streamer breakdown criterion in the pure airflow environ-
ment. The breakdown voltage gradually decreases with the
increase of airflow velocity. The calculation results are
consistent with the experimental results of our previous
articles [27, 28]. When the charging coeflicient f, gap dis-
tance d, and parameter m (that can represent sand con-
centration) remain unchanged, the breakdown voltage
increases with the decrease of sand particle size R. For ex-
ample, when R=50um, the breakdown voltage is about
22kV/cm at the airflow speed v=30m/s, while when R is
100 pm, 150 ym, and 200 ym, the breakdown voltage is about
17kV/cm, 15kV/cm, and 11kV/cm, respectively, at the
same airflow speed, which is, respectively, about 77%, 68%,
and 50% of the breakdown voltage value at R =50 ym. These
results show that when m is fixed (the sand concentration
remains unchanged), the sand particle size has a significant
impact on the dielectric breakdown voltage in wind-sand
environment, and the breakdown voltage decreases with the
increase of sand particle size. The variation trend of
breakdown voltage with sand particle size shows a trend
similar to that in the experimental results obtained by rel-
evant scholars in [34, 35]. The effect of sand particles on gap
discharge is mainly the combined effect of the local electric
field and the capture of charge. It can be seen from the
simulation results that the breakdown voltage of large-size
sand particles is lower than that of small-size sand particles;
that is, the comprehensive impact of small-size sand particles
on the breakdown voltage in strong wind-sand environment
is weaker than that of large-size sand particles. The main
reason for this result is that small-size sand particles have
less impact on the local electric field (including before and
after charging) than large-size sand particles. The impact of
small-size sand particles on the breakdown voltage through
the local electric field is weaker than that through the capture
of charge. Therefore, the charge capture of sand particles
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FIGURE 5: Relationship between breakdown voltage and airflow
velocity in different sand particles sizes (f=1, m =20).

plays a dominant role in small-size sand particles case. The
large-size sand is just the opposite; that is, the impact of
large-size sand particles on the breakdown voltage through
local electric field is stronger than that through capture of
charge. Therefore, the distortion of local electric field caused
by sand particles plays a dominant role in large-size sand
particles case.

Figure 6 shows the variation curves of dielectric break-
down voltage under different m (sand concentration) when
the airflow velocity increases from 0 m/s to 300 m/s, the gap
distance d=0.01 m, the charging coefficient f=1 (i.., satu-
rated charging), and the volume fraction 2R/h =0.3. As can be
seen from Figure 5, when the volume fraction of sand particles
2R/h remains unchanged, the breakdown voltage increases
with the increase of sand concentration m. When m =50, the
breakdown voltage is about 26kV/cm at the airflow speed
v=30m/s, while when m is 40, 30, and 10, the breakdown
voltage is about 24kV/cm, 22kV/cm, and 17kV/cm, re-
spectively, at the same airflow speed, which is, respectively,
about 92%, 84%, and 65% of the breakdown voltage value at
m=50. These results show that when the volume fraction is
fixed, the sand concentration also has a significant effect on
the dielectric breakdown voltage in wind-sand environment.
The effect of sand concentration on the dielectric breakdown
voltage is the combined effect of the local electric field of
charged particles and the capture of charge. It can be seen
from the simulation results that when the volume fraction
remains unchanged, the dielectric breakdown voltage in high-
concentration sand particles case is higher than that in low-
concentration sand particles case; that is, the comprehensive
impact of high-concentration sand particles on the break-
down voltage in strong wind-sand environment is stronger
than that of low-concentration sand particles. The main
reason for this result is that, with the increase of sand con-
centration, the size of sand particle decreases in the same
proportion when the volume fraction remains unchanged,
which can be seen from equations (1), (3), and (11). At this
time, the equivalent electric field and the maximum electric
field remain unchanged, but the maximum charged electric
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FIGURE 6: Relationship between breakdown voltage and airflow
velocity in different sand particles concentration ((f) =1, 2(R)/(h) =
0.3).

field or local electric field of charged sand particles decreases,
which will reduce the local ionization coefficient of sand and
suppress the occurrence of discharge. In addition, although
the reduction of sand particle size decreases the charging
capture capacity of a single sand particle, the increase of sand
concentration rapidly increases the number of sand particles,
which increases the overall charging capture capacity of sand
particles, reduces the total number of discharge effective
electrons, and then suppresses the development of discharge.
Therefore, when the volume fraction remains unchanged, the
increase of sand concentration also reduces sand particles size,
which decreases the local electric field of charged sand par-
ticles and increases the overall amount of charge captured by
sand particles. This comprehensive effect jointly suppresses
the development of discharge and increases the breakdown
voltage. Therefore, the breakdown voltage in wind-sand en-
vironment with high-concentration and small-size sand
particles is much higher than that with low-concentration and
large-size sand particles; that is to say, the sand dust envi-
ronment with high-concentration and small-size sand par-
ticles makes it more difficult to form streamer discharge and
has stronger discharge suppression action and higher
breakdown voltage, which is in good agreement with the
experimental results of relevant scholars in [22, 36].

Figure 7 shows the variation curves of dielectric
breakdown voltage under different charging coefficient f
when the airflow velocity increases from 0 m/s to 300 m/s,
the gap distance d=0.01 m, the number of sand particles
m =20, and the volume fraction 2R/h=0.2. As can be seen
from Figure 6 that the breakdown voltage increases with the
increase of the charging coefficient f, which is similar to the
change trend of literature [31], f only reflects the amplitude
of the breakdown voltage and does not affect the change
trend of the breakdown voltage with the airflow velocity. The
change trend of the breakdown voltage with the airflow
velocity is basically the same under different f values. When
f=1, the breakdown voltage is about 22 kV/cm at the airflow
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FIGURE 7: Relationship between breakdown voltage and airflow
velocity in different charge coeflicient (m =20, 2R/h=0.2)

speed v=30m/s, while when f is 0.8, 0.5, and 0.2, the
breakdown voltage is about 20 kV/cm, 18 kV/cm, and 12kV/
cm, respectively, at the same airflow speed, which is, re-
spectively, about 91%, 82%, and 55% of the breakdown
voltage value at f= 1. These results show that when the sand
volume fraction and concentration remain unchanged, the
dielectric breakdown voltage in wind-sand conditions is
affected by the charging coefficient. The influence of the
charging coefficient on the dielectric breakdown voltage is
mainly reflected in the comprehensive influence of the local
electric field caused by charged sand particles and the
amount of captured charge in the discharge space. When the
sand charging coeflicient increases, the captured charge by
sand particles increases and the local electric field increases,
which results in the increase of ionization coefficient and
promotes discharge. At the same time, with the increase of
sand charging coefficient, the number of electrons captured
by sand particles also increases, which will reduce the total
number of effective electrons and inhibit the discharge. It
can be seen from the calculation results that the larger the
charging coefficient, the higher the breakdown voltage; that
is to say, the increase of sand charging coefficient has a
stronger impact on the increase of breakdown voltage caused
by the decrease of number of effective electrons than the
decrease of breakdown voltage caused by the increase of
local electric field caused by charged sand particles.

The above discussion shows that the dielectric break-
down voltage in strong wind-sand environment is signifi-
cantly different from that in static environment. The
breakdown voltage is comprehensively affected by the air-
flow velocity v, sand particle size R, sand particle concen-
tration m, and sand charging coefficient f.

4. Conclusion

In this work, based on streamer discharge theory, we
presented a physical model of wind-sand dielectric
streamer discharge by analysing the influence of airflow
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and sand particles on discharge process in strong wind-
sand environment. Six factors that influence the streamer
discharge process are considered: the deflection of the
major discharge path, the blowing away of some electrons
and ions, the decline in gas density, the distortion of the
electric field caused by sand particles, the capture of the
electrons, and the electric field formed by charged sand
particles. The analytical solutions of electron ionization
coeflicient and positive ion generation coeflicient are ob-
tained, and the dielectric breakdown criterion is proposed.
The analytical form of the presented model can be used to
quantitatively calculate the dielectric breakdown voltage in
strong wind-sand environment. The following conclusions
are drawn:

(1) The variation trend of breakdown voltage with air-
flow velocity is in good agreement between strong
wind-sand environment and pure airflow environ-
ment. The breakdown voltage decreases with the
increase of airflow velocity, and the variation curve
of breakdown voltage with airflow velocity under
wind-sand condition is lower than that under pure
airflow condition. Airflow is the main factor affecting
the variation trend of breakdown voltage, and sand
particles will reduce the amplitude of breakdown
voltage, which is related to the sand particle size,
concentration, and charging coefficient.

(2) When the sand concentration is constant, the di-
electric breakdown voltage increases with the de-
crease of sand particle size. The effect of sand particle
size on dielectric breakdown voltage is the com-
prehensive effect of the local electric field and the
capture of charge. When sand particle size is small,
the capture of charge is the dominant factor, which
results in the fact that the comprehensive effect is to
inhibit discharge and increase the breakdown volt-
age. When sand particle size is large, the distortion of
local electric field caused by sand particles is the
dominant factor, which results in the fact that the
comprehensive effect is to promote the discharge and
reduce the breakdown voltage.

(3) When the sand volume fraction remains unchanged,
the dielectric breakdown voltage increases with the
increase of sand concentration; that is, the breakdown
voltage is higher at high-concentration and small-size
sand particle. At this time, the influence of sand
particles on the dielectric breakdown voltage is the
combined effect of the local electric field of charged
sand particles and the capture of charge. At high-
concentration and small-size sand particles, the electric
field generated by charged sand particles decreases, and
the overall amount of charge captured by sand particles
increases, both of which inhibit the discharge and make
the breakdown voltage increase. Therefore, in wind-
sand environment, the breakdown voltage with high-
concentration and small-size sand particles is higher;
that is, the high-concentration and small-size sand
particle can restrain the development of streamer
discharge in strong wind-sand environment.
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(4) The dielectric breakdown voltage in wind-sand en-
vironment increases with the increase of sand
charging coefficient. The influence of sand charging
coefficient on dielectric breakdown voltage is the
comprehensive effect of the local electric field of
charged sand particles and the amount of captured
charge. When the charging coefficient is small, the
electric field generated by charged sand particles is
the dominant factor, and the comprehensive effect is
to promote discharge and reduce the breakdown
voltage. When the charging coeflicient is large, the
amount of captured charge is the dominant factor,
and the comprehensive effect is to restrain the de-
velopment of discharge and increase the breakdown
voltage.

(5) The presented streamer discharge model and cor-
responding breakdown criteria can be applied to
realize the quantitative analysis and calculation of
dielectric breakdown voltage in the wind-sand en-
vironment. This paper extends the classical streamer
discharge theory for static gases to the gas-solid two-
phase flow environment. The proposed model in this
paper can provide a theoretical reference for the
design and protection of external insulation in gas-
solid two-phase flow environment.
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The present work focuses on the effect of flutter in prebend 100 m horizontal axis wind turbine blade (HAWT) within the stability
limits. The study was carried out with an advanced beam model for idyllic structure in a DU-97-W-300 cross-sectional area. A
Galerkin type of approach has been applied to derive the equations, and the analysis was performed using a standard FEA code
which involves the PK method and double lattice method for calculating flutter solution and aerodynamic loads respectively. The
results reveal the significance of inducing prebending to improve the stability of the blade structures, and hence, the flutter velocity
has moved from 11 m/s to 23 m/s. Furthermore, the output highlights the effect of prebending on the structural stability and also

the flutter limit was found to be lengthened.

1. Introduction

The tremendous increase in energy demand and the factors
affecting environmental degradation due to production of
energy has resulted in dependence on clean energy re-
sources. Among various resources wind energy has out-
performed its counterparts for reliable source for renewable
energy resources and vast amount of research and imple-
mentation is on rise in the recent decades. The design op-
timization of wind turbine and blades is essential to extract
more energy to meet increasing energy demand which re-
sults in study of increasing in blade size while exposing them
to high load conditions; at the same time wind blades should

be flexible and slender. Because of such slenderness issues
there are multiple phenomena which tend to make the
blades unstable. Figure 1 and Figure 2 illustrate the wind
turbine blade with prebend configuration and prebend blade
terminology.

The preliminary sciences of such instabilities like
aeroelasticity, flutter instability, and relative factors have
been clearly explained in [2]. The structural stability and its
mathematical relation with the boundary and load con-
ditions have been derived in [3] while, various types of
dynamic instabilities and relations are detailed in [4]. The
flutter instability has been found to be capable of becoming
a prime design driver for future wind turbine blades and
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thus has emerged as an area of research, where researchers
and scientists have come up with several methods to detect,
control, and eliminate such instabilities. The flutter in-
stability is considered more important as it is much difficult
to detect when compared to resonance. One such method
for enhancing the stability is what is called prebending of
the blade structure. To tackle such issues without sacrificing
the expectations of energy output, prebending of the blade
structures is performed to reduce blade weight, improve
overall energy generation capacity per annum, and increase
tip deflection to a certain extent. The aim of this work is to
investigate the wind turbine with prebend condition and its
flutter velocity. The preliminary studies investigate the
aeroelastic behaviour of blade structures revealing that the
flutter limit of a blade depends upon natural frequencies of
torsional as well as flapwise direction of a blade [5]. Fur-
ther, studies on the influence of system parameters and its
uncertainties for the wind turbine blades on onset of flutter
suggest that structural randomness can make the blade
more unstable by decreasing the critical speed for fluttering
below the operational speed designated for the wind tur-
bine [6]. After detecting the occurrence of flutter insta-
bility, researchers moved further to find optimum methods
which show the closeness in approximation using reliability

evaluation methods [7]. As further studies kept revealing
more and more flutter control parameters, the analysis
techniques gained more correctness and reliability [8]. The
aeroelastic stability in a wind turbine is presented by an-
other simplified method using Eigen value approach [9]
and linear aerostatic turbine model [10] to find the critical
frequency of three-bladed rotor arrangements. Similarly,
[11, 12] study the fluttering of two-dimensional as well as
three-dimensional nonlinear cyclic oscillations and its
effect on aeroelastic instabilities. An approach to flutter
analysis study by nonlinear damping for aerofoil using
equivalent linearization [10] and Range Kutta method [13]
for various tip speed ratio is reported in literature.

The above analysis investigated the structural instability
and flutter analysis of large wind turbine blades; there
aroused a necessity to induce structural modification
techniques and study their effect on the blade reliability and
longer life under the desired operating conditions. Among
such modifications, prebending is one where the blade is
bent towards aerodynamic pressure to ensure interference
margins with the tower. Although this technique has pro-
voked more difficulties in transportation and storage, the
studies show that this method has overall impact in the
performance and reliability of the structure. Prebending
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being an effective technique has also increased the com-
plexity of design and evaluation as the induced bend has an
impact on length of the blade and on angle of attack, thereby
affecting the aerodynamic load. Generally, a coupled aero-
dynamic-structural iterative analysis will predict the aero-
dynamic loading and structural response in a better way.
Paper [14] has conducted a parametric study on a swept
blade for a power output of 750 kW wind turbine along with
modification in design conditions. Papers [15, 16] investi-
gated the flutter speed for wind turbines with two different
types of straight and swept blades. Paper [17] has established
several methods for predicting the prebend shape of the
wind turbine blades such as when the blades are straightened
into their design configuration when they are subjected to
both wind and inertial loads. Paper [1] studied the com-
parison of multiple prebend positions and performed an
optimization analysis based on multiobjective particle
swarm optimization algorithm (MOPSO) to study the op-
timized design of blade in order to perform well in reliability,
cost, energy efficiency, and stability. The frequency along
with deflection change in the geometry with respect to
backward sweep is presented in [18]. References [19, 20]
made investigations and concluded that backward swept
shapes also help in load alleviation without greatly in-
creasing blade root torsion and life-time equivalent fatigue
moment. Mehrvarz [21] addressed a Timoshenko beam’s
asymptotic stability with respect to the effect of piezoelectric
actuators. Sahoo [22] compared numerical results computed
using MATLAB with experimental data for higher order
model of a composite layered shell structure. Meanwhile,
Nahavandian [23] investigated the linear stability of
thixotropic fluid obeying Moore model using a temporal
stability analysis with infinitesimally small perturbations.
Fakhraei [24] studied chaotic behaviour of a ground oscil-
lating system by modeling a full nonlinear seven-degree
freedom system with an addition of freedom for passengers
in one degree. Lobitz [25] studied 3.5 MW turbine blades
and concluded that the natural frequencies are subjected to
change because of torsional and bending stiffness changes in
blades. Meng [26] investigated the flutter frequency as well
as critical speed for NREL 5 MW turbine blade for coupling
of first torsional and second flapwise modes (instead of the
third). Owens et al. [27] developed BLAST, an aerostatic
stability design tool, which is an extension of the NASTRAN
for flutter analysis for the study with better flutter trends,
and studied the impact of composite blade to study the start
of instability in blade in two different blades (Wind PACT of
1.5 MW and SNL 100-00 blade). The flutter onset was de-
tected at 13.05 rpm and 40.6 rpm for the SNL 100-00 blades
and Wind PACT, respectively. Jonkman et al. [28] developed
a design tool called HAWCStab stability tool to study the
properties of the blade by using eigenvalue analysis and
linearization of nonlinear aeroelastic methods. Shakya et al.
[29] observed that flap-torsional stiffness had elevated im-
pact on critical flutter speed which is improved by 40% due
to the unbalance in the complete segment of the blade with
symmetric skin. Tamrakar et al. [30] found that the crack
had a considerable effect on increasing the natural frequency
of the rotor system in contrast to the uncracked rotor system.

This is due to the buildup of the strain energy in the sur-
rounding area of the crack. Yu Hua et al. [31] discussed the
analysis of joint state and unknown input evaluation for
linear systems with an unknown input and proposed two
novel filters as advanced algorithmic control. Further Kai
Wang et al. [32] proposed the Kalman filter algorithm for the
estimation of state of charge (SOC) in supercapacitors and
lithium batteries of electric vehicles. Chunli Liu et al. [33]
suggested the new method of estimating the remaining
useful life prediction of supercapacitors in energy storage
devices. Further the occurrence of flutter instability in
delaminated wind turbine blades has been studied [34].
Although these studies have analysed and revealed how
prebending of the structure is altering the structural
properties and stability, very few studies have been made to
understand its influence on flutter limit. But, from these
studies, it is clear that prebending seems to have a good
impact on the blade’s flutter performance. The change of
dependency of modes on load conditions has not been
studied. This study highlights the change in dependency of a
mode on aerodynamic load due to prebending induced on
the structure.

2. Mathematical Modeling

The equations of motion for a force applied on a body by
airflow are dependent on the body’s elastic deformation and
it obeys both elasticity and aerodynamics theories. Figures 3
and 4 show the flow direction in a blade arrangement and
representation of the blade aerofoil DU-97-W-300, re-
spectively. The fluid flows demonstrate the relationship
between elastic and aerodynamic parameters. The config-
uration is supposed to be such that the blade’s centre axis is
perpendicular to the flow direction and U represents the
available free stream air velocity.

A blade can be considered a cantilever beam structure
because of its high aspect ratio structure. The current
study focuses on the effects of flutter instability, as well as
the deformations that result in both torsion and flap
directions. The deformation is measured by a deflection
X’ and rotation ’0,” where X indicates downward dis-
placement and 0 indicates a twist with the leading edge

up.
i(BIaz—X>+maz—X+m @+F =0
o\ o o Mg T
(1)
9 G]ae +1826+m azw+F =0
Ox Ox 0562 yeatz M

Bending and torsional rigidities are represented by EI
and GJ, respectively, whereas lift force and twisting moment
are represented by F; and F,;, which are as follows:

2
pU
FL = TCC],
, (2)
pU
FM = TCZCZ
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FIGURE 3: A view of blade arrangement and flow direction.

The lift coefficient C; and the moment coefficient C, are
calculated using quasi-steady subsonic aerodynamic theory.

dc, 1dx 1 /3 de
Cl_d—x(e gat oG ) a) )
cr df 1
= —-— —— - 4
C, T 4c1. (4)

The lift force is one-fourth (1/4) of the chord value, as
shown in equation (4).

The moment and aerodynamic force of the prebend
blade are given by quasi-steady double lattice approach in
the aforementioned equations. By using (3) and (4), we get

0’ Elazx ’X 2’0 pU* dcC,
ﬁ( a)+m82+m982 ZCdO
©)
[0+id—x+l(§c—x>%]:0
Ud U\4 7% dt ’

d 20 9’0 o w pU”,
_a(Glax) I@a 3 my0¥+76

_ﬂdj“ dc, +1dX+1(§ )d@ o
sUd 4|40 | U & 470 ) % ‘
(6)

The boundary conditions to be used in the equation for
the displacements ‘@, X’ are given below:

0X

X = —=0; for x valuesequal to 0, (7)
Oox
I’X _9o°X 06
— == = 0; for x values equal to L. (8)
ox~  0x " ox

In the corresponding (5) and (6) the X, Y are considered
as two independent equations for the values of Uand y, =0,
where U and y, represent the aerodynamic and inertial
couplings and determined using the following equation:

X(x,t) = A(x)eMan dO(x,t) = B(x)e™. (9)

FIGURE 4: 2D diagram of aerofoil DU-97-W-300.
The ODE equation is obtained by dividing the equation

by €. By applying equation (9) in (5) and (6), we get a
complex DE.

s1\>! PU dC PU dC [ (3 y(-)) ]
EIA c—1LB A -
(BIATY + e qg B eag [A+ela = (10)

+1’m (A + yB) = 0,

Vo )ﬁB
(c de
(2e 14 <&_l)<§_ﬁ>£_ﬁ

{(c 4>d9A+C[C 4)\4 ¢/ do SB

+ A% (mygA +IyB) = 0,

—(GJB) - - Aﬂcz

(11)

where ()= d/dx and ()”= d*/dx?

The boundary conditions are applied and remain the
same as before, except the values X and 6, which are replaced
by A and B. The partial derivatives of X are replaced by total
derivatives. Since there is no way to solve (9) and (10) in
closed form, an approximate answer is used in the study. The
impact of airflow velocity U on wind blade is examined by
eigenvalue which determines the structure’s stability con-
dition. The parameter (1) depends upon the air velocity U in
a continuous form. For the nonzero values of U, a small
value takes an exponent value and becomes a complex value
A=a+i, This value is examined using non-self-nearby
(adjoint) values. For values which are not equal to zero but
are very small, both the U and (dC,/d6) with a condition of
less than< 27, the losses of blade are more with most of the
energy being lost to the surrounding air. This causes the
oscillatory motion to be damped and instability exhibiting
asymptotically for which ‘o’ takes negative value.

As the value of U rises, “a” changes from negative to
positive, and the “a” sign changes and becomes unstable at a
point where a becomes positive. Also, when the critical
velocity a =0 is the air velocity, that corresponds to 0 and is
represented by Uc. There critical velocity values for U have
numerous different values; however the lowest value for
critical velocity value is used to determine the limit or
operational range. The value of U can be used to distinguish
between two critical circumstances. The critical divergent
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FIGUre 5: Flow process of the analysis.

TaBLE 1: Ply stiffness properties.

Material Eyy (GPa) Ey, (GPa) Gy (GPa) UXy Density (kg/m3)
Gel coat 3.44 3.44 1.38 0.3 1235
Resin 3.5 3.5 1.4 0.3 1100
Foam 0.256 0.256 0.022 0.3 200
TRIAX 27.7 13.65 7.2 0.39 1850
E-LT-5500 41.8 14.0 2.63 0.28 1920
Saertax 13.6 13.3 11.8 0.51 1780
TaBLE 2: Flutter speed comparison.

References Blade Blade length (m) Critical flutter speed (rpm)
Lobitz [25] WindPACT 1.5 MW 33 42.3

Hansen [9] NREL 5 MW 63 24.0

Owens and Griffith [27] SNL 100 100 13.05

Current study SNL 100 100 14.12




6 Mathematical Problems in Engineering
TABLE 3: Mode frequency comparison.

Frequency Meng [26] Jonkman et al. [28] Paryaya et al. [5] Hansen et al. [9] Present study

Ist flapwise 0.72 0.7 0.64 0.7 0.6

2nd flapwise 2.05 2.02 1.86 1.8 1.75

3rd flapwise 4.37 — 4.34 3.6 3.49

Ist torsional 5.62 — 5.39 8 6.04

TABLE 4: Natural frequency of prebend and flat modes.

Mode

Prebend blade mode frequency (Hz)

Flat blade mode frequency (Hz)

Ist bending mode 0.28 0.26
Ist torsion mode 0.52 0.45
2nd bending mode 0.99 0.90
3rd bending mode 2.21 1.94
4th bending mode 2.24 2.03
2nd torsion mode 4.07 3.68
Ist chordwise bending mode 4.91 4.66
3rd torsion mode 5.61 5.24
4th torsion mode 6.46 5.87
2nd chordwise bending mode 9.23 8.38
10
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FIGURE 6: Eigen frequencies for the blade with respect to rotor velocity.

state is given by the values for « =0 and w =0 for the wing
and critical flutter condition for blade is given for the
conditions of a=0 and w #0.

3. Methodology

The Galerkin approach is used to solve the coupled partial
differential equations of motion, which discretizes the
equations spatially and provides an analysis of flexible
structural instabilities owing to fluid flow.

The torsional and flapwise displacements using Galerkin
approach are given by

A= Z ¢, (x).q; (),

= (12)
B= ) ¢,(x).q, ().

Jj=n+l

In this equation, ¢, and ¢, represent the torsion and
flap wise mode whereas n and n' represent the mode
numbers in both torsional and flapwise directions.
Similarly, q,, q» are synchronized with respect to the
directions. The nondimensional lift and moment equa-
tions are substituted in the equation and multiplied by the
values of Eigen values. The values are integrated with
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FiGure 8: Damping curves in blade torsion modes with respect to the wind velocity.

respect to the length of the blade. The obtained equation
corresponds to the eigenvalue problem, solving which
gives the stability analysis of the blade structure. Figure 5
explains the computation of unsteady aerodynamic co-
efficient using double lattice method and solving the
eigenvalue problem to calculate the flutter velocity using
PK method.

The eigenvalue problem equation upon integration for
the values of 0 to L, for the length of the blade,

[[K]+U*[Q] +A*[M]]a = 0. (13)

The equation is solved for the increased values of U to
solve the value of U.. The A value will be negative for the
small values of U and it is approximately equal to 0

for the first value of the critical air speed U.. On ap-
proximating A and B, Uc values are obtained for the
values of n and m equal to 1. For the values of A=1i,, Uc
will be equal to U, which gives an equation in the form of
determinant.

iw 0 -1 0
0 iw 0 -1

5 =0. (14
ky, Uhy, iomy +Uly, iwm;, +Ul,

0 ky +Uhy, iwmy, +Ul, iwm,, +Ul,

By substituting into the real part of (13), we can write the
quadratic equation in U* as
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FIGURE 14: Prebend blade with initial tip deflection.
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Ficure 15: Bending mode of the prebend blade.

F1GURE 16: Torsion mode of the prebend blade.

CU*+DU*+F=0. (15)

On substituting the values in (13),

2 D1

+ D? — 4CF. 16
2C~ 2C c (16)

The iterations are carried out for a number of U values,
with the air speed with the least positive value taken as
critical air speed for which the structural stability exists for
the values below this critical air speed. The critical air speed
is represented by U¢ and is compared to that with prebend
and flat blade to study the impact of flutter limit analysis in a
wind turbine blade.

3.1. Estimation of Onset for the Flutter Instability. The
predication of flutter limits in wind turbine blades is
carried out by time dependent aeroelastic analysis or
eigenvalue analysis. The eigenvalue analysis involves a

model of steady state equilibrium, which is a linear model
for blade. This eigenvalue problem is used to study the
instability mechanisms. Standard FEA blade model code is
used for different blade arrangements and its properties
are given in Table 1. The 100-meter blade is used in this
study with the boundary conditions applied as stated in
(6) and (7), where the blade behaves similar to the can-
tilever beam. A 5m tip deflection and an initial bend are
also included in the structure. At an altitude of
121.92 meters, the airspeed is gradually increased from
0m/s to 50 m/s, where the air density corresponds to
replicating the blade’s surrounding conditions. The blade
DOF is depicted in 2D diagram (Figure 4). The mathe-
matical model is solved by PK method for flutter analysis
and validates equation by developing aerodynamic ma-
trices for variables such as air speed and frequency. The
blade model imported into the standard FEA code is
assigned with the composite layup arrangement whose
characteristics are listed in Table 1.
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3.2. Parametric Study. Now, the parameters like aerody-
namic load are varied by varying the wind speed and from its
output, the damping curves for the prebend structure are
presented with the help of Campbell diagram. Two graphs
are obtained for damping ratio due to dynamic as well as
inertial forces acting due to the speed of the rotor and change
in wind velocity. Also, the comparison shows the influence
of aerodynamic load and inertial forces on the modes can be
understood. Similarly, the change in stability of the blade
due to prebending can also be observed. And also, the flutter
speed comparisons with previous research and present one
have been shown in Table 2 and further mode frequency
comparisons have been tabulated in Table 3.

4. Results and Discussion

The modes of the prebending are studied for natural fre-
quencies and analysed with the same flat blade parameters.
The frequency of all the modes in the study is in proximity to
each other and thereby the prediction behaviour can be
inferred due to the participation of all modes in flutter
analysis of the blade structure. Table 4 compares the modal
analysis output obtained for flat and prebend configuration
of the blade structure.

The results are plot showing the Eigen frequencies with
respect to the increasing rotor velocity of blade; in Figure 6,
it is observed that the rotor velocity has a significant in-
fluence among 1st, 2nd, and 3rd bending mode and Ist
torsional mode. Thus, this Campbell diagram can act as
evidence to predict the modes that would contribute in the
flutter analysis of the blade.

From Figure 7, the damping curve for bending modes is
nonlinear and indicates the stability of the bending modes
when the wind velocity is increased. The 3rd and 4th bending
modes show a higher sensitivity to the wind velocity changes
than the Ist and 2nd bending mode.

Figure 8 shows the damping curves with respect to wind
velocity. It is also noted that 1st and 2nd torsion mode are
capable of easily initiating instability as their curves lay close
to zero throughout the graph. But the Ist torsion mode
seems to be more stable while the 2nd mode is not as stable
as the first one. The graph also indicates the dominance of
the 2nd torsion mode when it comes to contributing to the
flutter mode as change in dampening ratio shows the sign
change in the flutter velocity.

The graph in Figure 9 with curves plotted for damping
with respect to rotor velocity clearly depicts the drastic
change in slope of all bending modes, where 1st bending
mode shows exception for a critical rotor speed in the range
between 20 and 30 rpm. The 3rd and 4th bending mode show
a mild and sensitive variation with respect to the rotor
velocity. The more stable conditions are obtained for low
rotor velocities and it can be concluded that, with changing
the design to improve the flutter limit, more ideal rotor
speed is the velocity of less than 20 rpm for aerodynamic
properties with an onset of flutter stability.

Figure 10 shows the damping curves variation along the
rotor velocity. The graph shows that the 1st torsion mode is
quite stable compared to the other torsion modes.
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Meanwhile, torsion modes 2 and 3 are found to be highly
sensitive and nonlinear to rotor velocity.

Figures 11 and 12 reveal real part of eigenvalue for the
bending and torsion modes and the plot is in acceptance
with the inference gained from the damping ratio plots.

Figures 13 and 14 of flutter analysis show recorded
behaviour of flap and torsional modes with the onset of
flutter in the prebend blade.

In Figures 15 and 16, the initial tip deflection and si-
multaneous bending and torsion contribution of bending
and torsion mode are clearly observed. It can be inferred that
the deformation of blades is both flapwise and torsional
revealing the excitation in both modes under the same
frequency, and structure dampening capacity is exceeded
due to the higher absorbed energy.

5. Conclusion

The investigation was carried out with a focus to detect the
occurrence of flutter instability in a horizontal axis large
wind turbine blade with prebend (HAWT). The literature
presents and evaluates the mathematic model for a prebend
blade for wind turbines at natural frequencies. The study was
carried out by advanced beam model for ideal structure in a
DU-97-W-300 cross sectional area. A Galerkin type of ap-
proach has been used to derive the equations and the
analysis was performed involving a standard FEA code
which involves PK method and double lattice method for
calculating flutter solution and aerodynamic loads, respec-
tively. The study is applied to structural stability, estimation
of flutter region, nonlinear influence of blade length, and
rotor velocity. The main conclusions from this paper are
summarised as follows:

(1) The results reveal the significance of inducing
prebending to improve the stability of the blade
structures and hence, the flutter velocity has moved
from 11 m/s to 23 m/s

(2) The results also ensure that prebending in blades can
be used significantly to modify its performances and
structural stability without changing its aerodynamic
properties

(3) New technique of obtaining damping curves with
and without aerodynamic loads helps the designer to
decide whether to modify the aerodynamic prop-
erties or structural properties for improved flutter
limits

For future work, the methods and theories used here can

estimate the flutter region but cannot provide any details
about interaction of fluid and the dynamic behaviour of the
structure beyond the flutter point to study requires a more
comprehensive model. The recommendation for further
studies is that a wind turbine blade can be manufactured in
sections (split blades) and it can be easy for transportation as
well as for installation. Thus, integration of joints and
structural nodes should be evaluated for performance pa-
rameters. It can be extended to determine the impact of
prebending of the blade on AEP (annual energy production)
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which can also be studied as the prebending will cause the
turbine to have a higher AEP than rotors having straight
blade due to the increase in the angle of attack along the
length of the blade. And also, the impact of glue delami-
nation of blade structure on flutter limits can be analysed
[34].

Abbreviations

A and B: Constant coefficients

C, D, and F: Matrix variables

E: Young’s modulus

G: Modulus of rigidity

J: Moment of inertia (polar)

L Moment of inertia (Area) L
blade length

P: Load (wind velocity)

X: Deflection due to pitch

U: Air speed/wind velocity

TE: Trailing edge

LE: Leading edge

w: Linear deflection

I: Element length

m: Mass

c Chord length

Coordinates in directions
Positive definite stiffness and
mass symmetric matrix

[Q]: Displacement matrix [P] load
matrix

k: Stiffness

n and n': Number of modes

t: Time

J: Variable denoting the number
of the mode shape

Iy Mass moment of inertia

Cp: Lift coefficient

Cy: Moment coefficient

U Critical wind velocity

Zg: Shear centre distance in Z
direction

Gy Centre of pressure

Ki: Bending stiftness

Ex: Elastic axis

Ys:Shear centre distance in Shear centre distance in Y

Y directionYy: directionYy Distance between
mass centre and elastic axis at
any section

Fp: Lift force
Fu: Moment
Xo: Distance between the

aerodynamic centre and
leading edge of the aerofoil
K Torsional stiffness
Ac: Aerodynamic centre
Ix:Inertial axis DOF Inertial axis DOF (degrees of
(degrees of freedom) freedom) angular deflectionA:
angular deflectionA: Eigenvalue
o Real eigenvalue.
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w: Complex eigenvalue
L: Poison’s ratio

p: Air density

@: Mode shape.
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For a class of linear discrete time invariant stochastic switched systems with repetitive operation characteristics, a novel P-type
accelerated iterative learning control algorithm with association correction is proposed. Firstly, the concrete form of accelerated
learning law is given, and the generation of correction in the algorithm is explained in detail; secondly, on the premise that the
switching sequence does not change along the iteration axis but only along the time axis, the convergence of the algorithm is
strictly mathematically proved by using the super vector method, and the sufficient conditions for the convergence of the al-
gorithm are given; finally, the theoretical results show that the convergence speed mainly depends on the controlled object, the
proportional gain of the control law, the switching sequence, the correction coefficient, the association factor, and the size of the
learning interval. Simulation results show that the proposed algorithm has a faster convergence speed than the traditional open-

loop P-type algorithm under the same conditions.

1. Introduction

In recent years, switching system has gradually become one
of the research hotspots in the control field [1]. Switching
system is a kind of important hybrid system, which is
composed of a set of differential equations or difference
equations and switching rules. According to the changes of
actual environmental factors, the whole system can be
switched between different subsystems through switching
rules so as to meet the requirements of different working
conditions and improve the system performance [2].
Therefore, switching systems are widely used in practical
engineering systems, such as a traffic control system [3],
power system, circuit system [4], and network control
system [5]. At present, a large number of research results on
switched systems are focused on the stability of switched
systems [6], but the research results on the output tracking
control of switched systems are very limited [7]. The reason
is that it is much more difficult to realize the tracking control

of switched systems than the stabilization and stability
problems [8,9]. It is worth noting that the ILC algorithm and
its optimal robust control [10]can be used in many industrial
applications such as robotics control [11], industrial auto-
mation [12], power and energy sectors [13-15], chemical
plant processing [16], servo control [17], and many other
automation industries [18].

Iterative learning control [19], as a model-free control,
has a simple structure and does not need specific model
parameters. After enough repeated iterations in a limited
interval, the behavior of the execution object can meet the
expected requirements [18]. Due to the above characteristics,
the learning algorithm has been favored by many scholars in
recent years, which makes it widely used in the control of a
robot rigid manipulator [12,20], batch processing in in-
dustries [21], aerodynamic system [22], traffic control sys-
tem [23], electrical power system, etc. [24-26]. However, at
present, most scholars have only performed a lot of research
on the control of nonswitched systems, while there are few
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research results on the iterative learning control of switched
systems [27].

Xu-Hui et al. [28] proposed an open-loop P-type iter-
ative learning control algorithm for a class of linear discrete
stochastic switched systems on the premise that the
switching sequence is randomly determined and analyzed
the convergence of the algorithm by using the super vector
method, realizing the complete tracking of the desired
trajectory in the whole running finite time interval. For
linear and nonlinear discrete switched systems, the con-
vergence of an open-loop D-type ILC algorithm is analyzed
in detail by using the compression mapping principle in
references [29, 30]. In reference [31], an open-loop D-type
ILC algorithm is proposed for a class of continuous random
switched systems. Zhou et al. [32] proposed a discrete P-type
iterative learning control algorithm for the trajectory
tracking problem of a class of time-varying discrete switched
systems with arbitrary switching sequences. The conver-
gence of each subinterval was strictly proved by using
compressed mapping, and the sufficient conditions of norm
form for the convergence of the algorithm were given. Fi-
nally, it was compared with the state feedback robust
control. Simulation results show the superiority of the it-
erative learning algorithm. Cao and Sun [33] proposed an
iterative learning control algorithm with an attenuation
factor, which reduces the influence of measurement noise
during trajectory tracking. Bu et al. [34] analyzed the sta-
bility and convergence of a high-order PID iterative learning
control algorithm in switched systems with state delay. In
references [17, 35], aiming at the problem of model un-
certainty and external noise of discrete switched systems, the
PD type iterative learning algorithm is used to analyze the
uncertainty and robustness.

It is important to note that the issue discussed in this
article is analogous to the ILC for time-varying linear sys-
tems. There are, nevertheless, some critical distinctions.
While the time-varying system accepts solutions that are
parameterized merely by the initial condition, the switched
system admits solutions that are parameterized by both the
initial condition and the switching signal. The time-varying
linear system in the super vector formulation has a constant
lower-triangular Markov parameter matrix throughout the
timespan, and the starting state is the same for the entire
system. While in a linear switched system, the lifting matrix
is defined by both the subsystems and the switching signal.
Additionally, the initial condition is same for only the first
subsystem, not for all subsystems, resulting in a different
convergence approach than for time-varying systems.

Novel Points: The autoassociative ILC proposed in this
paper is based on the traditional ILC, namely, using the
current information to estimate the future input. Compared
to traditional ILC, the new algorithm is characterized as
follows: in each trial, the unlearned time is precorrected with
the current time information. The algorithm can reduce the
number of iterations and accelerate the learning conver-
gence speed.

The algorithm proposed in this paper differs from the
traditional discrete closed-loop algorithm and the higher-
order algorithm as follows:

Mathematical Problems in Engineering

(1) Although the algorithm proposed in this paper is
similar in form to the traditional closed-loop itera-
tive learning algorithm, the principle is completely
different from that of the traditional discrete closed-
loop P-type algorithm (feedback algorithm). The
traditional discrete closed-loop ILC algorithm is to
correct the control input of the current time directly
with the error of the previous time in the same trial.
The algorithm proposed in this paper uses the error
of the current time to pre-estimate the amount of
control after which it does not occur at all times and
plays the role of precorrection.

(2) Although the associative iterative learning algorithm
proposed in this paper is similar in form to the
traditional higher-order discrete learning algorithm,
the learning process is completely different from the
traditional higher-order iterative learning algorithm.
The traditional high-order ILC is the algebraic
overlay of the control information of the previous
two or more trials at the corresponding time. The
new iterative learning algorithm proposed in this
paper is to precorrect the subsequent unoccurred
time with the error value of the current time in the
same trial.

The switched system is a piecewise controlled system.
When the switching rules of the switched system are ar-
bitrarily selected in the initial iteration and remain un-
changed in the learning process, the dynamic structure of
the switched system remains unchanged in the learning
process, which meets the basic requirements of iterative
learning control for the controlled system. On this premise,
when the switched system runs repeatedly in a fixed finite
time interval and meets certain conditions, iterative
learning control can be used to realize the accurate control
of the switched system. The proposed algorithms can obtain
the consultations exactly in the piecewise means. Strict
theoretical proof and corresponding experimental simu-
lation are carried out, which will be published one after
another.

Based on the above analysis, for a class of discrete time
invariant arbitrary switching systems that perform repeated
tracking tasks on the desired trajectory in a finite time in-
terval, under the premise that the switching sequence is
randomly determined and the iteration is unchanged, using
the characteristics of iterative learning control, taking p-type
as an example, a discrete iterative learning control algorithm
with backward error association and correction of the
control quantity of the next iterative learning is proposed.
Combined with the theory of super vector and spectral
radius, the convergence of the algorithm is discussed, and
sufficient conditions for the convergence of the algorithm
are given in theory.

2. Problem Formulation

A class of single input single output linear discrete time
invariant switched systems with repetitive operation in a
finite time period is considered as follows:
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.xk (t + 1) = Ag(t)xk (t) + Bo.(t)uk (t), (1)
where discrete time te€{0,1,...,N-1}, x.(¢f) € R",

uy (t) € R, y, (t) € R are the state vector, input vector, and
output vector of the system; A, ) and B, ) and C, ;) are the
constant matrices with appropriate dimension; o (t) is a
random switching sequence, defined as o(t): (0,1,2,
) — M ={1,2,...,m}, namely, o(t) takes value in a
finite set M ={1,2,...,m}; m>1 is the number of sub-
systems; when o (t) =i, the i subsystem is activated; the
subscript k indicates the number of iterations.

Hypothesis 1. In each iteration of the switched system, the
initial state is equal to the ideal initial state, namely,
Xk (O) = Xd (0)

Hypothesis 2. Desired trajectory y,(t+1), te€{0,1,

..»N -1} is predetermined, and it is not related to the
number of iterations. Since u, (j) exists uniquely, the uni-
form convergence of the control profile u (j) to u, (j) implies

that the state and output tracking errors will be vanished. It
is a reasonable assumption that the task for control should be
feasible.

Hypothesis 3. For any given desired trajectory y,(t+ 1),
there are desired states x,(t) and desired control signal
u, (t) so that a desired output y,, is given, and there is only
desired control input ugy) which generates x;; and yyq),
where x4 and y4; are desired state vector and desired
output vector, respectively.

{ X4 (t + 1) = Ag(t)xd (t) + Ba(t)ud (t),

2
yd(t+1):C0'(t)Xd(t+1)’ tE{O,l,...,N—l}. ( )

Hypothesis 4. After the random switching sequence o (¢) is
randomly determined in the first iteration, the sequence is
used in the subsequent iterations.

By system (1), the output signals at each time in array
[1, N] during the k-th iteration can be expressed as

Vi (1) = Cy 0% (1) = Cp(0) Ay (0)Xk (0) + Cy 9By (0 (0),
Yk (2) = Co (1% (2) = C(1yAg (1) Ag Xk (0) + Cy (1) Ag (1) By 0) 1 (0) + Cy 1y By (1145 (1),

)

Ye(N) = Co(n-1)Xk (N)

N-1 N-1

=Con-1 H A (X (0) + Coy-y H A (5B (0) + Co oy H A, (j)Bo i (1)

Jj=0 j=1

+ 4 Co e Asv-1Bo(voy ik (N = 2) + Cj -1y By (vopyue (N = 1).

For the convenience of description, the above formula is
written in the form of super vector and introduced into
super vector.

U, = [ (0), 4, (1), ., 1, (N - 1)],

(4)
T
Y= [(D), (2, e (N)]
[ Cs0)Bo(0) 0
ConAsBo(o) C,)Bo)
G = CU(Z)AU(Z)AU(I)BJ(O) CU(Z)AU(Z)BU(I)
N-1 N-1
Con-1) H Ao(j)Ba(O) Con-1) H Aa(j)BU(l)
L j=1 j=1

0 1 2
V= CO‘(O) HAU(])Xk (0),C0.(1) HAU(])Xk (0), CO‘(Z) HAD'(])X]( (0),"‘ .o "CU(Nfl) H AU(])Xk (0) .
j=0 j=0 j=0 j=0

(3)
N-1
=2
The above formula can be written as
Yk = GUk + V, (5)
where
0 0 :
0 0
C,2Bs 2
. 0 >
(6)
Cov-1As(N-1)Bo(v-2) Con-1Bon-1)

N-1 T



A control law with backward error association and
correction of subsequent control variables is considered as
follows:

t
i (8) = LY e (i + 1)K
pard (7a)

te{0,1,...,N-1},

Uper (8) = 1ty (8) + 70 (8) + Tey (£ + 1), (7b)

where u;,, (t) is the control quantity at the time of the K+1th
iteration process, 1 (¢) is the control quantity at time ¢ of the
k-th iteration process, 7 (t) is the correction of the control
quantity by the error at the time and before the k-th iteration
process, I' is the iterative proportional gain, e (t+
1) =y (t+1)— . (t + 1) is the tracking error. The goal of
iterative learning control is to find a control signal sequence
through a learning algorithm {u; (t)} and make the output
trajectory y, (¢t + 1) of the controlled system (1) under this
sequence control, as the number of iterations increases,
progressive tracking of desired trajectory y, (t + 1), namely,

li t+1)|=0, te{0,1,...,N-1}
Jim e (£ + 1) € Foo®

As shown in Figure 1, in the k-th iterative learning
process, the error e, (1) at point 1 will correct the control
amount at N time in the (k+1)th iterative process, and the
correction amount is shown in Table 1.

The error e (2) at point 2 will correct the control amount
at N-1 times in the (k + 1)th iteration, as shown in Figure 2,
and the correction amount is shown in Table 2.

According to this method, up to point N, its error is
e, (N), as shown in Figure 3, and it only corrects the control
quantity of point N in the K+ 1th iteration, and the cor-
rection quantity is Le (N)eKWNY,

For the discrete switched system (1) meeting the as-
sumptions 1-4, combined with the characteristics of the
switched system, the random switching sequence o (t) is
added, and the P-type accelerated iterative learning control
law for the random switched system is proposed on the basis
of the control law (4):

2
Ui (0) = Uy (0) + LU(O)ek (l)eKU(O)(I/N) + TU(O)ek (1),
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t
i 2
iy (1) = Ly Y e (i + 1)elo0 N
i=0
te{0,1,...,N -1},

(9a)

Upe (1) = 1wy () + 1 (£) + Ty ey (£ + 1), (9b)

where o (t) is the random switching sequence.

3. Convergence Analysis

We have developed an accelerated algorithm of P-type ILC
strategy with kernel-based auto-associative memory for a
linear discrete system. During each iterative learning pro-
cess, the control value of the current time is corrected.
Meanwhile, the amount of control in the subsequent time is
precorrected by association, which speeds up the learning
process. The iterative learning algorithm based on the kernel
function is revealed theoretically in depth. The convergence
speed of the association algorithm is illustrated by simula-
tion results, which is related with the proportional learning
gain, the learning interval, and the exponential factor. This
research method can be widely used to extend to study the
influence of association depth and industrial control.

Theorem 1. A linear discrete time invariant switched system
with single input and single output (1) is considered, if as-
sumptions 1-4 are satisfied, and a P-type accelerated iterative
learning control algorithm with associative correction (5) is
adopted, if the selected learning parameter matrix satisfies

<1 (10

K, (1/N)?
1 _<La(t)e © + ra(t)>ca(t)Bo(t)

p = max
t

The output trajectory uniformly converges to the desired
trajectory, when k — oo, y (t+1) — y,(t+1), te€
{0,1,...,N—-1}-

Proof. According to the iterative learning control al-
gorithm (5), in the k+1th iterative learning process, the
control variables at each time in the interval [0, N — 1] are
respectively

2 2
Uy (1) = up (1) + Lg(l)[ek(l)eK"“)(O/N) e ()N | T, (2),

K, (- 1/N)? K, (0/N)? K, ) (1/N)?
Ui (2) = Uy (2) + LU(Z) [ek(l)e o ( ) + e (2)@ o ) + € (3)@ EY ) + Fo(z)ek (3),

(11)

2 2 2
Ut (N =1) = 1 (N = 1) + Loy [ek (1)eRoev-n N=2N" 1 (9)Kowrny NZ3INT Ly g (N = 1)eotevn (ON)

2
+ep (NS N | 4T e (N)
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FIGURE 1: Error e (1) correction of the control term at N times in the (k+1)th iteration.

TaBLE 1: Associative correction of error e, (1) to the control quantity at N times of the next iteration.
3 N-1 N
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FIGURE 2: Error e, (2) correction of the control term at N-1 time in the (k+1)th iteration.

TaBLE 2: Associative correction of error e (2) to later time control quantity.
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FIGURE 3: Error e, (N) up to point N in the K and (K + 1)th iteration.

The super vector is introduced as follows: U,,, = U, + (LH+T)E,, (13)
E. = [ec(se (2),. . e ()] (1) here
Then,
F Ly, -

Lyay Loy

Loy Loy Lo

LU(N—Z) LJ(N—Z) T LU(N—Z)

-LU(N—l) LJ(N—I) LJ(N—I) LU(N—l) La(N—l)-
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r Koo (1/N)? 1
eK{,m (0/N)? eK,,m (1/N)?
eK,,(z) (1/N)? eK”(z) (0/N)? eK{,(z) (1/N)?
H =
-(N-3)\ -(N-9)Y
Koov-a N Koov-a N K, vm (/N Ky (1/N)?
e e e o(N-2) e o(N-2) (14)
Koovn (CN=2/N)? - Kooy (C(N=3)N) Ky (- (N=4)/N))? Kaov-n (N Koy (1N)? )
T, -
(0)
Loy
T
T = fr(Z)
l—‘U(N—Z)
L 1—‘(J(N—l) .

According to the equivalent system (3),
Epo =Yg =Yy =Y, - (GU,, +V)
= Yd - G[Uk + (LH + F)Ek] -V
=Y,-GU, - V-G(LH + I)E,
= Ek - G(LH + F)Ek
= [Tyey - G(LH + T)]E,
[Tyxy - GLH4 D]’E,_,

(15)

oo = [Tyon = G(LH + D]E,.
[N><N 0

According to the properties of spectral radius, the
necessary and sufficient condition for klim (Inxny — G(LH+
—00

D) =0 is p(Iyw — G(LH +I)) = max|},| < 1. p(M) rep-
resents the spectral radius of matrix M, and if A, is the ei-
genvalue of the matrix, then the necessary and sufficient
condition for system convergence is

< K, (1/N)?
p= mtaxll —(Ld(t)e @ + ra(t))Qr(t)Ba(t) <L

(16)

Hence, the theorem is proved.

4. Numerical Simulation

In order to verify the effectiveness of the accelerated learning
law in this paper, the following discrete switched systems
with three subsystems are considered:

{ X (t + 1) = Ao.(t)xk (t) + Ba(t)uk (t),

(17)
Vi (t+1) = Cp X, (£),

where t€{0,1,...,N -1}, o(t) €{1,2,3} represents a
random switching sequence. Any group is selected, as shown
in Figure 4.

The parameters of the three subsystems are as follows:

[0 1
A = ,
[ 0.125 —0.2
[0
B, =| |,
"
C,=[011],
[-0.25 1
A2= >
| 0 -03
ro (18)
B,=| |
1
,=[-02 1],
(1 0
A, = ,
0.2 0.1
o
B.=| |,
Tl
C,=[051].

Assuming that the learning parameters remain un-
changed during the learning process and will not change
with the switching sequence and the number of iterations.
The iteration proportional gain is set to I';(; = 0.25, the
association factor is set to K, ;) = 1, the correction coeffi-
cient is set to L, = 0.2, and the discrete time is set to
N=60, and the calculated p; = max |1 — (L,,efe0 N4+
Lo 6)CoBy(pl = 0.55< 1. The cofwergence condition is
met. If K;,) =1 and L, =0, the above algorithm de-
generates into a traditional P-type iterative learning control
algorithm, and its convergence conditions are p, = max |1 —
Lo 0CoBonl =0.75<1 and p, <p,. According fo the
spectral radius theory, the smaller the convergence radius,
the faster the iterative learning algorithm converges.
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TaBLE 3: Comparison of ILC laws with proposed accelerated PD type ILC law.

Iteration number D-type ILC law Traditional P-type ILC law Proposed accelerated P-type ILC law
1st 6.817316 5.617316 5.5217316
2nd 5.1217316 3.1217316 3.0127316
5th 4,549819 2.521928 1.232084
10th 2.603581 0.281079 0.029238
15th 1.07538 0.062823 0.003683

The desired trajectory is y,(t +1) =sin(8t/25), te€
{0,1,...,59}. The initial x,(0) =0,Vk € Z*, the initial
control vector is u; = 0. When using the accelerated P-type
learning law proposed in this paper, from the first learning to
the 50th time, the changing trend of ||E,| is shown in
Figure 5. It can be seen that the algorithm can ensure that
|E, |l converges to zero. Figure 6 shows the output of the
system after the first, fifth, tenth, and seventeenth iterations,
and the convergence process of the algorithm can be seen in
more detail.

When the traditional P-type learning law is adopted, the
proportional learning gain [, =0.25, which remains
unchanged in the learning process. From the first learning to
the 50th, the change trend of ||E, | is shown in Figure 7. In
addition, the figure also includes the change trend of | E,||
using the acceleration algorithm proposed in this paper. In
the figure, when the allowable error ¢ = 0.01, the traditional
P-type algorithm needs 35 iterations and the accelerated
P-type iterative learning algorithm needs 17 iterations; given
that the allowable error & =0.001, the traditional p-type
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algorithm needs 48 iterations and the accelerated P-type
iterative learning algorithm needs 15 iterations. It can be
seen intuitively that after using the P-type accelerated ILC
algorithm proposed in this paper, the convergence speed of
the system is obviously accelerated.

Table 3 shows that the highest tracking error of D, P, and
accelerated proposed P-type ILC laws in the first iteration is
6.817316. After the 15th iteration, the error of the P-type law
is 0.062823 and the D-type algorithm is 1.07538. Whereas
the error of the proposed accelerated P law is 0.003683, from
the column of Table 3 to the data, the tracking error of all
ILC laws is reduced consecutively with the increase of the
iteration number. However, from the horizontal data in
Table 3, the tracking error of the proposed accelerated P-type
ILC law is the smallest as compared to other ILC laws (D-
type and Traditional P-type) under the same iteration
number. Therefore, it can be easily observed from Table 3
that the convergence speed of the proposed accelerated
P-type law in this paper is significantly higher than that of
other traditional laws.

5. Conclusions

In this paper, a class of discrete time invariant switched
systems with arbitrary switching sequences is studied. An
open-loop P-type accelerated iterative learning algorithm
with precorrection function is used, and the convergence
conditions are given. The convergence radius of the algo-
rithm is smaller than that of the traditional P-type ILC
algorithm. The convergence and rapidity are strictly proved
in theory by using the super vector. Numerical simulation
examples verify the effectiveness of the proposed algorithm.
The results show that for discrete switched systems with
arbitrary switching in the time domain, the ILC method can
ensure complete tracking control in a finite time period. At
the same time, the accelerated ILC algorithm proposed in
this paper can reduce the number of iterations when the
error reaches the allowable error so as to accelerate the
convergence. Since any switching sequence is randomly
determined and does not change with the number of iter-
ations, the system is still a determined system from the it-
eration axis, and ILC can be used to realize complete
tracking. In future research, the author will consider the
stability and convergence of iterative changing initial con-
ditions, system model uncertainty, and measurement noise.
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In order to solve the problems of large demand for power business and small number of customer service, an intelligent customer
service questioning and answering a system for power business scenario based on AI technology is designed. The approach first
uses the particle swarm optimization algorithm to automatically classify the question attributes and then uses the fuzzy c-means
clustering algorithm to match the answers with the highest similarity to the questions and return to the customers. The system
collects the questions raised by customers through the acquisition module, uploads the question work order to the knowledge base
through the information assistance module, and stores the preprocessed questions to the knowledge base. After completing the
problem attribute classification through the particle swarm clustering algorithm classification model in the batch analysis and
calculation module, the question answers are matched through fuzzy c-means clustering. At the same time, the similarity of
different keywords is calculated to find a series of related questions. After the obtained data are analyzed in real time through the
self-service customer service module, the answer is extracted and fed back to the customer, and the question answer is presented to
the customer in the system interface. The experimental results show that the designed system has low worst-case time complexity,
which is up to 0.35 only. The reason is that the system in this paper can use priority information to deal with the problems raised by
customers, which is different from the past work where dealing with customers request via priority information is not used. The
system can give the corresponding answers according to the customer’s options. It has convenient operation, high integrated
control ability, and good information management performance. Compared with the traditional approach which could waste a lot
of resource and data, the proposed approach can reduce the differences between problem data, eliminate invalid data, and simplify
the data classification process. The application of the system can effectively accelerate the information transmission efliciency of
the power company and can be used for power exchange platform automation in the future.

1. Introduction

‘The related businesses of power companies in different
scenarios are gradually increasing, and some businesses have
changed from offline services to various online remote
services [1, 2]. However, both offline service and remote
service will waste power business resources [3], such as the
shortage of customer service personnel and the difference of
business capacity [4], which will directly affect the service
level. Therefore, the design of a high-quality power business
intelligent customer service system has attracted the at-
tention of relevant scholars [5].

Ytetal. [6] propose a method to construct the knowledge
graph of power customer service domain and constructed a
knowledge graph containing more than 15,000 entities and
more than 20,000 relationships. Based on the knowledge
map, an intelligent question answering application archi-
tecture is designed. The architecture is composed of several
functional modules, such as dialogue process configuration,
natural language processing, and business process pro-
cessing. Provide more efficient and open knowledge retrieval
services for power customer service business and improve
the intelligent level of customer service questions and an-
swers. However, this method has little experience in
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customer service operation and maintenance and cannot use
knowledge sharing to deal with problems raised by cus-
tomers, resulting in massive historical operation and
maintenance data being wasted. Li et al. [7] point out that
customer service is changing from traditional manual ser-
vice to automatic service. Automatic service uses different
computational informatics to achieve more efficient and
high-quality service. Automated customer service requires
expertise in big data and data analysis as a prerequisite.
However, many companies, especially small and medium-
sized enterprises, do not have enough data and experience
due to limited scale and resources. They need to rely on third
parties, resulting in the lack of development of core cus-
tomer service capabilities. In order to overcome these
challenges, it proposes an open automatic customer service
platform based on the Internet of things (IoT), blockchain,
and automatic machine learning (AUTOML). Yu et al. [8]
analyze the changes of the new generation power grid
dispatching control system in system architecture, human-
computer interaction mode, business organization mode,
and so on. This paper combs the new requirements of the
new generation power grid dispatching control system for
access control and puts forward the service access control
solution in the new generation power grid dispatching
control system. The key technologies such as path-based
resource identification definition, metadata-based resource
management, rule-engine-based multifactor access control,
and cross-system access control based on parent-child or-
ganization relationship are studied. The scheme has been
verified in the prototype system and provides a multidi-
mensional security access control means for the business in
the new-generation power grid dispatching control system.
However, during the time period when the system has no
customer service, customers need to wait for the customer
service to go to work.

Based on the aforementioned analysis, although most of
the existing methods have realized the intelligent question
answering of power business, there are still some problems
such as poor keyword searching, inability in keywords de-
composition of most customers, low data reusing rate, poor
efficiency in question answering content management, and
weak pertinence of answers [9, 10]. Therefore, we choose to
apply the fuzzy c-means clustering algorithm [11], which can
directly deal with the problems that a text belongs to
multiple text classes, and class boundaries are fuzzy and
overlapping regardless of the clustering category. Based on
the aforementioned justification, this paper proposes to
build an intelligent customer service questioning and an-
swering a system for power business scenarios based on Al
technology. Al technology has been widely used in the area
of prediction [12], state estimation [13, 14], control [15-17],
and optimization [18] and has made considerable contri-
bution. Therefore, this research tries Al technology. The
approach first uses the particle swarm optimization algo-
rithm to automatically classify the question attributes and
then uses the fuzzy c-means clustering algorithm to match
the answers with the highest similarity to the questions and
return to the customers. The approach can reduce the dif-
ferences between problem data, eliminate invalid data, and
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simplify the data classification process. The system in this
paper can use priority information to deal with the problems
raised by customers, so it has a low worst-case time
complexity.

2. Power Business Scenario Intelligent
Customer Service Questioning and
Answering a System Based on AI Technology

2.1. Overall System Structure. In order to improve the
customer service quality of power business, an intelligent
customer service questioning and answering a system for
power business scenario based on Al technology is con-
structed. As shown in Figure 1, the problems raised by
customers are solved by the designed system to improve the
customer service quality.

As can be seen from Figure 1, the system collects various
questions raised by customers through the acquisition
module and then transmits the questions to the knowledge
base in the form of work order through the auxiliary in-
formation module to realize the word, marking and
identification of the preprocessed questions, and store them
in the knowledge base. The answers matching with the
answers with the highest similarity to the work order are
retrieved in the batch analysis and calculation module.
After the data are analyzed in real time by the self-service
customer service module, the answers are extracted. The
core module of the system is the batch analysis and cal-
culation module, which uses the particle clustering algo-
rithm to divide the attributes of the questions raised by
customers and then uses the fuzzy c-means clustering al-
gorithm to match the keywords related to the topic in the
text, calculate the similarity of different keywords, find a
series of related questions, and finally get the answers with
the highest matching degree. The fuzzy c-means clustering
algorithm is used to match the keywords related to the topic
in the text, calculate the similarity of different keywords,
find the answers related to relevant questions, and finally
feed back to customers through the language processing of
independent customer service to realize interactive ques-
tions and answers A with customers.

2.2. Problem Acquisition Module. The main function of this
module is to collect relevant questions raised by users, count
and divide them into a specific server directory, and convert
them into intelligent customer service questions and answers
A data of power business scenario. The main work of this
module includes the following:

(1) Determine the time interval for the system to collect
problem data, which is determined as 3 min.

(2) Apply TXT file type to store relevant files with
problems in the system.

(3) Define the coding format of system acquisition
problem file as UTF-8, build a data interface in series
with Hadoop file system, obtain the problem, and
save it in Hadoop.
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FIGURE 1: Power business scenario intelligent customer service questioning and answering a system.

2.3. Auxiliary Information Extraction Module. Figure 2
shows the details of the information-aided extraction
module.

The four main functions of the information-aided ex-
traction module are as follows: problem warehousing,
transmitting work orders, changing problems to the
knowledge base, and manually modifying the content of the
knowledge base to the response base. As seen from Figure 2,
if the customer raises a question, the module will auto-
matically reply to the customer, submit the unsolvable
problem to the service queue, provide various feedback
methods to the response base, and then answer automati-
cally through the knowledge base.

2.4. Batch Analysis and Calculation Module

2.4.1. Problem Attribute Classification. The core function of
this module is to deeply analyze the collected operation
problems and calculate the system. This method takes the
existing problem data as the comparison basis to verify the
similarity and clustering relationship between the problems.
As the traditional word segmentation will produce a large
number of resource waste and inefficient problems when
putting forward the questions to be answered to the system,
the module first uses the particle swarm optimization

algorithm to automatically classify the question attributes
[19, 20] and finally uses the fuzzy c-means clustering al-
gorithm to match the answers with the highest similarity to
the questions and return to the customers. Figure 3 shows
the problem classification process.

In Figure 3, the general flow of problem attribute
classification is described, which is, the preprocessed data set
is pretrained. In the embedding layer, according to the word
vector strategy, particle swarm clustering algorithm is used
to complete the transformation of sentence vector, and a
persistent classification model, which meets the standard
accuracy and can be used for future classification is obtained
through training.

2.4.2. Fuzzy c-Means Clustering Mathematical Model.
Fuzzy c-means clustering algorithm is used for classifica-
tion according to the similarity of the problem, and the ones
with high similarity are judged as similar ones and classified
into one group. Fuzzy c-means clustering is an unsuper-
vised learning problem [21, 22]. For the problem data with
unclear classification, the strategy can automatically match
the best keywords in the text after training. Using fuzzy c-
means clustering algorithm can improve the compactness
of clustering data and change the dispersion between
clusters.
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FIGURE 2: Auxiliary information-aided extraction module.

The fuzzy c-means clustering algorithm includes the
following steps:

Step 1: Import the determined clustering parameter, e,
and the sample set of the data object.

Step 2: Arbitrarily select sample points of e and record
them as the original cluster center T, (a), T, (a),
...,T,(a), indicating the number of iterations. First,
the iteration number a = 1.

Step 3: Based on the minimum distance specification,
the samples are divided into class e T f (e) represented
by the cluster center with the minimum distance, and
the number of samples in each class is a;(e). The

j
minimum distance specification is calculated as follows:

a

d= min
Z je(1,2,...e)

i=1

x| (1)

Step 4: After calculating the center of gravity of each
category, take it as a new cluster center to obtain the
following equation:

Tj(€+1)—w Z X (2)
IV X €T (e)
where, j=1,2,...,¢, N; (e) is the number of samples

in T;(e), and the fuzzy c-means clustering algorithm
needs to obtain the mean of e new clustering centers.

Step 5: Perform secondary division and iteration
according to the new cluster center and terminate the
iteration when the sample is consistent with the cri-
terion function of distance.

The formula of the distance discriminant function is as
follows:

(3)

Formula (3) can effectively reduce the differences be-
tween problem data, eliminate invalid data, and simplify the
data classification process. The fuzzy c-means clustering
algorithm is used to normalize the order of magnitude of
different problems so that it can uniformly expand the
problem attribute classification on the order of magnitude
and ensure the accuracy of the results.

2.5. Self-Service Customer Service Module. The self-service
customer service module based on Web browser displays the
intelligent analysis results of system operation. The self-
service customer service module realizes the functions of
real-time analysis, answer processing, and answer extrac-
tion. It can match the logic and similarity of questions in the
batch analysis and calculation module, extract high-preci-
sion answers through the answer extraction function, and
give feedback to customers on the online customer service

page.

3. Experimental Analysis

This experiment takes iris data set and wine data set as the
research object to test the fuzzy c-means clustering algo-
rithm applied in the system. The clustering effect is shown in
Figure 4.

As can be seen from Figure 4, the system in this paper
can get good clustering effect after four cycles. The clustering
points are clearer and clearer, and the clustering points are
highly dense. There is no wrong clustering, indicating that
the system in this paper has strong clustering ability.
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FIGURE 4: System clustering effect of this paper using fuzzy c-mean clustering method.

The designed system is compared with literature [6-8].
After 25 experiments on iris and wine data sets, the com-
parison results of the accuracy of the four systems are shown
in Table 1.

It can be seen from Table 1 that the fuzzy c-means
clustering algorithm adopted by the system in this paper can
make the system obtain better clustering effect. Compared
with the other three systems, the accuracy of the system
application strategy in this paper is the highest in both data
sets. In the process of experiment, this method can save
storage space and reduce system running time.

3.1. Application Scenarios. In the experiment, taking intel-
ligent speech technology as the core, the application sce-
narios such as voiceprint recognition, voice input method,
automatic map adjustment, status query, question answer-
ing, page switching, and voice ticket issuing are designed.
Voiceprint recognition and voice input method can be used
as services to support other applications.

3.1.1. Voiceprint Recognition. The dual-recognition tech-
nology of voiceprint and voice is used for identity
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TaBLE 1: Cluster comparison results between the research and past work.

Algorithm

Iris dataset (%)

Wine dataset (%)

Design system

Yt et al. study [6]
Li et al. study [7]
Yu et al. study [8]

97.25
88.38
83.57
95.61

98.33
93.31
95.27
97.64

authentication to improve the recognition accuracy of login
customers. Subsequent operations are bound with login
customers to automatically record the working status, be-
havior, and habits of each regulator, so that the intelligent
assistant can provide services more effectively. At the same
time, voiceprint recognition service can be provided for
other applications as an option for authentication.

Through voiceprint, the customer can log in quickly to
avoid the cumbersome operation of entering password. The
system automatically records the login status and associates
the operations in the next period with the logged in
customer.

Example: Voiceprint login.
Input voice: The controller inputs “XXX of a city
dispatching” through mic.
Recognition confirmation: The background program

recognizes the voiceprint information and returns the
name of the controller.

Login: The controller checks the recognized name on
the interface. If it is correct, click login directly. If it is
incorrect, select it from the drop-down menu, and then
click login.

Operation confirmation: Before the control personnel
carry out important operations, for example, con-
firming the operation ticket, they can verify their
identity by voiceprint and can only be carried out after
confirmation.

3.1.2. Voice Input Method. Text input through voice can
replace the function of the existing input method. The input
text can act on any standard text input control such as word,
web page input box, and OMS page to realize convenient text
input. Note: this function is limited to Windows system. An
example of documentation is shown as follows:

Step 1: Open word and start the voice input method
function.

Step 2: Speak the text content to be entered normally
through mic, and the recognized text will be displayed
on the word page in real time.

Step 3: Further editing and improvement can be made
by customers.

Repeat Steps 2 and 3 until documentation is complete.

3.1.3. Automatic Drawing Adjustment. In the D5000 graphic
environment, the designated system diagram or plant station
diagram is automatically opened by the voice of the con-
troller to achieve the effect of rapid page switching. At the

same time, it supports the positioning function of the
designated equipment and improves the work efficiency of
the controller. At this time, the control robot interface re-
mains suspended.

Example: “please open the diagram of landing station”
or “read the diagram of landing station.”

» « » «

Keywords “open,” “plant and station map,” “access.”

Parameter: [Landing station].

Effect: open the specified station diagram.

3.1.4. Status Query. According to the voice requirements of
the regulator, automatically collect relevant information
from the regulation cloud or other systems, query the
current or historical status of the power grid, broadcast in
the form of voice and text, and visually display through
customized templates.

Example: “please query the total power supply of an
area on April 17.”

Keywords “query” and “total power supply”.
Parameters: [April 17], [a region].

Effect: Query the total power supply on the specified
date from the control cloud and broadcast through
voice.

3.1.5. Problem Solving. The city dispatching knowledge base
based on offline modeling realizes the intelligent question
and answer function between man and machine, supports
the ability of multiround dialogue, and supports the online
update of knowledge base. The content of knowledge base
can include basic information of municipal dispatching,
regulation regulations, power system knowledge, and so on.
At the same time, it provides knowledge base management
tools to supplement and update knowledge.

Example 1: “what are the local dispatching equipment?”

Voice broadcasting: Power plants, substations, lines,
and other primary and secondary equipment for mode
adjustment and switching operation ordered by the
municipal dispatching. Text display: (1) machines and
boilers of all power plants with 110kV and above
connected to a regional power grid, primary and sec-
ondary equipment of booster station and their parallel
network cables; (2) 220kV bus and switchgear of
500 kV substation; (3) 220 kV ring network equipment;
(4) 110kV and above load lines and corresponding side
intervals; (5) substation equipment of 110kV and
above (excluding local dispatching equipment); (6)
power grid equipment assigned by superior dispatching
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to municipal dispatching; and (7) other equipment that
the city dispatching deems necessary for direct
dispatching.

3.1.6. Vice Ticket Issuing. The operation ticket can be pro-
cessed by voice, including browsing the previous ticket and
querying the current ticket status. For the new operation
ticket, the text information can be entered by voice.

Example: “view the operation ticket being executed.”
Keywords “view,” “operation ticket.”
Parameter: [executing].

Effect: Retrieve the operation tickets in circulation and
display them in a list.

3.2. Power Business Problem Attribute Classification Effect.
Through the analysis of the aforementioned application
scenarios, it can be seen that the problem information of
power companies is large and diverse. Effective classification
can enhance the management effect of the system to a certain
extent. For the test of system classification performance, five
types of information such as power outage information,
customer information, payment information, and meter
reading time of power companies are classified and tested.
These five types of information come from different com-
munities and floors respectively. The classification perfor-
mance of the system is measured by the attribute category of
the problem, and the results are shown in Figure 5.

According to the test results in Figure 5, the system in
this paper can effectively classify the attributes of five kinds
of information. It can be seen that the payment information
is close to the payment time attribute, indicating that the
system in this paper can realize information classification
according to the attributes of the problem and has a good
classification effect.

3.3. Questions and Answers a Processing Effect. In order to
deeply analyze the problem processing effect of the system,
the posterior probability value of all data is used to measure
the worst time complexity. The formula is as follows:

(1, + mt,) - n-k = nkt, + mnr,. (4)

The number of information, attributes, and categories
are described by n, m, and k, respectively; the posterior
probability of certain information and the time of infor-
mation increase are calculated by 7, and 7, respectively. For
the case where n, m, and k are the same, the calculation
formula of the worst time complexity is as follows:

O(n3) = nzrl + nsrz. (5)

The worst time complexity is set as 0.5, the limit value to
test the worst time complexity of the system intelligent

questions and answers A in this paper. The worst time
complexity of the system intelligent questions and answers A
is negatively correlated with the system problem processing
performance. The worst time complexity of the system in-
telligent questions and answers A is shown in Figure 6.
As can be seen from Figure 6, although the number of
keywords is increasing, the worst-case time complexity of
the system in this paper has increased. However, the increase
is small, stable, and always lower than the limit value. This is
because the system in this paper can use priority information
to deal with the problems raised by customers, so it has a low
worst-case time complexity. When the number of keywords
is 25, the worst time complexity is 0.35, which shows that the
system has good information management performance.

3.4. Effect of Power Business Resource Scheduling and
Registration. The power business resource scheduling at-
tenuation and registration degree of the design system are
shown in Figures 7 and 8.

As can be seen from Figure 7, the information trans-
mission performance and anti-inter symbol crosstalk per-
formance of the system in this paper have been significantly
improved. But they are lower than 4 dB, indicating that the
information transmission performance of the system in this
paper is good, has good anti-inter symbol crosstalk per-
formance, and can optimize the information management
performance of the system.

As shown in Figure 8, in the case of resource mobili-
zation, the system achieves 88% regardless of resource size
and registration degree. The increase of resource size has
little impact on registration. When the resource size is
40 GB, the registration degree is the highest, reaching 97.8%,
and when the resource size is 100 GB, the registration degree
is 95.4%, indicating that the system has good information
management effect. It can correctly realize resource
matching and scheduling.

3.5. Work Efficiency. In order to verify the application effect
of the system in the actual operation process, the work
efficiency of the power company before and 1 month after
the application of the system is compared. The results are
shown in Figure 9.

As can be seen from Figure 9, after the application of this
system, the processing time of customers’ questions is sig-
nificantly reduced, and customers can get corresponding
answers in a short time. Before the application of this system,
the processing time of customers’ questions was longer
because the number of customers is limited, customers need
to wait in line, wasting more time, and the efficiency of
power companies serving customers is low The problems
raised by customers after the application of the system
greatly improve the operation efficiency of the power
company and the work efficiency of the operation and
maintenance group of the power company.
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4. Conclusion

According to the actual needs of power business customers,
taking improving customer service quality as the starting
point and improving the operation efficiency of the company
as the goal, an intelligent customer service questioning and
answering a system for power business scenario based on Al
technology is designed through the combination of inde-
pendent customer service and natural language. When
customers ask questions, the solution strategy is obtained by
designing the system self-service. The approach first uses the
particle swarm optimization algorithm to automatically
classify the question attributes and then uses the fuzzy c-
means clustering algorithm to match the answers with the
highest similarity to the questions and return to the cus-
tomers. The experimental results show that the designed
system has low worst-case time complexity, which is up to
0.35 only. The reason is that the system in this paper can use
priority information to deal with the problems raised by

customers, which is different from the past work where
dealing with customers request via priority information is
not used.

Compared with past work, the novelty of the proposed
approach is shown as follows. The approach is Al-based,
which combines the particle swarm optimization algorithm
and the fuzzy c-means clustering algorithm to automatically
classify the question attributes and match the answers with
the highest similarity to the questions. It reduces the dif-
ferences between problem data, eliminates invalid data, and
simplifies the data classification process. It enables the
proposed system to use priority information to deal with the
problems raised by customers, leading to a low worst-case
time complexity.

From the perspective of customers, the design system
can meet the needs of customers and facilitate customers to
obtain the solutions they need in time. From the perspective
of the company, the existence of the design system can
improve the processing speed of power business, strengthen
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the information construction of the company, ensure its
efficiency while saving operation cost, and make the oper-
ation and maintenance work of the company smoother. It is
a powerful measure to promote the construction of power
remote service and can be used for automation of power
exchange platform in the future.
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The data used to support the findings of this study are in-
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The translational sprinkler irrigation machine is widely used because of its high degree of automation, less manual investment, and
convenient movement. However, when using the sprinkler irrigation machine, the power supply is difficult to be guaranteed in
some remote power shortage areas. Solar energy has become one of the best choices for the power source of sprinkler irrigation
machines. An important issue is the optimal sizing of the stand-alone photovoltaic system for a solar-powered translational
sprinkler irrigation machine. This work conducts the optimal sizing of the stand-alone photovoltaic system for a solar-powered
translational sprinkler irrigation machine considering the loss of power supply probability. Firstly, the self-developed translational
sprinkler irrigation machine is introduced. The load power, which includes the driving power of the translational sprinkler
irrigation machine, water intake pressure driving power, and the loss power of the controller and sensors, is considered in the
calculation process. Subsequently, the photovoltaic generator model and the battery storage model are established. Then, the
stand-alone photovoltaic system is optimized considering the loss of power supply probability (LPSP) and the life cycle cost
(LCC). After the solar irradiance and ambient temperature of a typical sunny day in the test area are given, the optimal
combination of the PV module and battery is obtained. The optimal sizing result is verified using the PV power, state of charge
(SOC), and load power. The presented optimal sizing method is also compared with an existing method. Besides, the operation test
of the sprinkler irrigation machine is also carried out to verify the optimal sizing result. The optimal sizing result is proved to be

effective and applicable.

1. Introduction

The development of irrigation machinery is one of the
guarantee factors to improve crop yield. How to save water
and energy for irrigation has become an inevitable trend in
modern agricultural development. The translational sprin-
kler irrigation machine is widely used because of its high
degree of automation, less manual investment, and conve-
nient movement. However, the power supply is difficult to
guarantee when using the sprinkler irrigation machine in
some remote power shortage areas. These power shortage
areas cannot be irrigated in time. Solar energy is clean and
environment-friendly energy. With the maturity of

photovoltaic technology, solar energy has become one of the
best choices for sprinkler irrigation machine power.

The solar-powered translational sprinkler irrigation
machine transforms the traditional farmland irrigation
mode into mobile sprinkler irrigation with high uniformity
of irrigation. An important issue is the optimal sizing of the
stand-alone photovoltaic system for a solar-powered
translational sprinkler irrigation machine. At present, there
are fewer studies on the matching of power demand and
solar photovoltaic power during the operation of solar-
powered sprinkler irrigation machines. The sprinkler irri-
gation machinery powered by solar is not mature, which
limits its popularization and application in agriculture. At
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present, the research on solar-powered machinery mostly
focuses on the research of solar vehicles, such as [1-3].

Many efforts have been made regarding the optimal sizing
of the stand-alone photovoltaic system. Benmouiza et al. [4]
presented an optimization method for designing the stand-
alone photovoltaic system. This work mainly compares the
proposed method with the existing methods. However, the
specific application of the method is not illustrated. Aziz et al.
[5] optimized the stand-alone photovoltaic system by mini-
mizing the loss of power supply probability. In this study, only
the loss of power supply probability (LPSP) was considered
without considering the stand-alone photovoltaic system’s life
cycle cost (LCC). Fezai et al. [6] proposed a methodology to
study the load profile impact on the stand-alone photovoltaic
system reliability and storage component. Senol et al. [7]
studied the technical and economic feasibility of photovoltaic
pumping of water in Turkey. This study only considered the
life cycle cost (LCC), ignoring the loss of power supply
probability (LPSP). Sallem et al. [8, 9] presented a new
management approach that makes the decision on the op-
timum connection times of the elements of a photovoltaic
water pumping installation. However, this paper does not
optimize the configuration from the aspects of LCC and LPSP.

At present, most of the research on the optimal sizing of
the stand-alone photovoltaic system focuses on the power
supply-demand for residential households or rural areas.
Abbes et al. [10] proposed a new methodology with the aim to
design an autonomous hybrid PV-wind-battery system. The
electric demand of a residential house is taken as an example
to verify the proposed method. Bataineh et al. [11] designed a
stand-alone photovoltaic (PV) system to provide the required
electricity for a single residential household in a rural area in
Jordan. Koutroulis et al. [12] presented a methodology for
optimal sizing of stand-alone photovoltaic/wind generator
systems. The proposed method has been applied to design a
power generation system that supplies a residential house-
hold. Okoye et al. [13] studied the optimal sizing of stand-
alone photovoltaic systems in residential buildings. As
mentioned above, there are a few studies on the walking
power demand and photovoltaic power matching design for
the solar-powered sprinkler irrigation machine. Therefore,
this work aims to optimize the stand-alone photovoltaic
system for a solar-powered translational sprinkler irrigation
machine considering the loss of power supply probability.

The rest of this paper is organized as follows. In Section
2, the stand-alone photovoltaic system configuration model
is introduced. In Section 3, the stand-alone photovoltaic
system is optimized considering the loss of power supply
probability. In Section 4, the optimal combination of PV
module and battery are obtained, and relevant discussions
are carried out. Conclusions are drawn in Section 5.

2. Stand-Alone Photovoltaic System
Configuration Model

2.1. The Self-Developed Translational Sprinkler Irrigation
Machine. This study uses the self-developed translational
sprinkler irrigation machine as the research objective, and its
structural diagram is shown in Figure 1.
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Figure 1 mainly introduces the main structure of the self-
developed translational sprinkler irrigation machine. The
self-developed translational sprinkler irrigation machine
comprises the solar photovoltaic power supply, mechanical
structure, and control system parts. As shown in Figure 1,
the self-developed sprinkler irrigation machine mainly in-
cludes the solar photovoltaic module, battery, main water
pipe, water pump, steering motor, high-clearance chassis,
control cabinet, walking motor reducer, nozzle, and so on.
The detailed information of the developed translational
sprinkler irrigation machine is described in [14].

2.2. Driving Power of the Translational Sprinkler Irrigation
Machine. The driving power of the translational sprinkler
irrigation machine P4 can be given by

py-m0Les, 0

where m is the maximum mass of the translational sprinkler
irrigation machine after filling water into the water tank, g is
the acceleration of gravity, f is the rolling resistance coef-
ficient, v,,,, is the maximum travelling speed of the trans-
lational sprinkler irrigation machine, a is the safety factor,
and # is the mechanical transmission efficiency. For this
study, the parameters m, g, f, V. & and 7 are chosen as
3500 kg, 9.8 m/s%, 0.3, 0.028 m/s, 1.2, and 0.8, respectively.

2.3. Water Intake Pressure Driving Power. The translational
sprinkler irrigation machine is mainly used for crop irri-
gation, pesticide spraying, and fertilization. According to the
inflow pressure and flow requirements of the unit design, the
water intake pressure driving power required by sprinkler
irrigation unit can be expressed as follows:

_ PgQH
P 36007,

o (2)

where p is the water density, Q is the flow of the pumping
unit, H is the water-lift of the self-priming pump of the
translational sprinkler irrigation machine, « is the safety
factor, and 7, is the efficiency of the pump pressurization
system, which includes water pump efficiency and DC
brushless motor efficiency. For this study, the parameters p,
Q. H, a, and 1, are chosen as 1000 kg/m’, 12m’/h, 10 m, 1.2,
and 0.54, respectively.

2.4. The Loss Power of the Controller and Sensors. The loss
power of the controller and sensors of the unit P, is also
taken into consideration. In this study, P. is chosen as
100 W.

The total load power P; can be represented as follows:

Pl:Pd+Pp+PC' (3)

2.5. Photovoltaic Generator Model. The output electric
power of the photovoltaic generator can be written as
follows:
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F1GURE 1: Structural diagrams of the developed translational sprinkler irrigation machine.

Py = Npy X1y X Ay X 1 (4)
where N, is the number of PV modules, 7, is the power
conversion efficiency, A, is the surface area of PV panels of
a single module, and I, is the solar radiation. The power
conversion efficiency #,,, can be expressed by the following
equation:

rlpv:rlrxrlpcx[l_ﬁgeth(Tc_NOCT)]’ (5)

where 7, is the reference module efficiency, 7,,. is the power
condition efficiency, B, is the generator efficiency tem-
perature coefficient, T, is the cell temperature, and NOCT is
the normal operating cell temperature when cells operate
under standard operating conditions. T, can be estimated as
follows:

Tc =30+0.0175 % (I, —300) + 1.14 x (T, — 25), (6)

where T, is ambient temperature ("C).

2.6. Battery Storage Model. In this study, the lead-acid
battery is used in the stand-alone photovoltaic system due to
low cost, high reliability, convenient maintenance, and so
on. The state of charge (SOC) is determined by using the
difference between the generated PV power and the load
power. When the generated PV power is greater than the
load power, the energy produced by the PV system can
satisfy the demand of the load. Meanwhile, the extra energy
produced by the PV system will be stored in the battery,
which corresponds to the charging process. On the contrary,
when the generated PV power is less than the load power, the
demand of load cannot be satisfied. The stored energy will be
released to guarantee the demand of load, which corre-
sponds to the discharging process.

The state of charge (SOC) is used to reflect the battery’s
remaining power in real-time. It can be defined by using the
ratio of the battery’s remaining capacity to the rated capacity
at a certain time.

When charging, the SOC of the battery at the time ¢ is
expressed as follows:

3
Solar photovoltaic module
Battery

bera i\ "‘
= -
Control cabinet \
Main water pipe
AE ;
SOC () = SOC (¢ — At) + ——store'lin, 7)

N bErate
When discharging, the SOC of the battery at the time ¢ is
expressed as follows:
AE

— _A _ store X
SOC(t) = SOC(t — At) 7N,,E (8)

out rate

where SOC (t) and SOC(t — At) are the states of charge of
the battery at the time ¢ and ¢ — At, respectively, AE . is the
amount of energy charged or discharged by the battery
during period At, #;, and 7, are the charging and dis-
charging efficiency of the battery system, respectively, N, is
the number of batteries, and AE,,. is the rated capacity of
the battery.

When the PV power is greater than the load power, the
extra PV power will be stored in the battery. The theoretical
charging capacity of the battery within time t and ¢ + At is
expressed as follows:

AEgore = [va (t) - Pi®) At. 9)

When the PV power is less than the load power, and the
sum of the PV power and the battery discharge power is
greater than the load power, the battery needs to release
power to meet the load demand. The theoretical discharging
capacity of the battery within time ¢ and ¢ + At is expressed
as follows:

AE,,,, = [};’—(t) - P, (t)]At. (10)

inv

The state of charge of the battery should not exceed the
upper limit SOC,,,,, and not be lower than the lower limit
SOC,,,;,,» which is expressed as follows:

SOC,,in <SOC(t) <SOC,,, - (11)
When SOC (t + At) < SOC,,;,,, the actual discharge ca-

pacity of the battery during time ¢ and t+ At can be
expressed as follows:



AEdischarge = NyE, 4. (SOC (1) - SOCmin)' (12)

When the sum of the PV power and the battery discharge
power is less than the load power, the loss of power supply
(LPS) will happen. The capacity of the LPS, i.e., Qps (¢), can
be calculated as follows:

QLPS (1) = [Pl (1) _(va (t) + Pdischarge) x rlinv]At’ (13)

where Py charge 18 the discharge power of the battery.

When SOC(t + At) > SOC,,,,, the actual charge capacity
of the battery during time ¢ and ¢ + At can be expressed as
follows:

AE e = Ny Eraie (SOC,0r — SOC(1)). (14)

charge
In this study, it is assumed that the battery is full charged.
That is, the initial value of SOC is chosen as 100%.

3. Optimal Sizing of the Stand-Alone
Photovoltaic System

3.1. Objective Function. Optimal sizing of the stand-alone
photovoltaic system aims to minimize the life cycle cost
(LCC) of the system on the premise of meeting the load
power demand and power supply reliability. In this study,
the LCC includes equipment cost Cg, the present worth of
equipment replacement cost after n years Cg,pw, installation
cost Cpps» and the present worth of maintenance cost Cypyw-
Therefore, the objective function of the LCC for the stand-
alone photovoltaic system can be expressed as
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where the equipment cost Cg mainly contains the cost of the
PV modules, batteries, and controller, which are represented
by Cpy, Cg, and C,, respectively. Accordingly, the equipment
cost Cg can be represented as

Cp=Cpy+C+C.. (16)

In our study, the cost of each photovoltaic panel is 1000
RMB, the cost of each battery is 600 RMB, and the cost of the
controller is 1600 RMB. Then, equation (16) can be rewritten
as

Cp = 1000 x N, + 600 x N}, + 1600. (17)

In this work, the operating life of the photovoltaic system
N is set as 20 years, namely, N = 20. The life of the battery is
assumed to be five years, and the life of the PV modules and
controller is assumed to be 20years. Therefore, only the
present worth of the battery replacement cost after n years
i.e., Cy,pw> should be considered in the operating life of the
photovoltaic system, i.e., Cgppw = Cgnpy- The present worth
of the battery replacement cost after # years can be calculated
as follows:

1+1\"
Chnpw = CB<—1 +d> > (18)

where i and d represent the inflation rate and discount rate,
respectively. During calculation, the inflation rate i and
discount rate d are taken as 3% and 5%, respectively. Since
the operating life of the photovoltaic system is 20 years and
the life of the battery is assumed to be five years, # is chosen
as 5, 10, and 15. Substituting the value of the parameters into

min LCC = Cg + Cpapw + Cingt + Crpws (15) equation (18), the following equation can be obtained:
C =600 x N, x (1+3%>5+<1+3%>10+(1+3%>15 =1489.7x N (19)
BnPW PR\ +5%) T\1+5% 1+5%/ | TP

The installation cost is assumed 10% of the PV modules
cost, which can be expressed as follows:

Ciagt = 10% % 1000 x N, = 100 X N,,,. (20)

The present worth of maintenance cost Cypyw can be
acquired as follows:

1= ((1+3%)/(1+5%))*

1-((L+i)/(1+d))N
1-(1+d)/(1+d)

1+i
C =C x( ) x (21)
MPW mry X\ 14
where Cypy is the maintenance cost per year, which is

assumed 2% of the PV modules cost. Substituting the pa-
rameter value into equation (21), we can get

1+ 3%
Capy = 2% X 1000 x N, x( °>

1+5%

Combining equations (17), (19), (20), and (22), the
life cycle cost of the system LCC can be expressed as
follows:

LCC = 1428.87 x N, +2089.7 x N}, + 1600. (23)

1-(1+3%)/(1+5%)

= 328.87 x N,,. (22)

3.2. Optimization Constraints

3.2.1. Power Supply Reliability Constraint. The loss of power
supply probability (LPSP) represents the probability that the
photovoltaic system cannot meet the load power demand
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within the evaluation period T. The LPSP can be expressed as
the ratio of load power shortage to total load demand in the
time period. In this study, LPSP is taken as the power supply
reliability index, which can be calculated as follows:

kA
LPSP _ z;(]:;) t[Pl (t) _(PPV (t) + Pdischarge (t)) X rlinv]At
(t) = to+kAt >
AN

(24)

where k is the time series for evaluation. When LPSP =0, it
indicates that the power supply of the system can be satisfied;
when LPSP =1, it indicates that the power supply of the
system cannot be satisfied. Therefore, the constraint cor-
responding to the power supply reliability is expressed as

gl = max (LPSP(¢)) — LPSP_,, <O. (25)

3.2.2. Battery Power Constraint. To prevent the service life of
the battery from being affected by over charge or over
discharge, the state of charge of the battery should meet the
following constraint:

SOC,;, <SOC () SOC,,. (26)

In this work, the SOC,;, and SOC,,,, are chosen as the
20% and 80%, respectively.

To better demonstrate the optimization process and
algorithm logic, the corresponding flow chart is presented, as
shown in Figure 2.

4. Results and Discussion

4.1. Determination of the Optimal Combination of PV Module
and Battery. Solar irradiance and ambient temperature are
important input parameters of the optimization model. The
AV6592 type portable tester (voltage accuracy 0.01 V, cur-
rent accuracy 0.001 A, and power range 0.1~500 W) was used
to monitor the solar irradiance and ambient temperature in
the test area (east longitude 108.07°, northern latitude 34.28°,
and height above sea level 521 m). The single-crystal pho-
tovoltaic panel type CS5M32-260 and the valve regulated
fully sealed lead-acid battery typed 190H52 (capacity
200 A-h, rated voltage 12V) are used in this work. The
monitoring time is from April 29 to May 29, 2018, a total of
31 days. During the days of monitoring, the translational
sprinkler irrigation machine works 8 hours a day, from 9
a.m. to 5 p.m. The solar irradiance and ambient temperature
within 248 hours are shown in Figure 3.

As shown in Figure 3, the solar irradiance and ambient
temperature within the total monitoring time show ran-
domness and irregular variation due to the complex climatic
conditions. In this study, the developed translational sprinkler
irrigation machine has a lightweight and small- and medium-
size structure powered by the stand-alone photovoltaic sys-
tem. Suppose the sprinkler irrigation machine is guaranteed
to operate continuously under non-sunny weather condi-
tions. In that case, more photovoltaic modules and batteries
will be required, which may exceed the bearing range of the
design structure. Therefore, the developed translational

sprinkler irrigation machine has the best applicability under
sunny weather conditions. In addition, sprinkler irrigation is
more necessary in sunny weather conditions. The solar ir-
radiance and ambient temperature of a typical sunny day in
the test area are shown in Figure 4.

In Figure 4(b), the red curve is the fitting of the ambient
temperature for a typical sunny day. It can be seen from
Figure 4 that under the typical sunny weather condition in
the test area the solar irradiance and ambient temperature
reach the maximum between 13:00 and 14:00. The other
main input parameters are listed in Table 1.

As mentioned above, when the photovoltaic (PV) system
cannot meet the load power demand, the loss of power
supply will happen. The loss of power supply probability
(LPSP) varies with the combinations of PV module and
battery. Considering the small- and medium-size structure
of the developed translational sprinkler irrigation machine,
the number of photovoltaic modules and batteries should
not be too large. In this study, the number of photovoltaic
modules ranges from 1 to 25, and the number of batteries
also ranges from 1 to 25. That is, 1< N, <25, and
1 <Ny, <25. The relationship among the number of photo-
voltaic modules, the number of batteries, and the LPSPs is
shown in Figure 5.

In Figure 5, the curves are the boundaries between the
desirable and undesirable LPSPs. It can be seen from Fig-
ure 5 that the larger the LPSP, the more combinations of PV
module and battery can be selected. The purpose of optimal
sizing is to minimize the life cycle cost (LCC) on the premise
that LPSP meets the requirements. The life cycle cost (LCC)
comparison for different combinations of photovoltaic
module and battery is shown in Table 2.

As shown in Table 2, with the increase of the number of
PV modules and batteries, the LPSPs decrease, but the
corresponding LCC increases. In addition, when N, =16
and N, =2, it can also make LPSP=0. The relationship
between LPSP and LCC is shown in Figure 6.

As can be seen from Figure 6, we mainly divide the
parameter plane into three regions, i.e., regions A, B, and
C. The LPSP corresponding to region A is small, but the
smaller LPSP is based on the sacrifice of LCC. As for region
B, the corresponding LPSP is greater than that in region A,
while the corresponding LCC is not reduced much. The
LPSP corresponding to region C is larger than that in regions
A and B, but the corresponding LCC is smaller than that in
regions A and B. In this study, to ensure the continuous
operation of the sprinkler irrigation machine, the maximum
LPSP is set to 0; that is, there is no power loss during the
operation of the sprinkler irrigation machine under typical
sunny weather conditions.

After comparative analysis, the combination of PV
module and battery with N,,,=16 and N, =2 is proved the
optimal one, the LCC of which is minimum and whose LPSP
also meets the requirements (LPSP =0).

4.2. Comparison with the Existing Method. In this section, by
combining the data listed in Table 2, the optimization sizing
method presented in this manuscript is compared with the
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FIGURE 2: Flow chart of the optimization process and algorithm logic.



Mathematical Problems in Engineering

1200 -
1000 -
<
£ 800 4
z
()
S 600 -
=
3
£ 400 -
K]
S 200 -
0
T T T T T T T T T 1
0 25 50 75 100 125 150 175 200 225 248
Time (h)
()

45

40 -

35 4

30

25

20

Ambient temperature (°C)

15

10 T T T T T T T T
0 25 50 75 100 125 150

Time (h)
(b)

175 200 225 248

FIGURE 3: Solar irradiance and ambient temperature during the total monitoring time. (a) Solar irradiance. (b) Ambient temperature.

900 -
800 o -

700 - - "

600 - v .

500 - o \

Solar irradiance (W/m?)

400 4 o "

300

T T T T T T T T T
09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00
Time (h)

(a)

42 -

40 N u

38 4 -.\ o
3 - AN ]
' Vi

32 A

Ambient temperature (°C)

30 4 W

28-‘

26

T T T T T T T T T
09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00
Time (h)

(b)

FIGURE 4: Solar irradiance and ambient temperature of a typical sunny day in the test area. (a) Solar irradiance. (b) Ambient temperature.

TaBLE 1: The other main input parameters.

Parameters Value
e 0.12
Npe 0.9
getc 0.0045
NOCT 45
2
Apy (m?) 1.5
MNin 0.9
Hout 0.85
Erate (Ah) 200
Winv 0.95

existing method reported in [7]. In [7], the technical and
economic feasibility of photovoltaic pumping of water is
studied. However, the loss of power supply probability
(LPSP) is not considered in [7].

According to Table 2, the optimal combination of PV
module and battery determined by the proposed method
corresponds to No. 15 with N,,=16 and N, =2, and the

minimum LCC is 28641.32 RMB. Besides, the sprinkler
irrigation machine can operate continuously without loss of
power supply. If the loss of power supply probability (LPSP)
is not considered, the optimal combination of PV module
and battery obtained using the method presented in [7] may
correspond to No. 1 with N,,=3 and N,=4, and the
minimum LCC is 14245.41 RMB. Although the LCC ob-
tained using the method presented in [7] is relatively smaller,
the corresponding LPSP is as high as 76.47%. Consequently,
the machine cannot work continuously, and the effective
working time is very short.

4.3. Operation Test of Sprinkler Irrigation Machine. To verify
the optimal sizing results, the solar irradiance and ambient
temperature on June 5, 2018 (typical sunny day) are ob-
served, as shown in Figure 7. Meanwhile, the sprinkler ir-
rigation operation is also carried out using the developed
sprinkler irrigation machine in the test area.
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TaBLE 2: LCC comparison for different combinations of photovoltaic module and battery.

No. Life cycle cost (LCC) Loss of power supply probability (LPSP) Number of PV modules (N,,,) (%) Number of batteries (N,)

1 14245.41 76.47
2 17763.98 70.68
3 21282.55 31.84
4 24801.12 24.43
5 28319.69 22.46
6 31838.26 12.65
7 35356.83 4.74
8 38875.40 0
9 42393.97 0
10 45912.54 0
11 49431.11 0
12 52949.68 0
13 56468.25 0
14 59986.82 0
15 28641.32 0

3 4
4 5
5 6
6 7
7 8
8 9
9 10
10 11
11 12
12 13
13 14
14 15
15 16
16 17
16 2

It can be seen from Figure 7 that the overall change trend
of solar irradiance and ambient temperature on the test day
is consistent with that on the typical sunny day described in
Figure 4. The solar irradiance increases first and then de-
creases and reaches the maximum between 13:00 and 14:00.
The ambient temperature rises first and then decreases
slightly.

After substituting the optimal combination of PV
module and battery (N, = 16 and N}, = 2) into the PV system
model and battery storage model, the PV power, state of
charge (SOC), and load power at each time can be obtained,
as shown in Figure 8. Note that the factors affecting the
operation of sprinkler irrigation machines are complicated.
The load power at each time is assumed to be equal to the full
load power in the calculation process to ensure the normal
operation of the sprinkler irrigation machine.

As shown in Figure 8, the PV power is greater than the
load power at most time points. In Figure 8, between 9:00
and 10:00, the PV power is less than the load power due to
the low irradiance and ambient temperature. Consequently,
the battery needs to be discharged to meet the load demand.
Accordingly, the state of charge (SOC) of the battery also
shows a downward trend. From 10:00 to 16:30, the PV power

is greater than the load power, which can meet the demand
of the load. During this time period, the SOC curve fluc-
tuates with time. The SOC value rises because the PV power
is greater than the load power, and the SOC is calculated
according to equation (7). The decrease of SOC value is
because SOC is greater than SOC,,,,.., and SOC is calculated
according to equation (14). From 16:30 to 17:00, the solar
irradiance and ambient temperature decrease, which makes
the PV power lower than the load power, and then the SOC
also shows a downward trend.

In order to further verify the practicability of the self-
developed translational sprinkler irrigation machine and the
feasibility of the optimal sizing result, the sprinkler irrigation
experiment using the developed sprinkler irrigation machine
was carried out in the experimental site, as shown in
Figure 9.

The developed sprinkler irrigation machine, which in-
stalled 16 photovoltaic modules and two batteries, runs from
9:00 to 17:00 for a total of 8hours, and the maximum
running speed is 0.028 m/s. During operation, the flow of the
pumping unit is 12m’/h, and the water-lift of the self-
priming pump of the translational sprinkler irrigation
machine is 10 m. Within 8 hours of operation, the sprinkler
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FIGURE 9: Sprinkler irrigation experiment site using the developed
sprinkler irrigation machine.

irrigation machine operated continuously without loss of
power supply, which further verified the effectiveness of the
optimal sizing results.

5. Conclusions

This paper aims to optimize the stand-alone photovoltaic
system for a solar-powered translational sprinkler irrigation
machine. The following conclusions can be drawn:

(1) The load power, which includes the driving power of
the translational sprinkler irrigation machine, water
intake pressure driving power, and the loss power of
the controller and sensors, is considered in the
calculation process. Meanwhile, the photovoltaic
generator model and the battery storage model are
established.

(2) The stand-alone photovoltaic system is optimized
considering the loss of power supply probability
(LPSP) and the life cycle cost (LCC). The combi-
nation of PV module and battery with N, =16 and
Ny, =2 is proved the optimal one.

(3) By analyzing the PV power, state of charge (SOC),
and load power of a typical sunny day, the optimal
sizing result is proven effective and applicable. Be-
sides, the optimal sizing result is also verified by the
operation test of the sprinkler irrigation machine.
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Empirical findings from the impact of innovation investment volatility on enterprise technological innovation are mixed. Based
on the punctuated equilibrium theory, this study explores the impact of innovation investment volatility on enterprise tech-
nological innovation in different life cycles and whether innovation subsidy has expected effects on enterprises’ technological
innovation. By using the 205 Chinese listed enterprises in strategic emerging industries from 2010 to 2019 as the research sample,
the results show that the innovation investment volatility has a positive impact on technological innovation of enterprise in the
growing stage, while it has no significant effect on enterprise technological innovation in the mature and declining stages. In
addition, the negative moderating effect of innovation subsidy on the relationship between innovation investment volatility and
technological innovation is the most significant for enterprises in the growing stage, weakly significant for enterprises in the

mature stage, and insignificant for enterprises in the declining stage.

1. Introduction

In recent years, in order to realize the optimization of
economic structure and the transformation of growth
momentum, the Chinese government has proposed to build
an innovative country [1]. The construction of an innovative
country requires the support of enterprise technological
innovation [2]. Under such a background, China’s enter-
prises have been very active in innovation activities. The
innovation investment in China’s enterprises is increasing
every year (see Figure 1), and the total amount of innovation
investment has consistently been the second-highest in the
world. However, the continuous increase in innovation
investment has not led to improvement in innovation level,
and China’s enterprises as a whole continue to show a
relatively low level of innovation. The reality of the inno-
vation paradox has made innovation investment questioned.
Recent studies have pointed out that the volatility of en-
terprises’ innovation investment is more likely to promote
the level of innovation. First, the innovation investment

volatility has an effect on resource allocation. It eases the
resource constraints of dual innovation through time sep-
aration [3]. When the technological environment is rela-
tively stable, enterprises focus innovation resources on
product improvement and technology refinement, which is
conducive to forming incremental innovation [4, 5]. When
the technological environment is turbulent and profoundly
changing, enterprises focus innovation resources on ex-
ploratory innovation into new knowledge areas, which is
conducive to fostering disruptive innovation [6]. Second, the
innovation investment volatility has the effect of signal
transmission. The high level of innovation investment
volatility indicates that the enterprise is conducting both
exploratory and exploitative innovation activities at the same
time [7]. The innovation signal indicates the enterprise’s
competitive market advantage, low default risk, and strong
governance capabilities. Enterprises with higher levels of
innovation investment volatility are more likely to be fa-
vored by investors, which can alleviate the financial con-
straints required for enterprise technological innovation.
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Therefore, they also tend to be more active in improving the
level of innovation. However, whether China’s enterprises
are applicable to this mechanism needs to be further tested.
Most of the existing literature regards enterprises as a ho-
mogeneous sample, ignoring the heterogeneity effect in
different life cycle stages. Therefore, it is necessary to further
explore the impact of innovation investment volatility on
enterprise technological innovation in different life cycles.

Based on these insights, this study selects 205 Chinese
listed enterprises in strategic emerging industries from 2010
to 2019 as a research sample to explore the impact of in-
novation investment volatility on technological innovation
in different life cycles. Further, the public product nature of
innovation activities often leads to market failure [8]. In-
novation subsidy, as a significant means for the Chinese
government to intervene in innovation activities, has an
impact on innovation activities. Therefore, the study further
introduces innovation subsidy policy as a moderating var-
iable to test its influence on the relationship between in-
novation investment volatility and technological innovation
of enterprises in different life cycles. Through the regression
test of panel data, the research conclusions are as follows
First, the innovation investment volatility has a positive
impact on enterprise technological innovation in the
growing stage, while it has an insignificant effect on en-
terprise technological innovation in the mature and de-
clining stages. Second, the negative moderating effect of
innovation subsidy on the relationship between innovation
investment volatility and technological innovation of en-
terprises in the growing stage is the most significant, fol-
lowed by the mature stage and the least in the declining
stage. This study has several contributions. First, the study is
conducive to deepening the theoretical study of innovation
investment volatility and providing brand-new ideas for
enterprise innovation investment activities by separately
testing the impacts of innovation investment volatility on
technological innovation of enterprises in different life cy-
cles. Second, by distinguishing whether the innovation
subsidy is effective in the life cycle stage of enterprises, the
study provides a theoretical basis for formulating a more
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accurate innovation subsidy policy. It is also conducive to
avoiding the waste of policy resources and creating a win-
win situation between the government and enterprises.
Finally, enterprises in strategic emerging industries of China
are selected as the research sample. The impact of industry
differences has been eliminated, which will provide reliable
China microevidence for the research on innovation in-
vestment volatility.

The rest of the study is structured as follows. Section 2
reviews the previous research and analyzes the theoretical
basis of the research. Section 3 explains the constructed
research framework and hypotheses. Section 4 introduces
the data and methodology. Section 5 contains the main
results and robustness tests. In the last section, the study
ends up with a discussion and conclusion.

2. Conceptual Framework

Depending on the different reasons for the volatility, in-
novation investment volatility includes three types: proac-
tive innovation management, internal financing, and
innovation manipulation. First, one of the reasons for the
innovation investment volatility is proactive innovation
management, which regards innovation investment vola-
tility as a result of proactive management by managers [8].
The manager is not passively waiting for the results of in-
novation but allocates innovation resources in a timely
manner based on the innovation stage and invests more
resources into high-value innovation projects [8]. Therefore,
it can lead to the volatility of innovation investment by the
management of the innovation stage or resource allocation
of innovation projects. Second, one of the reasons for the
innovation investment volatility is internal financing, which
regards the change of internal financing as the cause of
innovation investment volatility [9]. Due to the high risk of
innovation activities, the uncertainty of returns, and the
asymmetry of information, there are constraints on external
financing channels [9]. Internal financing channels have
become the main source of innovation investment. When
the amount of internal financing decreases, there will be a
shortage of funds for the investment activities that have
already been carried out. Enterprises tend to use tight in-
ternal funds to pay for investment activities with fast returns,
low risk, and low uncertainty. Thus, when enterprises face
financial problems, innovation investments of enterprises
that rely on internal financing are characterized by volatility.
Finally, one of the reasons for the innovation investment
volatility is innovation manipulation, which regards inno-
vation investment volatility as a result of innovation in-
vestment manipulation [8]. Managers may manipulate
innovation expenditures to satisfy the expected returns or
opportunistically manipulate innovation investment to
obtain more government subsidies [10, 11]. Both perfor-
mance catering and policy rent-seeking can lead to a sudden
increase in innovation intensity, which will lead to a volatile
character of innovation investment.

Enterprises in each life cycle stage have different fi-
nancing constraints, innovation decisions, innovation ca-
pabilities, etc. Therefore, the causes for their innovation
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investment volatility are also different in different life cycles.
The innovation investment volatility in the growing stage is
caused by proactive innovation management. First, enter-
prises in the growing stage face great pressure on innovation
funds. They have internal and external financing constraints,
resulting in limited innovation resources, which require
managers to proactively identify the value of innovation
projects and invest innovation resources in higher-value
projects. The phenomenon of actively allocating innovation
resources leads to innovation investment volatility. Second,
enterprises in this stage have less internal financing. They
still do not have the ability to make stable profits and lack
sufficient internal funding to support innovation activities
[12]. Therefore, the innovation investment volatility of en-
terprises in the growing stage is not caused by internal fi-
nancing. Finally, innovation manipulation by enterprises in
the growing stage may endanger their survival. In this stage,
enterprises have not established a stable foothold and good
reputation in the industry. Once they are found to have
carried out innovation manipulation, it will bring negative
consequences to the economy and reputation [13]. There-
fore, the innovation investment volatility of enterprises in
the growing stage is not caused by innovation manipulation.

Innovation investment volatility of enterprises in the
mature stage is caused by internal financing. First, the in-
ternal financing of enterprises in this stage is sufficient.
Enterprises with gradually mature production and operation
model can obtain stable profits [14]. They have adequate
internal financing. However, the cost of external financing
tends to be higher compared to internal financing. Enter-
prises in the mature stage tend to use internal financing as
the source of innovation investment. When internal fi-
nancing is reduced, they naturally choose to prioritize in-
ternal funds to pay for investment activities with fast returns,
low risk, and low uncertainty. Therefore, the innovation
investment of enterprises in the mature stage presents the
characteristics of volatility. Second, it is difficult for them to
proactively manage innovation projects. Compared to en-
terprises in other stages, enterprises in the mature stage have
a higher degree of diversity [7]. Manager’s innovation de-
cisions are mainly based on standardized experience rather
than proactive management [15]. Therefore, the innovation
investment volatility of enterprises in the mature stage is not
caused by proactive innovation management. Finally, en-
terprises in the mature stage are less likely to engage in
innovation manipulation. They have richer innovation ex-
perience and higher output levels. When allocating subsidy
funds, government officials need to be under pressure to
avoid waste. Enterprises with higher levels of innovation
output are likely to be granted subsidies [16]. Therefore, they
do not need to use innovation manipulation to obtain
government subsidies. The innovation investment volatility
in the mature stage is not caused by innovation
manipulation.

The innovation investment volatility of enterprises in the
declining stage is caused by innovation manipulation. First,
the innovation manipulation motivation of enterprises in
the declining stage is more likely to occur. In this stage,
enterprises often face the risk of delisting or being merged.

To prevent the continuous decline of stock prices, they may
make an adverse selection. Innovation subsidy, as a low-cost
source of funding for innovation activities, is naturally fa-
vored by enterprises in the declining stage. Therefore, to
satisfy the criteria of innovation subsidy, enterprises may
choose to increase innovation investment, which in turn
leads to the volatility of innovation investment. Second,
enterprises in the declining stage are less likely to undertake
proactive management of innovation projects. They often
suffer from institutional rigidity, section redundancy, and
increased internal shifting of responsibilities [17]. Their
judgment of innovation projects often follows the principle
of path dependence rather than relying on proactive man-
agement. Therefore, the innovation investment volatility of
enterprises in the declining stage is not caused by proactive
innovation management. Finally, the sales of enterprises
begin to decrease, and the market share shows a downward
trend in the declining stage, resulting in limited internal
financing. Therefore, the innovation investment volatility of
enterprises in the declining stage is not caused by internal
financing.

3. Hypotheses

3.1. The Different Impact of Innovation Investment Volatility.
First, the innovation investment volatility caused by pro-
active innovation management can alleviate the limitations
of innovation resources for enterprises in the growing stage,
which can promote their technological innovation level.
Although enterprises in the growing stage have an intense
will for innovation, they have internal and external financing
constraints due to the instability of profitability and infor-
mation asymmetry, which restricts the development of in-
novation activities. However, the innovation investment
volatility caused by proactive innovation management sig-
nals to outside investors that the enterprise is focusing on
innovation. It conveys a low default risk and strong gov-
ernance ability which is beneficial for the enterprise to access
external financing. This enriches enterprise innovation
funds. It can also alleviate the resource constraints of dual
innovation through time compartmentalization and maxi-
mize the utilization of available resources [3]. Therefore, the
volatility of innovation investment has a positive impact on
the technological innovation of enterprises in the growing
stage.

Second, the innovation investment volatility of enter-
prises in the mature stage is a result of the change in internal
financing. The production and operation models of enter-
prises in the mature stage are becoming more mature and
their profitability is strong. Internal financing channels are
the main source of innovation investment for them.
However, due to environmental uncertainties, policy un-
certainties, and other factors, the internal financing of en-
terprises in the mature stage often exhibits volatility
characteristics. When the amount of internal financing
decreases, enterprises in the stage tend to prioritize internal
funds to pay for investment activities with fast returns, low
risk, and low uncertainty. The innovation investment be-
comes the main target of reduction. When the amount of



internal financing increases, enterprises in this stage tend to
use internal funds to pay for innovation projects with long
return cycles and large future returns. However, the increase
or decrease of innovation investments is not an innovation
decision based on changes in the market environment, but
an adjustment behavior influenced by changes in internal
financing. It may affect the normal innovation process of
enterprises and may not improve the level of technological
innovation. Therefore, the innovation investment volatility
of enterprises in the mature stage has an insignificant in-
centive effect on technological innovation.

Finally, the innovation investment volatility caused by
innovation manipulation is a strategic innovation behavior
because enterprises in the declining stage lack new profit
growth points or even face the threat of delisting [14]. To
reach the criteria of government subsidy, enterprises in the
stage often use accounting account adjustments to inflate
innovation investment or purchase some advanced inno-
vation equipment that is not put into actual operation [11].
The innovation manipulation does not substantially invest
innovation funds into innovation activities. Therefore, the
innovation investment volatility does not contribute to the
level of technological innovation of enterprises in the de-
clining stage but is merely a manifestation of policy rent-
seeking. Based on the above analysis, the following hy-
potheses are proposed in this study.

H1: The volatility of innovation investment has a positive
impact on enterprise technological innovation in the
growing stage, while it has no significant effect on enterprise
technological innovation in the mature and declining stages.

3.2. The Moderating Effect of Innovation Subsidy. The general
impact of innovation investment volatility on technological
innovation of enterprises in different life cycles is analyzed
above. It has been found that the impact of innovation
subsidy varies depending on the life cycle stage of the en-
terprise [18]. First, innovation subsidy weakens the effect of
the innovation investment volatility by enterprises in the
growing stage. The innovation investment volatility pro-
motes the technological innovation level of enterprises in the
growing stage by alleviating the limitations of their inno-
vation resources. Although innovation subsidy directly
complements the lack of innovation resources for enter-
prises in the growing stage and reduces their pressure to
proactively manage innovation investments, it also transmits
to outside investors that enterprises in the growing stage are
too dependent on the government [19], weakening the signal
that enterprises are innovation-oriented and hindering ex-
ternal financing channels. Thus, innovation subsidy weakens
the positive impact of innovation investment volatility on
enterprise technological innovation in the growing stage.
Second, innovation subsidy has led to changes in the
reasons for innovation investment volatility of enterprises in
the mature stage. When the amount of internal financing
decreases, enterprises in the mature stage can also use in-
novation subsidies to support the research and development
activities. In fact, the availability of innovation subsidies
brings more media attention to enterprises. Managers are
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forced by media pressure to terminate little-value innovation
projects in time. Therefore, the volatility of innovation in-
vestment in the mature stage becomes proactively managed.
The innovation investment volatility caused by proactive
innovation management invests innovation funds into more
valuable projects through resource allocation, which pro-
motes technological innovation of enterprises in the mature
stage. However, while innovation subsidy brings media
attention, it may also interfere with managers’ judgments on
the innovation stage [20]. Managers are more confident in
devoting significant resources to exploratory innovation
activities. Due to the originality and high risk of exploratory
innovation, the exploratory innovation will consume a lot of
resources and affect other innovation projects [21]. Thus,
innovation subsidy has a negative effect on the relationship
between the volatility of innovation investment and tech-
nological innovation of enterprises in the mature stage.

Finally, while innovation subsidy enhances the inno-
vation investment volatility of enterprises in the declining
stage, it does not substantially promote the level of tech-
nological innovation. In order to recover losses, enterprises
in the declining stage often carry out innovation manipu-
lation to acquire police resources. The acquisition of in-
novation subsidy, in turn, stimulates the motivation of
innovation manipulation by enterprises in the declining
stage and enhances the volatility of innovation investment.
However, after receiving an innovation subsidy, enterprises
in the stage often use it to recover losses or prevent stock
price declines instead of using it for innovation activities.
Thus, although innovation subsidy enhances the innovation
investment volatility of enterprises in the declining stage, the
level of technological innovation has not been substantially
improved. Based on the above analysis, the following hy-
potheses are proposed in this study.

H2: The negative moderating effect of innovation sub-
sidy on the relationship between innovation investment
volatility and technological innovation is the most signifi-
cant for enterprises in the growing stage, weakly significant
for enterprises in the mature stage, and insignificant for
enterprises in the declining stage.

4. Data and Methodology

4.1. Sample. Our data covers the listed enterprises of Chi-
nese strategic emerging industries from 2010 to 2019. First,
compared with other industries, listed enterprises in stra-
tegic emerging industries have the characteristics of active
innovation investment activities, which creates realistic
conditions for the observation of the volatility of innovation
investment in this study. Second, data selection started in
2010. After the international financial crisis in 2008, the
business activities and innovation investment activities of
strategic emerging industries have gradually stabilized after
two years of adjustment, which provides a realistic basis for
our research. According to relevant studies, in the digital
economy era, most enterprises, especially those in strategic
emerging industries, can complete profound changes in two
years [22]. Therefore, for the robustness of the study find-
ings, only samples with innovation investment observations
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for more than 3 consecutive years are retained in this study.
Finally, data of doubtful reliability were excluded, including
missing, incorrect, or unreasonable data, and enterprises’
registration period of less than 2 years. The final sample of
205 enterprises was obtained, and the total number of ob-
servations was 1681. The patent data used in the study are
drawn from the Chinese Research Data Services (CNRDS)
database, while other data are drawn from the China stock
market and accounting research (CSMAR) database.

At present, there is no consensus on the division of the
enterprise life cycles. Compared with the traditional fi-
nancial comprehensive index method and single variable
method, the cash flow model method can reflect the char-
acteristics of the operating conditions, profitability, and
growth rate of enterprises in different life cycle stages, which
has strong objectivity. Based on the above analysis, the study
selects the cash flow model method to divide the enterprise
life cycle into three stages: the growing, mature, and de-
clining stages [14]. A total of 194 samples and 877 obser-
vations are finally obtained for enterprises in the growing
stage, 176 samples and 543 observations for enterprises in
the mature stage, and 123 samples and 261 observations for
enterprises in the declining stage.

4.2. Measures

4.2.1. Dependent Variables. The number of patents is one of
the most direct measures of enterprise technological inno-
vation. The study adds 1 to the number of patents granted
variable and then takes a natural logarithm to measure
enterprise technological innovation (ETI) [8, 23]. In addi-
tion, in the robustness test section, the study adds 1 to the
number of invention patents granted variable and then takes
a natural logarithm to remeasure the enterprise techno-
logical innovation.

4.2.2. Independent Variables. In order to eliminate the effect
of price, based on the algorithm of Mudambi and Swift [7]
and Patel et al. [24], the actual innovation investment is used
to measure the variable of innovation investment volatility
(ITV), as shown in Table 1. The actual innovation investment
is equal to the nominal research and development expen-
diture divided by the enterprise research and development
expenditure price index (with 2010 as the base period).
Among them, the enterprise research and development
expenditure price index is obtained by the weighted sum-
mation of the consumer price index and fixed asset in-
vestment price index of the base period in 2010 [25].

4.2.3. Moderating Variables. Learning from the research of
Chen et al. [26], the method of text analysis is used to search
for the keywords of the innovation subsidy details. This is
coded as 1 if the enterprise was supported by the innovation
subsidy policy in the current year and 0 otherwise (IS). In
addition, the number of the innovation subsidy plus 1 in the
natural logarithm scale is used to measure the robustness test
section.

4.2.4. Control Variables. Enlightened by the extant re-
searches, the study also takes these variables as crucial
control variables: enterprise growth, enterprise age, enter-
prise innovation effort, enterprise profitability level (pro),
debt assets ratio, enterprise size, and enterprise human
capital. The definitions of all the control variables are shown
in Table 1.

5. Results

5.1. Main Results. Table 2 presents the means, standard
deviations, minimum and maximum values, and correla-
tions for the variables of the full sample and each life cycles
samples. As can be seen from the results, the observations in
the growing and mature stages account for 84.5% of the total
sample, indicating that the vast majority of listed enterprises
in Chinese strategic emerging industries are in the growing
or mature stages. There is a large difference between the
maximum and minimum values of the number of patent
grants and innovation investment volatility, which indicates
that the degree of innovation investment volatility and in-
novation capability of each enterprise differs greatly. From
the perspective of different life cycle stages, the average value
of the number of patents granted is the largest in the mature
stage of the enterprise, followed by the growing stage, and
the least in the declining stage. In addition, the size of the
enterprise will gradually decrease with the evolution of the
life cycle. From the results of the correlation coeflicient test
between variables, there is a correlation between the number
of patent grants and the volatility of innovation investment
in different life cycle stages. In addition, the variance in-
flation factor (VIF) is used to test multicollinearity. VIF
values are all less than 1.5, indicating that there is no serious
multicollinearity problem among the variables.

After using the Hausman test, the two-way random-
effects model was finally chosen in this study. The estimation
results are shown in Table 3.

Model 1 shows that the coefficient of IIV is significantly
positive with ETI in Chinese strategic emerging industries
because innovation investment volatility can alleviate the
internal and external financing constraints of strategic
emerging industry enterprises through time division and
signal transmission and then promote their technological
innovation. In model 2, the study included the moderator
variables finding that IS has a significant negative moder-
ating effect on the relationship between IIV and ETT (see
Figure 2). Because the innovation resources are supple-
mented, the pressure for enterprises to take advantage of
innovation investment volatility is reduced. Innovation
subsidy intervenes in the allocation of internal resources,
which is not conducive to promoting the level of techno-
logical innovation.

Models 3, 5, and 7, respectively, examine the impact of
innovation investment volatility on the technological in-
novation of enterprises in different life cycles. In model 3, the
regression results show that the coefficient of IIV is sig-
nificantly positive with ETL. In the growing stage, the in-
novation investment volatility of enterprises is caused by
proactive innovation management. That is conducive to
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TaBLE 1: Variable description and definition.

Dependent variables Definition
ETI The number of patents granted plus 1 in the natural logarithm scale
Independent
variables
Based on the regression of time trends in innovation investment, innovation investment volatility is equal to the
v standard residual term of the time trend regression divided by the mean value of innovation investment of the
enterprise
Moderating
variables
IS This is coded as 1 if the enterprise was supported by the innovation subsidy policy in the current year and 0 otherwise

Control variables

(Operating income of the current year - operating income of the previous year)/Operating income of the previous

Grow
year
Age Total number of years between business registration year and research year
Effort Natural logarithm of innovation expenditure costs
Pro Earnings per share
Size Natural logarithm of total corporate assets
Debt Total liabilities/total assets
Human Natural logarithm of the number of employees in the enterprise

TaBLE 2: Sample distribution and statistics.

Variables ~ Mean SD Min Max 1 2 3 4 5
1.ETI 0.800 1.347 6.466 1
2. 11V -0.445 0992 -14.076  0.195 0.163**~ 1
Full sample (N =1681) 3. grow 0.241 1.459  -0.790  55.759 -0.031 0.011 1
4. size 22.545 1.317 18.793 27.468  0.285***  0.180"*" 0.029 1
5effort  -3256 1174 -14.539  6.783 0.046*  0.221***  —0.062"*  -0.224"* 1
1.ETI 0.796 1.393 6.466 1
2. 11V -0.446 1179 -14.076  0.146 0.145%** 1
The growing stage (N =877) 3. grow 0.321 1992 -0.680 55759  -0.037 0.014 1
4. size 22.664 1.236 19.270 26.651  0.294"**  0.098™** 0.041 1
5.effort -3.323 1263 -14.539 6.783 0.046 0.261"** —0.063" -0.181""* 1
1.ETI 0.863 1.359 6.120 1
2. 11V -0.412 0714  -6.00 0.195  0.212*** 1
The mature stage (N=543) 3. grow 0.154  0.292  -0.489 2.894 -0.030 0.054 1
4. size 22.429  1.420 18.893 27.468  0.306***  0.300"*" -0.033 1
5effort -394 1.021 -12.303  0.063 0.013 0.163"** -0.058 -0.260""" 1
1.ETI 0.678 1.150 5.209 1
2. 11V -0.511  0.779  —-5.368 0.172 0.181*** 1
The declining stage (N=261) 3. grow 0154 0402 -0.790 3.596 -0.064  —0.104" 1
4. size 22.388  1.327 18.793 27.386  0.215**"  0.396"*" —-0.044 1
5.effort -3.171 1161 -11.848 -0.847  0.122** 0.122** -0.161***  —0.285"** 1

* ok

, ", and """represent 10%, 5%, and 1% significance levels, respectively.

promoting the level of technological innovation because it
can alleviate the internal and external financing constraints
of enterprises through time separation and signal trans-
mission. Therefore, innovation investment volatility is
conducive to promoting the level of technological innova-
tion. Model 5 shows that the coefficient of IV is positive but
insignificant. The result suggests that the incentive effect of
innovation investment volatility on technological innova-
tion of enterprises in the mature stage is insignificant. A
tentative explanation for this finding is that the innovation
investment volatility of enterprises in the mature stage is
caused by internal financing. In this stage, innovation in-
vestment volatility is an adjustment behavior affected by the
change of internal financing, rather than an innovation

decision made according to the change of market envi-
ronment. This may affect the normal innovation process of
enterprises in the mature stage. Thus, innovation investment
volatility is not conducive to improving their technological
innovation level. Model 7 indicates that the coefficient of ITV
is positive but insignificant. The result suggests that the
innovation investment volatility has no significant incentive
effect on enterprise technological innovation in the declining
stage because the innovation investment volatility of en-
terprises in the declining stage caused by innovation ma-
nipulation has not actually invested innovation funds in
innovation activities. Therefore, their technological inno-
vation level has not been substantially improved. In con-
clusion, H1 is supported.
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TABLE 3: Regression results.

Full sample The growing stage

The mature stage The declining stage

1) (2) (3) 4) (5) (6) (7) (8)
0.094** 0.159*** s 0.187*** 0.229**
v (0.045) (0.058) 0.108** (0.052) (0.069) 0.071 (0.091) (0.116) 0.132 (0.090) 0.041 (0.112)
—-0.068"* —-0.078** —-0.026*
IV x IS (0.030) (0.035) (0.143) 0.122 (0.100)
—-0.048 —-0.085 -0.126 -0.217*
IS (0.059) (0.068) —0.082 (0.084) -0.132 (0.097) (0.101) (0122) 0.117 (0.116) 0.189 (0.140)
Human 0.107* (0.058) 0.104* (0.058) 0.107 (0.071)  0.101 (0.071) 0.180* (0.097) 0.176* (0.096) 0.016 (0.070) 0.020 (0.070)
Grow -0.013** —-0.013** —-0.018"** —-0.017*** —-0.053 —-0.064 -0.017 -0.019
(0.005) (0.005) (0.006) (0.006) (0.221) (0.224) (0.112) (0.070)
—-0.007 —-0.007 -0.017 -0.016 —-0.015 -0.019
Age (0.017) (0.017) 0005 (0.018) -0.005(0.018) 5 o) (0.019) (0.018) (0.111)
Effort 0.034 (0.025) 0.030 (0.025) 0.017 (0.029)  0.009 (0.030) 0.058 (0.044) 0.059 (0.044) 0.120° 0.1247
(0.048) (0.047)
Pro 0.024 (0.055) 0.022 (0.055) 0.057 (0.071)  0.055 (0.071) ~0.008 ~0.005 0.021 (0.068) 0.021 (0.068)
. . . . . . . . (0.116) (0.117) . . . .
Debt 0.038 (0.038) 0.035 (0.037) 0.039 (0.200)  0.020 (0.202) 0.002 (0.033) 0.006 (0.033) (%102775) 0.130* (0.075)
. . . N . . 0.132** 0.234** 0.237**
Size 0.104* (0.057) 0.103* (0.057) 0.155* (0.079) 0.154* (0.079) 0.118* (0.066) (0.066) (0.115) (0.116)
Constant —2.352%* —2.290** —3.587** —3.499** -2.736"* —2.948"* —4.241** —4.397**
1.119) (1.113) (1.497) (1.493) (1.287) (1.293) (2.108) (2.118)
Enterprise Yes Yes Yes Yes Yes Yes Yes Yes
Year Yes Yes Yes Yes Yes Yes Yes Yes
N 1681 1681 877 877 543 543 261 261
R? 0.113 0.115 0.123 0.124 0.136 0.142 0.098 0.100

Note that standard errors are in parentheses. *, **, and **“represent 10%, 5%, and 1% significance levels, respectively.

Subsequently, this study adds the interaction of the in-
novation investment volatility with innovation subsidy to test
the regulatory effect of innovation subsidy in different life
cycles. As shown in model 4, the coeflicient of IIVXIS is
negative and significant, indicating that innovation subsidy
has a significant negative effect on the relationship between
innovation investment volatility and technological innovation
of enterprises in the growing stage (see Figure 3). Perhaps, it
can be explained that innovation subsidy transmits to external
investors that enterprises in the growing stage rely too much
on the government [24], which will hinder external financing
channels and is not conducive to their technological inno-
vation. In model 6, the coefficient of innovation ITV xIS is
negative and significant, which means that innovation subsidy
has a significantly weak negative regulatory effect on the
relationship between innovation investment volatility and
technological innovation of enterprises in the mature stage
(see Figure 4). Because innovation subsidy may interfere with
managers’ judgment on the innovation stage, managers are
more confident to use a large number of resources for ex-
ploratory innovation activities. Exploratory activities are in-
novative and high risk, which will consume a lot of resources
of the enterprise. The development of other innovation
projects may be affected [21]. In model 8, the coefficient of
IIVXIS is positive but insignificant, which means that in-
novation subsidy has an insignificant effect on the relation-
ship between innovation investment volatility and enterprise

technological innovation in the declining stage because en-
terprises in the declining stage often use innovation subsidies
to recover losses or prevent the decline of stock prices instead
of actually using them in innovation activities. In conclusion,
H2 is supported.

5.2. Robustness Checks

5.2.1. Substitution of Dependent Variables. To verify
whether the model constructed is influenced by the choice of
variables, the study adds 1 to the number of invention
patents granted and then takes a natural logarithm as the
substitute variable for the number of granted patents [23].
Table 4 shows that the results have not changed greatly.

5.2.2. Substitution of Moderating Variables. The number of
the innovation subsidy plus 1 in the natural logarithm scale
is used as the substitute variable [26]. Table 5 shows that the
results are consistent with the findings of the above study.

5.2.3. Delete Sensitive Years. Considering the impact of the
2012 National Strategic Emerging Industry Development
Plan on innovation investment volatility of the sample
enterprises, the 2012 sample is removed and reregressed
[27]. Table 6 shows that the results are consistent with the
findings of the above study.
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FIGURE 2: The relationship between IIV and ETT—moderated by IS.
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FiGure 3: The relationship between IIV and ETT in the growing stage—moderated by IS.
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FIGURE 4: The relationship between IIV and ETI in the mature stage—moderated by IS.
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TABLE 4: Substitution of dependent variables.

Full sample

The growing stage

The mature stage

The declining stage

9)
0.099**
v (0.040)
IV x IS
—0.044
IS (0.052)
Human 0.076 (0.049)
-0.012**
Grow (0.005)
-0.002
Age (0.012)
Effort 0.023 (0.022)
Pro 0.022 (0.049)
Debt 0.041 (0.033)
Size 0.105**
(0.050)
—2.403**
Constant (0.955)
Enterprise Yes
Year Yes
N 1681
R? 0.118

(10) (11) (12) (13) (14) (15) (16)
0.155*** 0.099** 0.167*** 0.230**
0.05) 0.043) (0.057) 0.097 (0.069) (7o, 0110 (0.067) 0.029 (0.097)
-0.059** -0.069** -0.230*
(0.026) (0.030) (0.121) 0.109 (0.110)
-0.075 —0.080 -0.159
0061y ~0082(0.077) 0125 (0090) oo (0103 0034 (0095) 0099 (0.106)
-0.007 -0.003
0.073 (0.049) 0.075 (0.063) 0.070 (0.063) 0.123 (0.075) 0.119 (0.074) (0.049) (0.050)
-0.012** -0.017*** -0.016** -0.026 -0.035 -0.033 -0.035
(0.005) (0.006) (0.006) (0.205) (0.208) (0.111) (0.111)
-0.0015 —-0.005 —-0.0037 -0.0165 -0.016
(0.012) 0001 (0.013) 0.001 (0013) 5,4 (0.014) (0.014) (0.014)
0.0469 0.082** 0.086**
0.019 (0.022) 0010 (0.026)  0.003 (0.027) 0.046 (0.035) (oo (0.040) (0:040)
-0.003 -0.002
0.020 (0.049)  0.051 (0.061)  0.049 (0.061) 0.088) (0.0s0) 0046 (0062) 0.046 (0.062)
0.038 (0.032) —0.015 (0.178) —0.032 (0.180) (060002864) 0.012 (0.026) 0.091 (0.067) 0.094 (0.067)
0.105** . 0.144** 0.109** 0.121** 0.201** 0.204**
(0.050) 0147 (0070) 6 670 (0.056) (0.056) (0.086) (0.087)
—2.352** —3.326*** —3.253** —2.476** -2.671** —3.556** -3.695**
(0.948) (1.291) (1.288) (1.058) (1.072) (1.599) (1.599)
Yes Yes Yes Yes Yes Yes Yes
Yes Yes Yes Yes Yes Yes Yes
1681 877 877 543 543 261 261
0.120 0.129 0.130 0.135 0.139 0.112 0.114

Note that standard errors are in parentheses. *, **, and **“represent 10%, 5%, and 1% significance levels, respectively.

TaBLE 5: Substitution of moderating variables.

Full sample

The growing stage

The mature stage

The declining stage

(17)
0.094**
v (0.045)
IIV x IS
-0.004
IS (0.004)
Human 0.107* (0.058)
—-0.013**
Grow (0.005)
-0.007
Age (0.017)
Effort 0.034 (0.025)
Pro 0.024 (0.055)
Debt 0.038 (0.038)
Size 0.105* (0.057)
—2.368**
Constant (1.116)
Enterprise Yes
Year Yes
N 1681
R? 0.114

(18)
0.148***
(0.057)
~0.005*
(0.003)
—0.007
(0.005)
0.105* (0.058)
~0.013*
(0.005)
~0.007
(0.017)

0.031 (0.025)
0.022 (0.055)
0.037 (0.037)

0.105* (0.057)

—2.354%*
(1.113)
Yes
Yes
1681
0.115

(19) (20) (21) (22)

0.109** (0.052) 0.168** (0.068) 0.071 (0.091) 0.218* (0.113) 0.132 (0.090)

-0.005* -0.019*
(0.003) (0.011)
-0.012* -0.008 -0.014

~0.009 (0.006) (0.007) (0.007) (0.009)

0.075 (0.063)  0.105 (0.071)

—0.017*** -0.055 -0.064

0.107.(0.071) 5 5o6) (0.221) (0.224)
—0.018*** -0.017 -0.016

(0.006) ~0.005 (0.018) (0.019) (0.019)

—0.005 (0.018) 0.011 (0.030) 0.059 (0.044) 0.061 (0.044)

-0.006 -0.006

0.015 (0.030)  0.058 (0.070) (0.116) (0.117)

0.058 (0.070)  0.026 (0.201)

0.041 (0.200) 0.156** (0.079) 0.121* (0.066) 0.135°
) . ) ) . . (0.066)
—3.582** —3.557** -2.806** -3.083**

(1.487) (1.487) (1.288) (1.304)
Yes Yes Yes Yes
Yes Yes Yes Yes
877 877 543 543
0.125 0.126 0.137 0.143

(23)

0.034 (0.095)
0.182* (0.096) 0.182* (0.095) 0.014 (0.069)

~0.016
(0.112)
~0.015
(0.018)
0.120*
(0.048)

0.020 (0.070)

0.002 (0.033) 0.007 (0.033) 0.127* (0.075)

0.232%*
(0.115)

—4.194**

(2.098)
Yes
Yes
261

0.099

(24)
0.059 (0.113)

0.0068
(0.007)

0.012 (0.010)

0.017 (0.070)
—0.018
(0.111)
~0.014
(0.018)
0.123***
(0.047)

0.020 (0.070)

0.126*
(0.076)
0.235**
(0.116)
—4.314**
(2.106)
Yes
Yes
261
0.102

Note that standard errors are in parentheses.

*

, **, and ***represent 10%, 5%, and 1% significance levels, respectively.
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TaBLE 6: Delete the 2012 sample.
Full sample The growing stage The mature stage The declining stage
(25) (26) 27) (28) (29) (30) (31 (32)
0.098"* 0.174*** . 0.202%** 0.257**
v (0.045) (0.057) 0.107** (0.051) (0.068) 0.113 (0.088) (0.126) 0.115 (0.097) 0.007 (0.135)
-0.075"" —0.089"*" —-0.246
IV x IS (0.0293) (0.034) (0.150) 0.137 (0.114)
-0.070 —0.168" -0.155 —0.240"
IS ©0os) 0112 (0.070) —0.110 (0.082) (0.095) (0.109) (0.134) 0.133 (0.127)  0.217 (0.159)
. N 0.168" 0.165"
Human 0.106* (0.058) 0.101* (0.058) 0.093 (0.074)  0.086 (0.074) (0.097) (0.096) 0.028 (0.072) 0.030 (0.073)
Grow -0.013** -0.012** —-0.018"** —-0.017"** —-0.065 -0.071 -0.010 -0.011
(0.005) (0.005) (0.006) (0.006) (0.238) (0.240) (0.117) (0.116)
-0.007 -0.021 -0.020 -0.014 -0.012
Age o) 0007 (0.017) —0.001 (0.018) —0.001 (0.018) 0.019) 0.020) (0.019) (0.019)
0.130** 0.136"**
Effort 0.029 (0.025) 0.024 (0.025) 0.017 (0.029) 0.006 (0.030) 0.051 (0.040) 0.052 (0.041) (0.053) (0.052)
Pro 0.019 (0.058) 0.017 (0.058)  0.071 (0.075)  0.071 (0.075) 0.027 (0.119) 0.028 (0.120) 0.019 (0.070) 0.018 (0.069)
Debt 0.047 (0.035) 0.044 (0.034)  0.038 (0.190)  0.018 (0.192) (_00(')(;(;1) 0.004 (0.033) 0.129* (0.078) 0.135* (0.078)
. " ¥ . . 0.118* 0.241** 0.251**
Size 0.102* (0.057) 0.101* (0.057) 0.166™* (0.081) 0.164** (0.081) 0.105 (0.066) (0.066) (0.122) (0.123)
Constant —2.313** —2.231** —3.729** -3.613"* -2.327* —2.541** —4.449** —4.740"*
(1.119) (1.111) (1.509) (1.503) (1.254) (1.264) (2.265) (2.295)
Enterprise Yes Yes Yes Yes Yes Yes Yes
Year Yes Yes Yes Yes Yes Yes Yes
N 1503 1503 794 471 471 238 238
R? 0.111 0.112 0.124 0.125 0.136 0.137 0.100 0.101

* * 5k k

Note that standard errors are in parentheses. *, **, and

6. Discussion and Conclusion

6.1. Theoretical Contributions. This study provides several
theoretical contributions to the research of firm innovation
investment. First, the study proposes that the reasons for
enterprises’ innovation investment volatility in different life
cycle stages are different and their impact on technological
innovation is also different. Most prior studies have dis-
cussed the effect of innovation investment volatility in a
homogeneous sample of enterprises. The differences in the
effect of innovation investment volatility for enterprises in
different life cycle stages may be ignored. The study finds
that the innovation investment volatility of enterprises in the
growing stage is caused by proactive innovation manage-
ment and it has a positive impact on technological inno-
vation. In contrast, innovation investment volatility of
enterprises in the mature and declining stages, respectively,
is caused by internal financing and innovation manipula-
tion, which has no significant effect on technological
innovation.

Second, our framework provides a heterogeneous per-
spective extending the research related to the volatility of
innovation investment by treating innovation subsidy as a
shock to the enterprise’s external environment. Most
existing studies emphasized the impact of internal enterprise
factors such as resource redundancy and technological ca-
pability on the volatility of innovation investment [9, 28].
Few studies have considered the impact of the enterprise’s
external environment. This study finds that innovation
subsidy does not have the desired effect, which is consistent

represent 10%, 5%, and 1% significance levels, respectively.

with the research of Zhou et al. [23]. They found that, with
the development of market mechanisms, the government’s
role in promoting enterprise technological innovation will
decline.

Finally, this study adopts the data of Chinese strategic
emerging industry enterprises as a sample to further explore,
enriching the relevant research on the innovation invest-
ment volatility. Most previous studies focusing on the
volatility of innovation investment mostly used samples
from enterprises in developed countries such as the United
States and South Korea [9, 28]. However, the technology
path constraint and the nonsustainability of innovation
investment fees are more prominent in developing coun-
tries. Meanwhile, most innovation investment in developed
countries exhibits countercyclical characteristics, while in-
novation investment in developing countries tends to show
procyclical characteristics [29]. Therefore, it remains to be
tested whether the relevant studies on the volatility of in-
novation investment in developed countries are applicable to
China, an emerging economy.

6.2. Implications for Managers and Policy Makers. Based on
the perspective of punctuated equilibrium and life cycle
theory, we examine the impact of innovation investment
volatility on enterprise technological innovation and the
moderating role of innovation subsidy in a sample of listed
enterprises in China’s strategic emerging industries from
2010 to 2019. The study finds that the volatility of innovation
investment eases the financing constraints of enterprises,
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which is conducive to improving the level of technological
innovation of enterprises in the growing stage. However, the
innovation investment volatility of enterprises in the mature
stage is caused by internal financing, which may affect the
normal process of innovation activities. It is difficult to
improve the level of enterprise technological innovation. The
innovation investment of enterprises in the declining stage is
caused by using innovation manipulation to obtain gov-
ernment subsidies, and it is also difficult to improve the level
of enterprise technological innovation. This study further
finds that innovation subsidy cannot interfere with the re-
lationship between the volatility of innovation investment
and the technological innovation of enterprises in the de-
clining stage. The innovation subsidy policy has counter-
productive effects on the volatility of innovation investment
and technological innovation in the growing and mature
stage. For enterprises in the growing stage, innovation
subsidy not only reduces the pressure on innovation in-
vestment but also weakens the enterprises’ signal of rein-
novation, which is not conducive to improving the level of
technological innovation. For enterprises in the mature
stage, the acquisition of innovation subsidy makes the
managers more confident to use their main resources for
exploratory innovation activities, which consumes a lot of
resources and affects the development of other innovative
projects.

The research conclusions provide several practical
insights for business managers and the government. First,
enterprise technological innovation is affected not only by
the absolute amount of innovation investment but also by
the volatility of innovation investment. However, not all
types of innovation investment volatility can promote
enterprise technological innovation level. The study finds
that the innovation investment volatility caused by pro-
active management is conducive to improving the level of
enterprise technological innovation. Therefore, managers
should implement proactive management of innovation
projects. When new opportunities appear in the external
environment, managers should increase innovation in-
vestment in time. They should also promptly terminate
investment in projects that do not have prospects rather
than increase or decrease investment in the process of
innovation.

Second, the life cycle stage of enterprises should be fully
taken into consideration when the manager formulates the
innovation strategy. For enterprises in the growing stage, the
innovation investment volatility is conducive to improving
the level of enterprises’ technology innovation. However, for
enterprises in the mature or declining stage, innovation
investment volatility is not conducive to promoting tech-
nological innovation levels. Therefore, managers of enter-
prises in the growing stage should take advantage of
organizational flexibility to adjust the focus and direction of
innovation projects in a timely manner. Managers of en-
terprises in the mature stage should ensure adequate internal
financing and avoid innovation investment volatility. For
enterprises in the declining stage, managers should devote
resources to imitative innovation activities and avoid the
waste of limited resources caused by strategic innovation.
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Finally, although the Chinese government has been
committed to helping enterprises promote their techno-
logical innovation, with the development of market mech-
anisms, the role of innovation subsidy in promoting
technological innovation of enterprises is declining. In some
cases, innovation subsidies can even have counterproductive
effects. For example, enterprises in the growing stage that
receive innovation subsidies may weaken their pressure to
proactively manage innovation resources and reduce the
effect of innovation investment volatility. The acquisition of
innovation subsidy by enterprises in the mature stage may
increase the confidence of managers in exploratory inno-
vation activities, which makes the enterprise at a high level of
risk in the long term. Therefore, the life cycle stage of the
enterprise should be considered when the government
formulates an innovation subsidy policy.

6.3. Limitations and Future Research. First, the study only
involves a specific industry (strategic emerging industry) in a
specific emerging economy (China). Although China is the
largest emerging economy, it may be different from other
economies in terms of institutions, culture, etc. Compared
with other industries, innovation investment in strategic
emerging industries is more active in China. Therefore, the
choice of other economies or industries may affect the results
of the research. The research objects can be reselected for
testing in future studies. Second, the study only considers the
effects of different life cycle stage characteristics of enter-
prises. In future research, we can further examine the in-
fluence of other internal factors of the enterprise, such as the
nature of enterprise ownership and the degree of enterprise
financialization to supplement related research. Finally,
regarding the impact of the external environment of the
enterprise, our analysis only considers the institutional
environment of innovation subsidy. Further research is
needed to examine the impact of other policies (such as
talent subsidy, high-tech enterprise qualification recogni-
tion, etc.) or other external environments (such as the
market environment).

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this study.

Authors’ Contributions

Miaomiao Li and Zhaoxing Hao explored the whole research
ideas and wrote the paper. Zhaoxing Hao and Meng Luan
carried out the empirical analysis. Miaomiao Li and Haibo Li
provided guidance for the research process and supervised
the entire project. Meng Luan and Guikun Cao revised the
manuscript. All the authors participated in this research
project.



12

Acknowledgments

This work was supported by the Shandong Social Science
Planning Project named Research on the Dynamic Mech-
anism of the Triple Helix of Regional Innovation (No.
18CQXJo1).

References

[1] F. Xiao, Q. Li, and K. Wang, “Waste plastic triboelectric
nanogenerators using recycled plastic bags for power gen-
eration,” ACS Applied Materials & Interfaces, vol. 13, no. 1,
pp. 400-410, 2020.

[2] C.L.Liu, Q. Li, and K. Wang, “State-of-charge estimation and
remaining useful life prediction of supercapacitors,” Renew-
able and Sustainable Energy Reviews, vol. 150, no. 2, Article ID
111408, 2021.

[3] A. K. Gupta, K. G. Smith, and C. E. Shalley, “The interplay
between exploration and exploitation,” Academy of Man-
agement Journal, vol. 49, no. 4, pp. 693-706, 2006.

[4] J. C. Zhao, F. Li, Z. Wang, and P. Dong, “Flexible PVDF
nanogenerator-driven motion sensors for human body motion
energy tracking and monitoring,” Journal of Materials Science:
Materials in Electronics, vol. 32, no. 11, pp. 14715-14727, 2021.

[5] H. Yu, N. Wang, and K. Y. Zhao, “Simultaneous unknown
input and state estimation for the linear system with a rank-
deficient distribution matrix,” Mathematical Problems in
Engineering, vol. 2021, no. 12, 11 pages, Article ID 6693690,
2021.

[6] M. J. Benner and M. L. Tushman, “Exploitation, exploration,
and process management: the productivity dilemma revis-
ited,” Academy of Management Review, vol. 28, no. 2,
pp. 238-256, 2003.

[7] R. Mudambi and T. Swift, “Proactive R&D management and
firm growth: a punctuated equilibrium model,” Research
Policy, vol. 40, no. 3, pp. 429-440, 2011.

[8] M. Meuleman and W. D. Maeseneire, “Do R&D subsidies
affect SMEs’ access to external financing?” Research Policy,
vol. 41, no. 3, pp. 580-591, 2012.

[9] T. Kang, B. Chulwoo, and J. D. Lee, “The persistency and
volatility of the firm R&D investment: revisited from the
perspective of technological capability,” Research Policy,
vol. 46, no. 9, pp. 1570-1579, 2017.

[10] B. J. Bushee, “The influence of institutional investors on
myopic R&D investment behavior,” The Accounting Review,
vol. 73, no. 3, pp. 305-333, 1998.

[11] G. Dosi, L. Marengo, and C. Pasquali, “How much should
society fuel the greed of innovators?: on the relations between
appropriability, opportunities and rates of innovation,” Re-
search Policy, vol. 35, no. 8, pp. 1110-1121, 2006.

[12] I. M. Jawahar and G. L. McLaughlin, “Toward a descriptive
stakeholder theory: an organizational life cycle approach,”
Academy of Management Review, vol. 26, no. 3, pp. 397-414,
2001.

[13] X. C. Zhou and C. Chen, “Investigate relationships between

accrual earnings management and real earnings management

from the perspective of corporate life cycle,” Journal of

Management Science, vol. 29, no. 1, pp. 108-122, 2016.

S. Y. Liu, Z. F. Lin, and Z. P. Leng, “Whether tax incentives

stimulate corporate innovation: empirical evidence based on

corporate life cycle theory,” Economic Research Journal,

vol. 55, no. 6, pp- 105-121, 2020.

(14

Mathematical Problems in Engineering

[15] R. E. Hoskisson, M. A. Hitt, and C. W. Hill, “Managerial
incentives and investment in R&D in large multiproduct
firms,” Organization Science, vol. 4, no. 2, pp. 325-341, 1993.

[16] S. Lach, “Do R&D subsidies stimulate or displace private
R&D? Evidence from Israel,” The Journal of Industrial Eco-
nomics, vol. 50, no. 4, pp. 369-390, 2002.

[17] M. Bertrand and S. Mullainathan, “Enjoying the quiet life?
Corporate governance and managerial preferences,” Journal
of Political Economy, vol. 111, no. 5, pp. 1043-1075, 2003.

[18] M. P. Feldman and M. R. Kelley, “The ex-ante assessment of
knowledge spillovers: government R&D policy, economic
incentives and private firm behavior,” Research Policy, vol. 35,
no. 10, pp. 1509-1521, 2006.

[19] Z.-]. Zhou, P.-Y. Zhang, M.-M. Lu, and Z. Gao, “The influence
of government intervention on the performance of inde-
pendent innovation under financial support based on data of
listed companies in strategic emerging industries,” Mathe-
matical Problems in Engineering, vol. 2020, Article ID
5063986, 9 pages, 2020.

[20] C.Wang, Y. Hu, J. Zhang, and C. Miao, “CEO media exposure
and green technological innovation decision: evidence from
Chinese polluting firms,” Mathematical Problems in Engi-
neering, vol. 2020, Article ID 8271621, 14 pages, 2020.

[21] A. K. Gupta and V. Govindarajan, “Resource sharing among
SBUs: strategic antecedents and administrative implications,”
Academy of Management Journal, vol. 29, no. 4, pp. 695-714,
1986.

[22] E. Romanelli and M. L. Tushman, “Organizational transfor-
mation as punctuated equilibrium: an empirical test,” Academy
of Management Journal, vol. 37, no. 5, pp. 1141-1166, 1994.

[23] K. Z. Zhou, G. Y. Gao, and H. Zhao, “State ownership and
firm innovation in China: an integrated view of institutional
and efficiency logics,” Administrative Science Quarterly,
vol. 62, no. 2, pp. 375-404, 2017.

[24] P. C. Patel, M. J. Guedes, N. Soares, and V. da Conceicdo
Gongalves, “Strength of the association between R&D vola-
tility and firm growth: the roles of corporate governance and
tangible asset volatility,” Journal of Business Research, vol. 88,
pp. 282-288, 2018.

[25] P.F.Zhuand W. M. Xu, “On the impact of government’ s S&T
incentive policy on the R&D input and its patent output of
large and medium -sized industrial enterprises in Shanghai,”
Economic Research Journal, vol. 26, pp. 45-53, 2003.

[26] J. Chen, C. S. Heng, B. C. Y. Tan, and Z. Lin, “The distinct
signaling effects of R&D subsidy and non-R&D subsidy on
IPO performance of IT entrepreneurial firms in China,”
Research Policy, vol. 47, no. 1, pp. 108-120, 2018.

[27] J. Cen, Y. Yang, C. Y. Zhang, and L. L. Zhou, “Technological
knowledge system and innovation leap: the ambidextrous
transition perspective,” Studies in Science of Science, vol. 37,
no. 11, pp. 2073-2081, 2019.

[28] R. Mudambi and T. Swift, “Knowing when to leap: tran-
sitioning between exploitative and explorative R&D,” Stra-
tegic Management Journal, vol. 35, no. 1, pp. 126-145, 2014.

[29] P. Aghion, G.-M. Angeletos, A. Banerjee, and K. Manova,
“Volatility and growth: credit constraints and the composition
of investment,” Journal of Monetary Economics, vol. 57, no. 3,
pp. 246-265, 2010.



Hindawi

Mathematical Problems in Engineering
Volume 2021, Article ID 9590969, 10 pages
https://doi.org/10.1155/2021/9590969

Research Article

Hindawi

High-Temperature Superconducting Cable Fault Location Method
Based on Improved Time-Frequency Domain Reflection Method

and EEMD Noise Reduction

Bo Yang,' Jun Tang,' Chen Yang,' Xiaofeng Dong,' Kun Huang,” and Changsen Feng

IState Grid Suzhou Power Supply Company, Suzhou 215004, China

®Nari Technology Co., Ltd., Nanjing 211100, China

Nanjing University of Posts and Telecommunications, Nanjing 210023, China
*College of Information Engineering, Zhejiang University of Technology, Hangzhou, 310023, China

Correspondence should be addressed to Changsen Feng; fcs@zjut.edu.cn

Received 20 October 2021; Accepted 7 November 2021; Published 2 December 2021

Academic Editor: Jinyan Song

Copyright © 2021 Bo Yang et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Aiming at the operation and maintenance requirements of the fault location of high-temperature superconducting cables, a fault
location method of high-temperature superconducting cables based on the improved time-frequency domain reflection method
and EEMD noise reduction is proposed. Considering the cross-term interference problem in the traditional time-frequency
domain reflection method, this paper introduces the affine transformation to project the time-frequency distribution of the self-
term and the cross term and further highlights the characteristic differences between the two through coordinate transformation,
and the particle swarm algorithm is employed to solve the optimal stagger angle of the affine transformation. The unscented
particle filter is adopted to separate the cross term, and EEMD noise reduction is introduced to solve the signal noise problem.
Finally, two software programs, PSCAD and MATLAB, are employed for joint simulation to build a model of high-temperature
superconducting cable. The simulation example shows that the proposed method in this paper can eliminate the cross-term
interference of the traditional time-frequency domain reflection method, effectively locate the fault of the high-temperature

superconducting cable, and improve the positioning accuracy.

1. Introduction

In recent years, with the continuous development of social
economy, conventional urban cable transmission capacity is
small, covers a large area, and has high line loss, so the
shortcomings such as the difficulty of grid expansion are
increasingly prominent, which restricts the development of
smart grid [1-3]. Compared with conventional cables, high-
temperature superconducting cables take advantage of the
non-resistance and high current density properties of
superconducting materials in the superconducting state and
have significant advantages such as high capacity, low line
loss, light weight, and environmental friendliness, providing
an efficient and environmentally friendly way to transmit
over long distances for smart grids [4-7]. Currently, several
countries around the world are planning to advance the

large-scale commercial application of high-temperature
superconducting cables in an orderly manner [8, 9]. Ac-
curately locating high-temperature superconducting cable
faults and exploring practical, effective, and convenient fault
detection methods can help to quickly remove faults and
repair them to ensure the safe and stable operation of the
power systems.

At present, there have been many studies on cable fault
location, mainly focusing on the low-voltage pulse reflection
method based on traveling wave theory [10], pulse current
method [11], pulse voltage method [12], wavelet analysis
method [13], and so on, while there are very few results
dedicated to the study of high-temperature superconducting
cable fault location. Based on distributed optical fiber
temperature measurement technology, Huang et al. [14]
proposed a local loss of superconducting cable detection and
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protection method, which can effectively respond to local
loss of superfault, alarming, and tripping according to the
size and temperature of the heat generating area. Wang et al.
[15] conducted a high-temperature superconducting cable
fault location study based on time-frequency domain re-
flectometry (TFDR) and introduced the pseudo-Wigner-
Ville distribution (PWVD) to analyze the time-frequency of
the signal. A real 35kV high-temperature superconducting
cable is analyzed for the variation pattern of waveforms at
different temperatures, different fault types, and different
signal parameters. Although the time-frequency domain
analysis method is more advantageous than the single-do-
main analysis method when the reflected signal is weak and
the signal attenuation is large, the introduction of the
PWYVD will generate cross-term interference when multiple
signals are superimposed, which will seriously affect the
analysis results. In [16-20], generalized regression neural
network, heterogeneous cuckoo algorithm, analysis of the
time domain energy of the reflected signal, analysis of the
Euclidean distance and tangent distance of the incoming
reflection time-frequency distribution, and affine transfor-
mation were proposed for this problem, which effectively
improved the traditional time-frequency domain analysis
method to some extent.

Signals are often noisy during transmission, and the
accuracy of fault location can be improved by using suitable
noise reduction methods. In literature [21], empirical mode
decomposition (EMD) was used to reduce noise in the echo
signal of full-waveform laser altimetry system for complex
scenes with multiple height layers, and a good noise re-
duction effect was achieved. However, the EMD suffers from
mode aliasing, which limits the noise reduction effect. To
overcome this shortage, this paper introduces the ensemble
empirical mode decomposition (EEMD) [22, 23] method,
which introduces Gaussian white noise to maximize the
retention of the real signal.

This paper proposes a fault location method for high-
temperature superconducting cables based on the improved
time-frequency domain reflection method and EEMD noise
reduction. Firstly, the affine transformation is introduced to
solve the cross-term interference problem of time-frequency
domain reflection method, and the particle swarm algorithm
is applied to solve the problem of optimal stagger angle
accuracy, and the cross-term separation is achieved by the
unscented particle filter algorithm. Secondly, the signal is
denoised by EEMD to make the positioning results more
accurate. Finally, the simulation environment is built to
verify the validity and accuracy of the model in this paper.

2. Improved Time-Frequency Domain
Reflection Method

2.1. Traditional TFDR. As a cable fault non-destructive
detection method, TFDR sends an incident signal to the
cable and uses a digital oscilloscope to pick up the folded
reflection signal generated by the incident signal at the point
of impedance discontinuity, so as to locate the high-tem-
perature superconducting cable fault location, and the
schematic diagram is described in Figure 1.
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The incident signal is usually a linearly modulated signal
with Gaussian envelope that provides localized information
in the time and frequency domains, and its mathematical
expression is

s(t) = ( g)“‘*e_a(t_tﬂ)zxzwﬁ (o) 249y (t=t5) (1)
7
where « is the duration of the signal, t, is the time center of
the signal, y is the bandwidth of the signal, and wy is the
center frequency of the signal. The signal pulse width be-
comes narrower when « increases, and the signal bandwidth
becomes wider when f3 increases.

The incident signal produces folded reflection at the
point of impedance discontinuity, and the reflected signal is
correlated with the incident signal in the time-frequency
domain. TFDR uses the Wigner-Ville distribution (WVD)
to analyze the signal in the time-frequency domain, that is,

W (t,w) = Ji: s<t + %)s* (t - %)eibmdr, (2)

where s (t) is the incident signal, w denotes the frequency,
and 7 and b are the signal parameters.

TFDR calculates the time-frequency correlation function
of the incident and reflected signals.

Cyr (1) =

2 t'=t+T,
o |

N

J W, (t, o)W, (t' —t, w)dwdt,

(3)

where Es is the time-frequency domain energy of the in-
cident signal, Er (#) is the time-frequency domain energy of
the reflected signal, and Wr (¢, w) and Ws (f, w) are the
WVDs of the reflected signal and the incident signal. The
time-frequency correlation function C,, (t) will present a
local peak when W, and W, match, and the peak position can
be used to detect the fault location. Suppose that the time
difference between the incident signal reflected at the head
point of the HTS cable and the local peak reflected at the
fault point is At; then, the distance between the fault point
and the head point of the cable can be calculated as

_ (vxAt)
=

’
t'=t-T,

! , (4)
where v is the propagation speed of the signal.

Due to the attenuation of the incident signal as it
propagates in the high-temperature superconducting cable,
both the time center and frequency center of the signal are
shifted, requiring a time compensation for the time differ-
ence At.

0
At = At +-2, (5)
0
where §, is the frequency offset and 6 is the waveform
parameter.

2.2. Affine Transformation. Conventional TFDR faces the
cross-term interference problem, thus causing misclassifi-
cation. References [15, 17] use the windowing strategy to



Mathematical Problems in Engineering

Incident signal
s

G1
-—

Folded reflection signal

Fault point

Ficure 1: TFDR schematic.

suppress the cross terms, but it is easy to interfere with the
self-term and reduce the localization resolution. Studies have
shown that the lateral characteristics of the self-term and
cross term differ significantly, and the self-term energy
distribution is concentrated and smooth, while the cross-
term distribution exhibits positive and negative oscillations
[20]. Therefore, the time-frequency distributions of the self-
term and cross term can be considered for projection, and
the differences in the characteristics of the two can be further
highlighted by means of coordinate transformation, and the
cross term can be separated by means of filtering.

The affine transformation is a two-dimensional planar
transformation method widely used in the field of image
processing with homogeneity and union, and the features of
the transformed figure still retain their original character-
istics [24, 25]. The affine transformation includes rotation,
stretching, stagger, translation, and other change means, and
a straight line is still a straight line after affine transfor-
mation, and a parallel line is still a parallel line after affine
transformation. The affine transformation is employed to
project the time-frequency distribution of TFDR to be
parallel to the coordinate axis, which can be analyzed in
single time domain or single frequency domain.

The key of affine transformation is to obtain the affine
transformation matrix, and the result matrix after affine
transformation can be obtained by the product of this matrix
and the time-frequency distribution matrix. The solution
process is usually based on the Fourier transform to find the
matching expression of the spectral integral curve in loga-
rithmic polar coordinates and then to find the extreme value
point of the curve or to directly fit the curve after the

{ pv™ ' (i) = u- pv™ (i) + d,r, (pBest”

pxerl (i) =px" (i) + pverl ),

where pv™ (i) and px™ (i) are the velocity and the position of
particle i at the my, generation, respectively, u is the inertia
weight factor, d; and d, are the local and global learning factors,
respectively, r; and r, are random numbers between 0 and 1,
pBest™ denotes the historical optimal position of particle i at
each iteration, and gBest™ represents the global optimal po-
sition of the whole particle swarm at each iteration.

transformation non-linearly. In the literature [20], the so-
lution process is simplified by using the affine transfor-
mation with a cross-axis tangent based on the characteristics
of the self-term and cross term obtained by TFDR for high-
temperature superconducting cables. The affine transfor-
mation matrix M of the cross-axis stagger can be expressed
as

1 00
-— 00| (6)

0 01

The optimal stagger angle g can be formulated as
q = arg max (max (sum (col (M,)))), (7)

where argmax () denotes the value corresponding to the
maximum value when taken, col () represents each column
of the matrix, and Mv denotes the transformed time-fre-
quency matrix. The selection of g value directly affects the
accuracy of affine transformation and fault location.

2.3. Particle Swarm Algorithm. Particle swarm algorithm is a
common artificial intelligence optimization algorithm,
which has the advantages of simplicity, easy implementa-
tion, and fast convergence compared to the genetic algo-
rithms and simulated annealing methods [26, 27]. Its
iterative process can be described as follows:

—px" (i) + d,r, (gBest™ — px" (i)), ®)

In this paper, the particle swarm algorithm is used to solve
the optimal stagger angle, and the affine transformation matrix
can be obtained. In order to maintain the diversity of the
population, this paper draws on the idea of genetic algorithm
and introduces the variation operator into the particle swarm
algorithm, where the particle positions may be mutated at each
iteration, and its expression is as follows:
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-pxX™"' (i) - R, R, > 0.5,
-pxX™" (i) -R,,R, 0.5,
9)

where a™ is the mutation operator after the my, iteration,
A is the mutation parameter in the range of [0, 1], N is the
preset maximum number of iterations, R; and R, are both
random numbers in the range of [0, 1], and px™*"' (i)’
denotes the new particle position after the my, iteration
after mutation. At the beginning of the iteration, a™ takes
a larger value to strengthen the global search ability of the
particle, while at the end of the iteration, a™ takes a
smaller value to strengthen the local search ability of the
particle.

a
pxm+1 (i)l — pX
pxm+1 (l)l — pxm+1 (1) _ am

i)y +a™

2.4. Unscented Particle Filter. After affine transformation,
the self-term is distributed in the low-frequency part and the
cross term is distributed in the high-frequency part, so the
cross term can be eliminated by low-pass filtering. This
method does not affect the self-term resolution, which is
theoretically more advantageous than the window addition
method.

The unscented particle filter method is based on Bayesian
estimation theory and is very suitable for non-Gaussian non-
linear systems with high estimation accuracy and fast
computational efficiency and is widely used in modern signal
processing [28, 29]. Its filtering steps are as follows:

(1) Initialization is performed using the following
expression:

xf) = E[xg],k =0,

PQ:E[(xg—xg)(xg—xg) ],k:O, (10)

Xy = E[xy |,k =0,
where x,’ denotes the initial state variable at the
number of iterations k=0, P, is the covariance
matrix, and X represents the original particle set.

When k is greater than 0, let k =k + 1 iterations to get
a new round of particle set.

(2) Calculate the sigma point set, conduct one-step
prediction, and calculate the covariance matrix:

ia ix .
Xilke—1 = f(xk-p ’k—l)’
2n,
—i _ m_ix
Xlk-1 = Z Wj X klk-1>
j=0
2n,
i _ c[ix —i ix
Pklk—l = Z Wj [xj,klk—l - xklk—l] [Xj,k\k 1 xk\k 1]
j=0
(11)

(3) Calculate the observed predictions:
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i ix .
Zijk-1 = F(Xklk—l”k—1)>

i 2n, y (12)
Zk-1 = szzj,k\kJrl'
j=0

(4) Calculate the system covariance matrix according to
the weighted values:
2n, T
cf,i i i i
P .= Z W3 [Zj,klk—l - Zklk—l] [zj,klk—l - Zklk—l] >
=0
2n,

P = Z W [Xj‘,klk—l - §i|k—1] [x;,klk 1 xklk 1]
i
(13)

(5) Calculate the Kalman gain and update the system
state and covariance matrices:

K, kaszzkzk

X = Rklk—l + Kk(zk - E;clk—l)’ (14)
~i ; T

Py =Py, - KPP, K

(6) Determine whether resampling is required, contin-
uously update the particle state until the iteration
termination condition is satisfied, calculate the
normalized weights for the particles, and update the
particles:

xéc = Q(X;ngz Klk-1>Z1; k) = N(ﬁ: 13;), (15)

where N (.) represents the Gaussian distribution.

3. EEMD Noise Reduction Method

3.1. Conventional EMD. Incident signals may be noisy when
transmitted in high-temperature superconducting cables,
and the accuracy of fault location can be improved by using
suitable noise reduction methods. Empirical mode de-
composition is a widely used adaptive time-frequency signal
processing method, which can decompose the trends in the
original signal at different scales one by one to obtain a finite
number of intrinsic mode functions (IMFs), which contain
local features at different time scales. The decomposition
process is as follows:

(1) Use the method of cubic spline interpolation to find
out all the maximal and minimal values of the signal
sequence y (f) and form the upper and lower en-
velopes Ymax () and ypnin (f). Calculate the mean
value of the envelope avg () and the deviation de (¥)
of the mean and signal sequence.

avg() = L0 e O],
(16)

de(t) = y(t) —avg(t).
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(2) Determine whether the deviation de (f) meets the
conditions of IMF: (1) the mean value of the envelope
is always 0; (2) the difference between the number of
poles and the number of zeros is not greater than 1. If
satisfied, the first IMF is recorded as(;(t) = de (), and
the difference between the IMF and the original
signal can be obtained by su, (f) =y (¢) — {; (¥); if not,
repeat several times until the conditions are met.

(3) suy () is taken as the new signal to be decomposed
and keep repeating the above process until the
remaining signal is a monotonic function.

y(t) = su, (£) + ) {;(1). (17)
i=1

3.2. EEMD. The EMD has the shortage of mode mixing,
which limits the noise reduction effect. To overcome this
problem, EEMD introduces Gaussian white noise and
achieves a better improvement effect. The decomposition
steps are as follows:

(1) Add a zero-mean Gaussian white noise sequence to
the original signal y (¢) to form a new sequence y’ (¢).

(2) Perform EMD on the new sequence y' (f) to obtain
several IMFs.

(3) Repeat steps (1) and (2) several times, with different
white noise added each time.

(4) Derive the mean value of the IMF obtained several
times as the IMF of the EEMD.

4. High-Temperature Superconducting Cable
Fault Location Method Based on Improved
Time-Frequency Domain Reflection Method
and EEMD Noise Reduction

In this paper, we propose a fault location method for high-
temperature superconducting cables. Firstly, incident signals
are sent to the cables, and the folded reflection signals
generated by the incident signals at the impedance dis-
continuities can be obtained by the digital oscilloscope.
Secondly, the time-frequency domain reflection method is
applied to locate cable faults. The affine transformation is
introduced to solve the cross-term interference problem of
the time-frequency domain reflection method. The particle
swarm algorithm is used to improve the accuracy of the
stagger angle. Additionally, the unscented particle filter
algorithm is employed to achieve cross-term separation and
EEMD is introduced to denoise the signal to make the lo-
calization results more accurate. The steps of the method in
this paper are as follows, and the flowchart is shown in
Figure 2.

(1) Set up the simulation environment and model of
high-temperature superconducting cable and set the
appropriate parameters.

(2) Apply the TFDR method to send incident signal to
the cable and use the digital oscilloscope to pick up

Set up the simulation environment

v

Send incident signal

v

Pick up the fold reflection signal

v

Affine transformation

v

Calculate the optimal stagger angle

v

Filter out the high frequency cross-term

v

Inverse affine transformation

v

Denoise the signal

v

Locate the fault point

FIGURE 2: Algorithm flowchart.

the fold reflection signal generated by the incident
signal at the impedance discontinuity point.

(3) The affine transformation is conducted to solve the
cross-term interference problem.

(4) Particle swarm algorithm is used to improve the
accuracy of the stagger angle.

(5) The unscented particle filter algorithm is employed
to filter out the high-frequency cross term.

(6) The filtered transformed signal is inverse affine
transformed back to the original coordinate system.

(7) Denoise the signal by EEMD.

(8) Locate the fault point based on the denoised folded
reflection signal.

5. Case Study

5.1. High-Temperature Superconducting Cable Simulation
Construction. In this paper, two software programs, PSCAD
and MATLAB, are used for joint simulation. Since PSCAD
does not have a model of high-temperature superconducting



cable at the moment, it needs to be built manually. This study
borrows the simulation construction method from the lit-
erature [30, 31] and uses the non-linear resistance instead of
HTS in PSCAD, and the resistance value is calculated by
writing the cable model in MATLAB, and the calculation
block diagram is displayed in Figure 3.

As can be seen from Figure 3, during the PSCAD
simulation, the HT'S node currents obtained within each step
are passed to the MATLAB program through the interface,
and the cable resistance R and cable temperature T are
calculated based on the cable model and then returned to
PSCAD through the interface for display and completion of
one step of simulation, and so on and so forth.

During actual operation, insulation faults and short-
circuit faults may occur in high-temperature super-
conducting cables. In this paper, the HTS model is
established by PSCAD and MATLAB to simulate a 50 m
long high-temperature superconducting cable with a
three-phase short-circuit fault at 20 m from the head end.
Since the high-temperature superconducting cable nor-
mally operates in a liquid nitrogen cryogenic environ-
ment, this paper assumes that the cable temperature
during steady-state operation of the high-temperature
superconducting cable is 80 K.

5.2. Simulation Results. In order to verify the accuracy and
validity of the method in this paper, the following six models
are selected for comparison with the proposed method in
this paper.

Case 1: the PWVD-TFDR model of Zheng [12].

Case 2: the GRNN-TFDR model of Rafinia and
Moshtagh [13].

Case 3: the affine transformation-TFDR model of Liu
et al. [17].

Case 4: the method proposed in this paper and that
without EEMD noise reduction.

Case 5: the affine transformation-TFDR-particle
swarm-Fourier filtering-EEMD noise reduction model
is considered in this case.

Case 6: the affine transformation-TFDR-unscented
particle filter-EEMD noise reduction is considered.

The localization polar spectrum of the above six control
group models is shown in Figures 4-9, respectively, and the
localization polar spectrum of the proposed method in this
paper is depicted in Figure 10. For the convenience of
observation, only each wave peak is labelled in the figure,
and the remaining values are taken as 0. The following
conclusions can be drawn from the comparison analysis of
the figures.

(1) The PWVD-TFDR cannot completely eliminate the
cross-term interference, and there are more inter-
ference peaks.

(2) GRNN-TFDR has slightly less interference peaks
than pseudo-Wigner distribution-TFDR, but the
localization accuracy is not as good as the latter.
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Figure 3: Calculation diagram of high-temperature super-
conducting cable model.

(3) The affine transformation-TFDR eliminates the in-
terference peaks to a great extent, and there is only
one small interference peak in the figure, and the
localization accuracy is better than that of the
pseudo-Wigner distribution-TFDR and GRNN-
TFDR, which verifies the advantage of the affine
transformation idea in removing the cross-term
interference.

(4) Compared with affine transformation-TFDR, affine
transformation-TFDR-particle =~ swarm-unscented
particle filter further reduces the interference peaks
and improves the localization accuracy, which ver-
ifies that particle swarm and unscented particle filter
are beneficial to the accuracy improvement of the
algorithm.

(5) Compared with the affine transformation-TFDR, the
affine transformation-TFDR-particle swarm-Fourier
filter-EEMD noise reduction further reduces the
interference peaks and improves the localization
accuracy, which verifies that the processing of par-
ticle swarm search for the stagger angle and EEMD
noise reduction can improve the algorithm accuracy.

(6) Compared with the affine transformation-TFDR, the
affine transformation-TFDR-unscented particle fil-
ter-EEMD noise reduction further reduces the in-
terference peaks and improves the localization
accuracy, and it is verified that the unscented particle
filter and EEMD noise reduction are beneficial to the
algorithm accuracy improvement.

The proposed method of this paper basically eliminates
all the interference peaks and performs better compared
with the 4th, 5™, and 6th control groups, which verifies that
the three measures introduced in this paper, namely, particle
swarm search for stagger angle, unscented particle filter for
high-frequency cross terms, and EEMD noise reduction, are
effective in improving the fault location accuracy.

The comparison of the positioning accuracy of each
algorithm is shown in Table 1. As can be seen from Table 1,
the algorithm of this paper outperforms the six control
group algorithms, and the relative error is only 0.05%,
which is the smallest relative error of all algorithms,
verifying the accuracy and effectiveness of the algorithm
of this paper.
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FIGURE 4: Positioning result of the PWVD-TFDR model.
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FIGURE 6: Positioning result of the affine transformation-TFDR model.
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FIGURE 7: Positioning result of the affine transformation-TFDR-particle swarm-unscented particle filter model.
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FIGURE 9: Positioning result of the affine transformation-TFDR-unscented particle filter-EEMD noise reduction model.
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FIGURe 10: Positioning result of the proposed method.

TaBLE 1: Comparison of positioning accuracy of various algorithms.

Cases Fault point (m) Absolute error (m) Relative error (%)
Case 1 19.37 0.63 3.15

Case 2 19.18 0.82 4.10

Case 3 19.65 0.35 1.75

Case 4 19.87 0.13 0.65

Case 5 19.81 0.19 0.95

Case 6 19.83 0.17 0.85

The proposed method in this paper 20.01 0.01 0.05

6. Conclusions Acknowledgments

In this paper, a fault location method for high-temperature
superconducting cables is proposed, which can improve the
fault location accuracy by effectively solving the problems of
self-term resolution reduction and incomplete cross-term
removal that may be caused when removing cross-term
interference.

This paper combines PSCAD and MATLAB software
programs to build a high-temperature superconducting
cable model, adopts the time-frequency domain reflection
method to locate cable faults, introduces the affine trans-
formation, applies particle swarm algorithm to improve the
accuracy of the affine transformation stagger angle, realizes
the cross-term separation according to the unscented par-
ticle filter algorithm, and finally performs EEMD denoising
on the signal. The simulation results show that this method
has good fault location accuracy for high-temperature
superconducting cables, which has certain reference sig-
nificance for engineering practice.
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Aiming at the problem of fault diagnosis of the photovoltaic power generation system, this paper proposes a photovoltaic power
generation system fault diagnosis method based on deep reinforcement learning. This method takes data-driven as the starting
point. Firstly, the compressed sensing algorithm is used to fill the missing photovoltaic data and then state, action, strategy, and
return functions from the environment. Based on the interaction rules and other factors, the fault diagnosis model of the
photovoltaic power generation system is established, and the deep neural network is used to approximate the decision network to
find the optimal strategy, so as to realize the fault diagnosis of the photovoltaic power generation system. Finally, the effectiveness
and accuracy of the method are verified by simulation. The simulation results show that this method can accurately diagnose the
fault types of the photovoltaic power generation system, which is of great significance to enhance the security of the photovoltaic
power generation system and improve the intelligent operation and maintenance level of the photovoltaic power

generation system.

1. Introduction

With the continuous advancement of energy transfor-
mation, the proportion of clean energy in the energy
supply is increasing year by year. At present, the devel-
opment of photovoltaic power generation technology has
been relatively mature and has been more and more
widely used at home and abroad. Statistics show that, by
the end of 2020, the cumulative installed capacity of
photovoltaic power generation in China has reached 204.3
million kW, and the total annual photovoltaic power
generation has reached 224.3 billion kWh [1]. Because
solar energy is intermittent energy, in order to ensure the
normal operation of the photovoltaic system and reduce
the life reduction and power loss caused by faults, the
research on accurate and fast photovoltaic fault diagnosis
method is of great significance.

With the development of artificial intelligence tech-
nology, there are various fault diagnosis methods based on
intelligent algorithms. The neural network method proposed
in [2] can judge the existence of short-circuit fault after
learning by establishing several neural network structures.
The fuzzy algorithm proposed in [3] estimates the output
power value under normal conditions and then compares
the value with the real-time measured value. If the difference
between the two is greater than the set threshold, it is proved
that there is a fault. References [4, 5] proposed a photovoltaic
array fault detection method based on pattern recognition.
This method obtains appropriate fault characteristic pa-
rameters through signal decomposition technology and then
uses a fuzzy inference system to judge whether the photo-
voltaic array has a fault. This method needs to formulate
fuzzy rules in advance, and the formulation of fuzzy rules
often depends on experience or experts in this field, so it is
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difficult to obtain fuzzy rules. Reference [6] proposed a fault
diagnosis method of photovoltaic power generation system
based on BP neural network, which has strong adaptive
nonlinear pattern recognition ability and is suitable for
multifault complex systems. Reference [7] proposes a
multiclassification supported axis to diagnose the faults
between neutral lines and equipment faults of photovoltaic
cells. Reference [8] proposed a graph-based semisupervised
detection method for fault diagnosis of short circuits, open
circuits, and line to line faults. Reference [9] proposes a
method of applying investigation to solve photovoltaic fault,
but this method needs to obtain the data of fault data set in
advance. Reference [10] proposes a photovoltaic array fault
diagnosis method based on long-term and short-term
memory neural network (LSTM). This method establishes
the LSTM neural network fault diagnosis model and trains
the model by collecting the characteristic parameters of the
photovoltaic array under different fault conditions as
training samples.

The above literature provides a good reference for the
fault diagnosis research of the photovoltaic power genera-
tion system, but most of the above research depends on
specific algorithm models, with low monitoring accuracy
and lack of self-learning of diagnosis methods [11].

In order to accurately diagnose the fault types of the
photovoltaic power generation system, a photovoltaic power
generation system fault diagnosis method based on deep
reinforcement learning is proposed in this paper. Firstly, for
the photovoltaic power generation system data summarized
by the operation and maintenance platform, the compressed
sensing algorithm is used to fill in the missing data, then the
enhanced learning algorithm is used to establish the fault
diagnosis model of the photovoltaic power generation
system, and the deep neural network is used to approximate
the decision network to find the optimal strategy, so as to
realize the fault diagnosis of the photovoltaic power gen-
eration system. Finally, the feasibility and accuracy of the
proposed method are verified by simulation experiments.

2. Deep Reinforcement Learning Algorithm

2.1. Reinforcement Learning. Reinforcement learning is a
branch of machine learning, which is mainly used to learn
control strategies. Its learning process is similar to the
process of living organisms getting along with the external
environment, which is in line with human behavioral psy-
chology. The model of reinforcement learning is shown in
Figure 1. The brain represents the agent, and the Earth
represents the environment. The agent continuously inter-
acts with the environment for learning, that is, the process of
reinforcement learning [12].

As can be seen from Figure 1, the interaction between the
agent and the environment will produce a time series
{si,ap, 11,8, ay,15,...,8,a,,r,} composed of state, action,
and return. Based on the premise of time series and cer-
tainty, reinforcement learning can be regarded as a Markov
decision-making process.

Markov decision process is usually defined by five tuples:

<S’ A) Pa (Sp S[+1)a r (Sp at)) Y)
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(1) S represents the state space, which is the external
environment that the agent can perceive.

(2) A represents the action space that the agent can
choose. In each state, the agent selects a behavior
action to feedback to the environment according to
the strategy.

(3) P, (s, s.,1) represents the state transition probability
of the environment. See formula (1). P(s,ls;,a)
represents the probability that the environment
reaches state st + 1 after deciding to take action a in
state st. At this time, state st + 1 is only related to st
and action a and has nothing to do with all states
before time t.

) S 4).-

(1)

P, (St>5t+1) = P(St+1|5t’s) = P(St+1|5t’st CSpppe e

(4) r(st, at) refers to the return of the agent to implement
the action at through decision-making when the
agent is in the state st.

(5) y represents the discount factor. y € [0, 1]; the dis-
count factor is the important parameter that de-
termines each return.

In reinforcement learning, two important state value
functions are defined to describe the importance of state and
value, respectively, as shown in the following equations:

Vi)=Y n(a|s)<Rj +yZP?SrVﬂ(s')>, (2)
acA s‘eS
Gu(s@) =R +y Y PL Y n(als)a.(5ha). (3

s'eS acA

Through the interactive process of enhanced learning, it
is finally required to find the optimal strategy 7* (s) that can
maximize the benefits of the agent:

Gro@) =Ry Y Py Y a(@1)a (sha).

s'eS acA

The state value function is an iterative expression, which
meets the requirements of the Behrman equation, so it can
be solved by the iterative method. When the transition
probability between states is known, the value iteration
method is adopted, that is, the state value function is updated
through the iterative method, and the adopted strategy is
changed according to its value, and the final convergence
result is the optimal state value function.

The main content of the Q (Q-learning) learning algo-
rithm is to calculate the maximum value function of state
and behavior, update it by using the past and recent weight
average, and then solve it by using the optimal action state
value function to obtain the optimal state value function, to
obtain the optimal learning strategy [13, 14]. As shown in the
following equation,

Q(s,a) =r(s,a)+ymzlixQ(s',a'). (5)
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FIGURE 1: Interaction model between agent and environment.

2.2. DQN Algorithm. The deep neural network is introduced
into the Q-learning algorithm, which is called DQN (Deep
Q-learning Net) algorithm [15]. Neural network training
samples need to have labels, and reinforcement learning is a
type of learning without direct labels. Therefore, the target Q
value is used as the training label, and the purpose of training
is to make the Q value close to the target Q value. The
calculation of the target Q value is as the formula in step 11
of Algorithm 1 and then makes a difference with the output
Q(¢;, a;; 0) of the current network. The parameters of the
neural network are updated by the method of back-
propagation gradient descent until the Q network converges
[16].

The implementation of the DQN algorithm involves the
experience playback mechanism; that is, the information of
each interaction is stored. During training, a sample is
randomly selected from the experience pool for training,
which can maintain independent and identically distributed
among samples and eliminate the correlation between
samples [17].

In the DQN algorithm, the Q-learning algorithm and
deep learning network are trained at the same time. A large
number of training samples are obtained through Q-
learning, and then the neural network is trained. The key lies
in the label (i.e., target Q value).

3. Photovoltaic Data Filling Based on
Compressed Sensing Algorithm

3.1. Compressed Sensing Algorithm. A compressed sensing
algorithm is an algorithm that compresses the signal at a very
high compression rate and reconstructs and recovers the
compressed signal after transmission [18]. This algorithm
can change the asymmetry of the signal in the process of
acquisition, transmission, and processing. The signal ac-
quisition is generally carried out by using sensor devices.
Generally, these devices have poor storage endurance and do
not support complex processing such as collecting a large
amount of data and compressing the data. After transmis-
sion to computers and other devices with strong computing
power, the computer only needs to do some simple de-
compression; this asymmetry brings great pressure to the
sensor acquisition equipment [19]. The compressed sensing

technology completes the compression in the sampling
process, so it only needs to collect a small amount of data and
use the computer to process a large amount of recon-
struction calculation. Therefore, the compressed sensing
algorithm is widely used in signal processing and so on.

Compressed sensing algorithm: one is the sparse rep-
resentation of the signal. For a signal X € RN*1, we select a
group of orthogonal transformation basis ¥ to sparse de-
compose the signal to obtain a group of sparse signals.
Second, the observation matrix is designed to observe the
signal. The observation matrix is required to be uncorrelated
with the sparse orthogonal transformation basis [20, 21], and
an observation matrix with the size M x N is selected ®. The
sparse representation of the original signal S is projected into
M dimensionality reduction vectors Y=®S, where
® € RM*N The third is signal reconstruction. The process of
signal reconstruction is the process of finding the optimal
solution under constraints. The reconstruction algorithm is
equivalent to the following mathematical programming
problem.

Objective function: min|S||. Constraints: PyTX =Y.

The flow chart of the compressed sensing algorithm is
shown in Figure 2.

Compressed sensing is that the data is incompletely
sampled when it is less than Nyquist sampling law, and then
the original signal is reconstructed, which is very similar to
the partial loss of photovoltaic monitoring data. Therefore,
the compressed sensing algorithm is used for photovoltaic
missing data reconstruction. In the photovoltaic monitoring
signal, the same physical quantity is sampled in adjacent
periods. The change between the two sampling values is very
small and smooth. After sparse transformation, it has the
characteristics of a sparse signal. The compressed sensing
algorithm is used for data filling, and finally, the recon-
structed signal is used for filling. Secondly, in the design of
the observation matrix, the observation matrix is designed
according to the location of the missing data, so that the
sparse representation basis of the observation matrix has
little correlation. The signal reconstruction process uses the
orthogonal matching pursuit algorithm, which can recon-
struct the signal with high quality.

3.2. Photovoltaic Data Filling. The photovoltaic monitoring
system is an important part of the photovoltaic power
generation system, which can collect a large amount of data.
Through the extraction and analysis of the collected massive
data, much valuable information is obtained, which plays a
positive role in improving the power generation efficiency of
the photovoltaic power generation system and power station
operation and maintenance. However, in practice, the col-
lected data are missing due to various reasons (such as
transmission fault, sensor fault, etc.), and these missing data
may have a great impact on the analysis and mining of later
photovoltaic data and the fault diagnosis of the photovoltaic
power generation system. In serious cases, it may lead to the
direct failure of the fault diagnosis model of the photovoltaic
power generation system. Compared with statistical and
intelligent algorithms, this paper uses a compressed sensing
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FIGURE 2: Flow chart of the compressed sensing algorithm.

algorithm to fill in the missing photovoltaic data. Compared
with statistical and intelligent algorithms, this paper uses a
compressed sensing algorithm to fill in the missing pho-
tovoltaic data. The process is as follows:

(1) Suppose a monitoring signal sampled at a certain
time is X € RM*1, in which there is some missing
data. After the missing data is supplemented with
zero, the signal X' € RM*! is obtained again; that
is,N — M data is missing.

(2) The photovoltaic monitoring data X' € RM*! is

calculated by using a matrix Q, to obtain Q; X'. The

obtained signal X" € RN*! is sparsely represented by

discrete cosine transform; that is S = ¥7 X",

1 -1 0
0 1 -1

1= (6)
0 0 1

(3) Design the observation matrix. By deleting the
missing data in the unit matrix I of N x N relative to
the signal X', an observation matrix Q, of M x N
can be obtained. Observe the signal S after the ob-
servation matrix ), is sparsely represented to obtain
Y =Q,S.

(4) Reconstruct the signal. The reconstruction algorithm
is equivalent to the following mathematical pro-
gramming problem.

Objective function: min||S|, constraint condition:
¢y’ X =Y. The problem is solved by an orthogonal
matching pursuit algorithm.

(5) The filling value of missing data can be obtained by
inverse discrete cosine transform of the obtained
signal X".

(6) Calculate the mean square error.

4. Fault Diagnosis of Photovoltaic Power
Generation System Based on DQN Algorithm

4.1. Diagnostic Model. The fault diagnosis model of the
photovoltaic power generation system is established based
on the DQN algorithm. Figure 3 is the schematic diagram of
fault diagnosis of photovoltaic power generation system
based on DQN algorithm. The modeling process is as
follows.

4.1.1. Diagnostic Tasks and Interaction Rules. The diagnosis
task is constructed as a continuous decision-making process
of the agent: the agent successively diagnoses the fault of
each training sample in the environment, uses the reward to
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guide the agent to carry out training and learning, and gives
the corresponding reward according to a certain reward
principle. The training goal is to maximize the cumulative
return of agents in diagnostic tasks.

In the fault diagnosis task of the photovoltaic power
generation system, to guide the agent to learn the fault
diagnosis strategy, the interaction rules between the agent
and the environment are formulated: determine a corre-
sponding return according to the distribution of each cat-
egory. The principle is that if the agent correctly diagnoses
the fault type in the sample, it will give the agent a positive
return, and if the agent diagnoses the fault, it will give a
negative return; that is, it needs to be deducted from the
reward.

In reinforcement learning, the agent is allowed to in-
teract with the environment continuously, record each in-
teraction completely, and then store it in the experience
pool. The subsequent learning is to continuously sample and
train from the experience pool. Each training process starts
from the first sample and ends when the most common fault
type in the sample is diagnosed incorrectly. This process is
called a plot.

4.1.2. Simulation Environment. The environmental state is
an important element in the reinforcement learning model.
In the fault diagnosis of the photovoltaic power generation
system, because the fault diagnosis of photovoltaic power
generation system mainly depends on the data at a certain
time, the collection of photovoltaic monitoring data col-
lected at a certain time is regarded as a state, and the data at
each time represents a state.

4.1.3. Action Space. The action space of the agent corre-
sponds to the label of the sample (i.e., fault type). There are as
many actions as there are fault types for the agent to select
during fault diagnosis. Here, the fault types are numbered
with Arabic numerals.

4.1.4. Return Function. In the training process, the value of
agent action is evaluated by the return function. If the fault
distribution is balanced, all samples shall be treated equally.
However, due to the unbalanced distribution of photovoltaic
power generation system faults, the fault distribution of
photovoltaic power generation system equipment of dif-
ferent regions and manufacturers is also different. To better
guide learning and training, the return after each fault di-
agnosis shall be given according to the actual distribution of
various faults in the power plant. If the agent correctly
diagnoses many faults in the sample, it will give a relatively
small positive return. If the agent correctly diagnoses a few
faults in the sample, it will give a relatively large positive
return. On the contrary, if the agent makes a relatively
negative return for this kind of fault diagnosis error with few
samples, if the agent makes a diagnosis error for many
common faults in the sample, it indicates that the agent has
not learned experience and knowledge at all, so it is not
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necessary to continue, and the current round of diagnosis
process should be terminated immediately.

In the fault diagnosis of the photovoltaic power gen-
eration system, it is assumed that there are n fault types, the
label is defined as k, the training sample set of photovoltaic
power generation system fault type is Dy, |D;| is the number
of training samples of label k, and the imbalance proportion
of category k is defined as p(k), as shown in formula (7).
Take all the training samples of the most unbalanced n
categories as Dy, and the return function is formula (8).
When the agent classifies the samples in Dg incorrectly, the
current classification task will be terminated.

oty =12l 7)
max,-{|Di }
- {p(k), a = Yp ()
p(k), a,#y,.

4.1.5. Classification Task Termination Condition. For the
problem of fault diagnosis of the photovoltaic power gen-
eration system, when the agent diagnoses the fault of the
sample with the largest number of samples, this scenario
ends, and the score of the agent in this scenario is cleared. If
the previous situation does not occur, but the agent com-
pletes the fault diagnosis of all samples, it will reset the
agent’s cumulative return and start a new round of tasks.

4.1.6. Tactics. In the training stage, to enable agents to fully
learn knowledge and experience, they began to focus on
exploration, followed by utilization, so linear annealing
greedy strategy is used [22]. The purpose of the test phase is
mainly to detect the learning situation of the agent, mainly
for utilization. Therefore, the greedy strategy is used; that is,
we select an action with the largest Q value every time:

7(s) = argmax Q(s, a). (9)

4.1.7. Training Objectives. Deep reinforcement learning is
applied to the fault diagnosis of photovoltaic power gen-
eration systems. A large number of training samples are
learned through a data-driven method, and the ultimate goal
is to correctly diagnose the fault types.

Because the DQN algorithm uses an empirical playback
mechanism, it is necessary to use a submechanism to train
samples when designing a photovoltaic power generation
system fault diagnosis model based on deep reinforcement
learning. Store the information {s,a,r, s, terminal) of each
interaction in the experience pool, and then, randomly
sample it to train the Q network. The specific process is
shown in Figure 3. When the depth neural network is used to
fit the Q function, the actual Q value of the target state s is the
output value of the current Q network, and the target Q value
is recorded as y, which is determined by the progress of the
classification task, as shown in equation (8).

T, terminal = Ture,

Y= r+ ymaxQ(s’,a’, ek—l)’ terminal = FalS, (10)

Taking the target Q value as the label of deep neural
network training, the loss function of Q network training is
L(6,), as shown in equation (11). According to equation
(11), the parameters of the neural network are updated by
the gradient descent method through backpropagation until
convergence, and the Q function is obtained.

L(6) = (y - Q(s:a:6,))%, (11)

VL(6;) _ 0.,

9k29k71+0( Vek _

VQ(s,a; 6;) (12)

+ax|-2(y-Q(sa;6;)) vo,

4.2. Evaluation Index. In this experiment, firstly, the fault
distribution of the photovoltaic power generation system is
counted according to the obtained photovoltaic monitoring
historical data, and then, the obtained photovoltaic moni-
toring data are sampled according to a certain proportion to
simulate the fault distribution of other photovoltaic power
generation systems to verify the effectiveness of the model, to
explore the influence of fault distribution on the effect of
photovoltaic power generation system fault diagnosis model
based on deep reinforcement learning.

In this paper, G — mean,,, is taken as the evaluation
index of fault diagnosis [23]. Two categories ¢; and ¢; are
selected from the fault types of photovoltaic power gener-
ation system to calculate the G — mean(c;, ¢;) index of the
two fault diagnosis results, and then, all G — mean values are
weighted and summed [24, 25]. The calculation formulas are
shown in equations (13) and (14), respectively.

TP TN

- 13
TP+ FN TN + FP’ (13)

G- mean(ci,cj)

2

G- mean, = m

Z G- mean(ci,cj). (14)

1<i<j<K

In equation (13), TP refers to the number of correct
diagnoses of most samples, TN refers to the number of
correct diagnoses of a few samples, FP refers to the number
of diagnostic errors of most samples, and FN refers to the
number of diagnostic errors of a few samples.

At the same time, accuracy and G — mean,,,] index are
used as evaluation indexes.

5. Example Analysis

5.1. Data and Parameter Design. Based on the historical data
of a photovoltaic power station, fifty thousand groups of
daytime photovoltaic power station operation monitoring
data are selected and recorded as PV monitoring data set.
The data set is shown in Table 1. The collected monitoring
information mainly includes meteorological environment
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FIGURE 3: Schematic diagram of photovoltaic fault diagnosis based on DQN algorithm.

(1) All parameters w of the Q network are initialized randomly with the corresponding value Q
(2) Clear set D of experience playback
(3) for episode=1, M do
(4) Initialization status S, =
(5) for t=1, T do
(6) Use e—greedy selection actiona, = 7° (¢ (s,))
(7) Execute action a, to get return value r, and next state s,,; = {x,,;}
(8) Sets Ste1 = {xt+1} and gets ¢t+1 = ¢{St+1}
(9) Stores (¢,,a,, 1, ¢,.1) back to experience pool
(10) Randomly collect a sample (¢,,a,,7;, ¢,,,) from the experience pool

{x,}, then get the eigenvector ¢, =

é(s))

(11) Update:

(13) End

(12) Perform gradient descent steps: ( yi— Q(¢j, aj; 0))?

ArLGorrTHM 1: DQN algorithm.

information, photovoltaic array information, combiner box
information, photovoltaic inverter DC and AC side infor-
mation, and grid connection information. The amount of
information related to photovoltaic power generation sys-
tem fault diagnosis is selected for photovoltaic power
generation system fault diagnosis.

This paper mainly focuses on the five common fault
types in Table 2. There are 6 operating states, including 5
fault states and one normal operating state. Each group of
monitoring data has only one operation state. There are
thirty thousand groups of normal operation state data, four
thousand groups of data for fault 1, four thousand groups of
data for fault 2, four thousand groups of data for fault 3, four

thousand groups of data for fault 4, and four thousand
groups of data for fault 5.

Label the six operating states, respectively, normal op-
eration (label 0), fault 1 (label 1), fault 2 (label 2), fault 3
(label 3), fault 4 (label 4), and fault 5 (label 5).

The simulation experiment in this paper is based on
the photovoltaic power station data set. To simulate the
distribution of faults of different photovoltaic power
generation systems and study the impact of the distri-
bution of fault samples on the experimental results, the
obtained photovoltaic monitoring data set is selected from
the samples labeled 0-5 according to different methods, as
follows:
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TaBLE 1: Monitoring data of photovoltaic power station (part).

Serial number Temperature [lumination Humidity Current Power3 Fault type

1 24.4 1500 27% . 8.9 1980 0

2 23.4 1500 26.9% .. 8.9 1980 0

3 23.5 1570 26.9% . 7.6 1690 3

4 23.7 900 26.8% . 4.3 1980 2

5 23.7 1500 26.8% o 8.9 1980 5

6 23.6 1600 26.7% . 8.7 1750 4
TaBLE 2: Common fault types of the photovoltaic power generation system.

Fault ID Fault type

1 Photovoltaic panel aging

2 Photovoltaic panel shielding and dust coverage

3 Inverter open circuit

4 Inverter short circuit

5 Inverter DC protection

(1) The distribution of various faults in the original
sample is shown in Figure 4, and this data set is
recorded as DSO0.

(2) 4000 samples are taken from label 0, and all other
labels are taken. The fault distribution data of the
photovoltaic power generation system obtained after
sampling is shown in Figure 5. At this time, the
number of samples of various tag types is equal and
the distribution is balanced. This data set is recorded
as DS1.

(3) The fault types of No. 1, No. 3, and No. 5 labels are
selected according to 50%. The fault distribution data
of the photovoltaic power generation system ob-
tained after sampling is shown in Figure 6. This data
set is recorded as DS2.

(4) Label 0, label 2, and label 4 are sampled by 50%. The
fault distribution data of the photovoltaic power
generation system obtained after sampling is shown
in Figure 7. This data set is recorded as DS3.

Due to the complexity of the photovoltaic power
generation system, there are many related physical
quantities to be monitored, and the units of each physical
quantity are also different. During data analysis, the
number size problem caused by the problem of each
physical quantity unit may occur, which may have an
impact on the analysis. Therefore, these data need to be
dedimensioned before data analysis.

For the PV monitoring data set, firstly, convolution
neural network CNN is used to extract the features of
normalized signals. Four convolution layers with a con-
volution kernel size of three are used, and then, the fault of
the photovoltaic power generation system is diagnosed
through a fully connected neural network. Because deep
reinforcement learning is a fitting regression model, the
output layer cannot use the activation function when
using the neural network, so the fully connected result is
directly used as the output result of the neural network.

In training, the input of the neural network is the
number of system states. The number of output neurons is
the number of fault types. The activation functions used by
all neurons are ReLU, and the loss function is the mean
square error. The Adam optimizer is used for model training.
The network learning rate is 0.00025 and the discount rate of
immediate return is 0.99. When using the DQN algorithm
and linear annealing strategy, we set ¢ start with one.

The imbalance rate and return function of the three
extracted data sets are calculated for use in the experiment.
The details are as follows:

(1) The unbalance rate and return function of the
original sample DSO data set are shown in Table 3.

(2) For the DSI1 data set with four thousand samples
taken from tag 0 and all other tags, the imbalance
rate and return function are shown in Table 4.

(3) For the DS2 data set extracted according to 50% for
labels 1, 3, and 5, the imbalance rate and return
function are shown in Table 5.

(4) For the DS3 data set extracted according to 50% for
labels 0, 2, and 4, the imbalance rate and return
function are shown in Table 6.

5.2. Result Analysis. The imbalance rates of the four ex-
perimental data set DS0, DS1, DS2, and DS3 after processing
are different, and the return function in training is also
different. Among them, data set DSI is a balanced data set,
the number of other samples is equal, and other data sets can
be compared with data set DS1.

Table 7 shows the fault diagnosis accuracy of various data
sets under the DQN algorithm. Table 8 shows the
G — mean,,, evaluation indexes of fault diagnosis under the
DQN algorithm for different data sets.

It can be seen from Tables 7 and 8 that the fault diagnosis
of a photovoltaic power generation system based on a deeply
enhanced learning algorithm performs well under four
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different distributed data sets, which shows that it is feasible
to introduce a deeply enhanced learning algorithm into the
fault diagnosis of the photovoltaic power generation system,
and reflects that this method can be applied to different
photovoltaic power generation systems in different regions.

In addition, it can be seen from Tables 7 and 8 that the
number of samples of each fault type of data set DSI is the
same, the distribution between samples is balanced, and the

return function of each fault type is the same during training.
Therefore, the fault diagnosis accuracy of the data set reaches
96.6% in the DQN algorithm. Through the comparative
experiment of different distributed data sets under the same
algorithm, it can be seen that the actual effect of photovoltaic
power generation system fault diagnosis is related to the
distribution of various faults and the balance rate between
faults. For the fault diagnosis of different photovoltaic power
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TaBLE 3: Imbalance rate and return function of DS0 data set.

Fault label 0 1 2 3 4 5

Unbalance ratio 1 0.133 0.133 0.133 0.133 0.133

Correct diagnosis returns 1 0.133 0.133 0.133 0.133 0.133

Return of diagnostic errors End -0.133 -0.133 -0.133 -0.133 -0.133
TaBLE 4: Imbalance rate and return function of DS1 data set.

Fault label 0 1 2 3 4 5

Unbalance ratio 1 1 1 1

Correct diagnosis returns 1 1 1 1 1 1

Return of diagnostic errors -1 -1 -1 -1 -1 -1
TaBLE 5: Imbalance rate and return function of DS2 data set.

Fault label 0 1 2 3 4 5

Unbalance ratio 1 0.067 0.133 0.067 0.133 0.067

Correct diagnosis returns 1 0.067 0.133 0.067 0.133 0.067

Return of diagnostic errors End —-0.067 -0.067 —-0.067 -0.067 -0.067
TaBLE 6: Imbalance rate and return function of DS3 data set.

Fault label 0 1 2 3 4 5

Unbalance ratio 1 0.267 0.133 0.267 0.133 0.267

Correct diagnosis returns 1 0.267 0.133 0.267 0.133 0.267

Return of diagnostic errors End -0.267 -0.133 -0.267 -0.133 —-0.267

TaBLE 7: Fault diagnosis accuracy.

Data set DQN (%)
DSo 86.2.
DS1 96.6
DS2 84.0
DS3 89.4
TaBLE 8: Fault diagnosis G — mean,,,;.
Data set DQN
DSO 0.862
DS1 0.965
DS2 0.840
DS3 0.893

TasLE 9: Fault diagnosis accuracy of three models.

Model Name Accuracy (%)
DQN 96.60
Cascade random forest 89.63
BP neural network 88.00

generation systems, the return function should be designed
according to the distribution of various faults of photovoltaic
power generation systems.

In order to verify that the fault diagnosis method
proposed in this paper has high accuracy, the model in
this paper is simulated and compared with cascade

random forest [26] and BP neural network [27]. One
thousand groups of labeled data are used as training
samples, and seven hundred and fifty groups of data are
randomly selected as test samples. Fault samples account
for 20% and 4% from fault 1 to fault 5; that is, 30 data are
randomly selected for each fault type as markers for
simulation experiments.

It can be seen from Table 9 that the accuracy of the DQN
algorithm is 96.6%, that of the cascade random forest model
is 89.63%, and that of the BP neural network model is
88.00%. Therefore, under the same sample size, the DQN
algorithm has higher accuracy than cascade random forest
and BP neural network.

6. Conclusion

Based on the operation and maintenance data of a photo-
voltaic power station, in order to realize the accurate fault
diagnosis of a photovoltaic power generation system, a data-
driven photovoltaic power generation system fault diagnosis
method based on deep reinforcement learning is proposed.
It is verified and analyzed by simulation, and the following
conclusions are drawn:

(1) Through the simulation of different distributed data
sets under the DQN algorithm, it is concluded that
the actual effect of fault diagnosis of photovoltaic
power generation system is related to the distribu-
tion of various faults and the balance rate between
faults.
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(2) The accuracy of the photovoltaic power generation
system fault diagnosis model based on deep rein-
forcement learning is 96.60%. Under the same
sample size, the proposed method can effectively
judge the fault type of the photovoltaic power
generation system and has higher accuracy than
other diagnostic methods.
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Traditional and typical iterative learning control algorithm shows that the convergence rate of error is very low for a class of regular
linear systems. A fast iterative learning control algorithm is designed to deal with this problem in this paper. The algorithm is based on
the traditional P-type iterative learning control law, which increases the composition of adjacent two overlapping quantities, the
tracking error of previous cycle difference signals, and the current error difference. Using convolution to promote Young inequalities
proved strictly that, in terms of Lebesgue-p norm, when the number of iterations tends to infinity, the tracking error converges to zero
in the system and presents the convergence condition of the algorithm. Compared with the traditional P-type iterative learning
control algorithm, the proposed algorithm improves convergence speed and evades the defect using the norm metric’s tracking error.

Finally, the validation of the effectiveness of the proposed algorithm is further proved by simulation results.

1. Introduction

Iterative learning control is suitable for controlled objects
with repetitive motion (running) properties in a limited
time interval. It uses the data generated during the previous
iteration of the system to correct undesirable control signals
and generate the control signals used in the current iteration
to make the system control. The performance is gradually
improved, and finally the complete tracking in a limited
time interval is achieved. In a comparison with other
control methods, the iterative learning control method has a
simple controller structure, a small amount of calculation,
and only less knowledge of dynamic characteristics and can
get precise control. The characteristics of precise tracking
control are applied in many industrial applications such as
assembly line industrial robots and chemical intermittent

processes. The iterative learning control algorithm is dif-
ferent from other learning algorithms such as neural net-
works and adaptive control. The iterative learning control
algorithm aims at the controlled system with repeated
operation characteristics in the finite time interval. It uses
the tracking error stored in the system to modify the control
input one by one to realize the goal of completely tracking
the expected trajectory [1-3]. The iterative learning con-
troller can be designed without precise model information,
which has the advantages of simple structure, batch pro-
cesses, etc. [4, 5]. The iterative learning control [6] has
achieved many research results in theoretical research and
practical application since it was proposed [7, 8]. The ILC
optimal approach is also used in recent days for the error
convergence [9]. The soft, inflatable robotic manipulator
has many useful features. High compliance and low inertia
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combined with pneumatic execution assist fast but still
secure operations and applications [10-12]. However,
precise position control is challenging for soft manipulators
since they usually take many potential coupling and un-
controllable degrees of freedom [13, 14]. Besides, soft
materials’ dynamical behavioral properties act as visco-
elastic materials, which are problematic to model from first
principles [15]. The body of a soft robot is made of soft and
compliant materials in nature. This inherent softness allows
them to interact with faint objects and passively adjust their
shape to adapt to amorphous atmospheres [16]. These
features are desired for robotic applications that require safe
human-computer interaction, such as wearable robots,
home assistant robots, and medical robots. These robots’
soft bodies also present modeling and control challenges
that have limited their functions so far. The challenge in
constructing such precise control technology is the difficulty
in designing a soft robot model suitable for model-based
control design technology. Consider, for example, a rigid
mechanical system, which is connected by rigid links
through discrete joints. Since the joint displacement can
completely describe the configuration of the rigid body
system, the joint displacement and its derivative are the
natural choice of the state variables of the rigid body robot.

Furthermore, many typical paths tracking control
strategies have been adopted for soft manipulators [17]. A
pneumatic control system-based open-loop and mechanical
feedback control topology are discussed in [18]. Model
predictive control (MPC) and neural network-based non-
linear MPC methodology are adopted to achieve error
convergence for soft actuators [19]. Further advancement
made in the control method is the reinforcement learning
method, which is introduced for precise position tracking in
these manipulators [4, 20].

In [21], the authors used a learned inverse kinematics
model to enhance the tracking accuracy of position with soft
processing aid. Iterative learning control (ILC) is applied in
[22] to find a control strategy for the soft mesh worm robot.
The authors of [23] used ILC to generate flexible impact
behavior, and the authors of [24] reported an ILC-based
method to learn the grasping task of a soft, fluid, and
elastomeric manipulator. A graph-based, model-free flexible
robot motion control framework was proposed in [25-27].
In literature [28, 29], the authors have suggested a control
strategy influenced by marine life. Both of these solutions are
only concerned with the coarse-grained motion of the soft
robot. It has fine-grained control and dynamic response
adjustment. Reference [30] uses a numerical model to
control the system response, but this technique is applied to
a linear predictable model. Such assumptions and the lack of
feedback loops can make the system unbalanced and yield
unwanted responses. References [31-33] proposed a control
strategy based on the Finite Element Method (FEM), which
can attain high accuracy but needs a detailed understanding
of soft structural materials’ mechanical properties. The
controller strategy based on FEM will produce a high
computational cost, making it impossible to execute in real-
time on the embedded processor. The solution is to run the
FEM-based mechanism in a feedforward open-loop mode,
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which leads to control error dominance and reduces the
system’s overall robustness. A model-based soft robot dy-
namic response optimization control strategy is proposed in
[24, 34, 35].

So far, most of the literature on iterative learning control
has been focused on the convergence of the algorithm in the
sense of norm metric, pointing out that the algorithm’s
convergence can only be guaranteed if A is large enough
[36-38]. Since A norm is an upper-bounded negative ex-
ponential function norm, the error’s essential characteristics
cannot be objectively quantified. The paper [39] found that
even though the learning algorithm is theoretically con-
vergent when it gets an enormous parameter value, the
upper bound of the error during the initial stage of system
operation often exceeds the allowable error range of practical
engineering. To avoid the above defects of the A norm, the
papers [40, 41] presented the convergence of PD iterative
learning control algorithm in the sense of PD measurement
in the definite upper norm [42, 43]. It is found that the
learning algorithm is convergent only in a subinterval of the
system running time interval. In [44], to make the iterative
learning control algorithm convergent in the sense of upper-
bounded norm measurement, the algorithm is adjustable
and learning law subinterval modified accordingly. How-
ever, the algorithm structure is quite complex, and it is not
easy to apply in practical nonlinear engineering systems [45].

Furthermore, the Lebesgue-p norm is more reasonable
in terms of the properties of quantization and reaction
function f. It considers both the upper bound value of the
function f in the whole time interval and the p integral
function value at each running time [46]. Based on literature
[47, 48], the tracking performance of iterative learning
control is discussed using the Lebesgue-p norm, but the
algorithm’s convergence is not involved. In references
[49, 50], the stability of iterative learning control for mul-
tistate delay linear systems is studied, and Lebesgue-2 norm
is used to evaluate the learning algorithm’s tracking per-
formance. In [51], convergence analysis is carried out for PD
iterative learning control with feedback information re-
garding Lebesgue-p norm measurement of linear time-in-
variant systems. Literature [52, 53] analyzes the convergence
of fractional-order iterative learning control laws in the
sense of the Lebesgue-p norm. Based on the Lebesgue-p
norm, an accelerated initial state error convergence topology
is discussed in the literature [48, 54].

Further, the convergence of variable gain iterative
learning control algorithm is discussed in [55] in the sense of
Lebesgue-p norm. It can be found from the analysis liter-
ature [49, 51-55] that although these research results avoid
the defect of using the tracking error of the A norm metric,
they are all convergent analysis for the complete, on-regular
system with D = 0, and their conclusions do not apply to the
regular system D #0. The reason is that, for a completely
nonregular system, there must be derivative of tracking error
in the iterative learning control law, namely, derivative (D)
or PID iterative learning law. As for the regular system, only
following error, namely, the proportional (P) iterative
learning law, would be used to correct the control law.
Because the traditional P-type iterative learning algorithm
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only uses the previous tracking error to correct the control
law, the tracking speed is low. To improve the conventional
P-type iterative learning algorithm’s convergence speed, an
iterative learning control algorithm is proposed in the lit-
erature [56], but its convergence analysis still adopts the
norm. In the theoretical analysis, A norm was mainly used in
the measurement of tracking error. However, the conver-
gence condition of the control algorithm could be satisfied
when the parameter A was relatively large, but the maximum
value of transient tracking error fell beyond the allowable
range of practical engineering application in the repeated
operation of the system, leading to system collapse [57-59].
In literature [60, 61], Ruan et al. studied the convergence of
P-type and PD-type iterative learning control algorithms for
linear time-invariant systems using Lebesgue-p (Lp) norm
and found that the convergence condition of the system is
independent of the value of the parameter A and mainly
depends on the system’s own properties and the learning
gain matrix. Furthermore, in the sense of Lebesgue-p norm,
the convergence of fractional-order iterative learning con-
trol algorithm for fractional-order linear systems is dis-
cussed in literature [62]. In order to cope the above defects,
this paper proposes a class of regular system to improve the
convergence speed of traditional P-type iterative learning
algorithm. Furthermore, it also overcomes the A-norm to
measure the tracking error using the tracking error of system
before storage and the current tracking error information as
well as adjust iterative axis on the difference between two-
time error signal. The control input of successive modified
fast iterative learning control algorithm gives accelerated
and better convergence of the Lebesgue-p norm for par-
ticular satisfied conditions. This paper is organized into the
following sections. Section 2 presents the problem de-
scription and its importance as well as basic mathematical
background of relevant problems. Section 3 refers to the
convergence and proof of the error convergence and
analysis. It also gives the sufficient conditions for the vali-
dation of the proposed algorithm. Section 4 elaborates the
validation of the proposed algorithm and its result discus-
sion. Finally concluding remarks are given in Section 5.

2. Problem Description
Consider a class of regular systems with repetitive running
characteristics:

{»’ck(t) = Ax; (t) + Buy (1), "

Yi (t) = ka (t) + Duk (t),

where k denotes the number of iterations, ¢ is the time
interval of the system, x; () € R” is the state vector of the
system running in the kth time, and u;, (f) € R" and
i (t) € R™ are the control input vector and output vector,
respectively, in the system running in the kth time. The
proper dimensions are taken for all A, B, C, and D matrices.

It is considered that the initial state of the system for
every iteration is consistent with the expected initial state;
that is, x, (0) = x,;(0),k=0,1,2,....

Hypothesis 1. There is a unique ideal input u, (t) to make (2)
true:

x:(t) = Ax; (t) + Bu; (1),
{ j j j )

y]-(t) = ij(t) +Duj(t),

where y, (t) denotes the expected trajectory and x, (t) is the
expected state.

2.1. Control Target. This research’s primary and vital control
objective is to design a fast iterative learning control algo-
rithm for a regular linear system described in (1) and to
overcome the shortcoming of the low convergence speed of
the traditional P-type iterative learning control algorithm.
Simultaneously, the convergence of the algorithm is ana-
lyzed by using the Lebesgue-p norm to overcome the defect
of using the tracking error measured norm.

For this control goal, the fast iterative learning control
algorithm is designed as follows:

ey (8) = we (1) + Ly (1) + Ly Aey (£) + Lpper,y () + Ly Aey,y (1),
(3)

where e, (t) = y;(t) — yi (t) is the tracking error of the
kthtrialand ey, (t) = () — yiy (t) is the tracking error of
the (k+ 1)thtrial. Ae, (t) = ex_; (f) — e (t) and Aey,, () =
ey (1) — er, (¢) like the iteration axis on the difference be-
tween two-time error signal, where Aey (¢) is called the last
difference signal and Aey,, (t) is called the differential signal
of the current time. L, is the learning gain of the kth
tracking error, L,, is the feedback gain of the (k+1)th
tracking error, and L, and Lj,are the learning gain and
feedback gain of the differential signal, respectively.

According to algorithm (3), when L, and Ly, are set at
zero, algorithm (3) is the open-loop iterative learning
control algorithm:

Ui (t) = Uy (t) + Lplek (t) + LdlAek (t) (4)

When L,and L, are all set at zero, algorithm (3) be-
comes the traditional P-type iterative learning control
algorithm.

Ui (1) = e (D) + Ly (0), (5)

The question is now raised that what would be the
control law designed for linear regular system (1) to make it
convergent using algorithm (3) and also what conditions

should be chosen for Ly, L, and Ly,?

2.2. Preliminaries Knowledge. Convergence is obtained
through the following definitions and lemmas: define one
vector-valued function f: [0, T] — R" and A norm [63] as

fo)) aso (9

- At
If Olly = supe™ (max, i,
1: 0

The upper vertical-bound norm [10] and Lebesgue-p
norm [64] of vector-valued function f are defined as follows:



fo)),

1 Olly = sup (maxlgin
. " 7)
If Ol = “0 (maxlggnlf(t)l)f)dt] . 1<p<oo.

An important conclusion is given in the literature [65]:
the upper-bounded norm is a particular case of Lebesgue-p
norm, namely,

phjlm ILF Ol =1 Olleo =11 M llgup- (8)

Lemma 1 [66]. Ifthe vectometric function g, h: [0,T] — R
is integrable for Lebesgue, then the generalized convolution
Young inequality is

Ig™m) O, <lg OllgIh Ol (9)

where(g = h) (t) = j; g(t = Dh(r)dr is the convolution of g
and h, and the parameters p, q, rsatisfy 1 < p, g, r < + 00
and 1/r =1/p+1/q—-1. In particular, when r = p,q =1,
Young’s inequality applies (g * h) Ol <lg Ol RO

3. Convergence Analysis

Theorem 1. uses the designed algorithm (3) to control system
(1) that meets Hypothesis 1. Suppose that the following
conditions are satisfied:

(1) pt>o0.
(2) p~ =p tpl + p2)<1.

Among them, p = |I + DK,|| - -[|Cexp (A - (-))BK,ll;,
p1 = IDLy I+ IC exp(A- (NBLy Ny p2 = I(A- ()Cexp
(A- (NBK |l Ky =Ly +Lg +Lgy, Ky =Ly—Lg. As
the number of iterations k — 00, the tracking error of the
system in the Lebesgue-p norm tends to zero, so the limit k
goes to infinityllek + 1 (')"p = 0. The proof can be seen from
system (1).

For Hypothesis 2 we need to do some assumption as
follows:

Assumption 1. Assume that the initial state and expected

initialization of system 1) satisty the
statesx} (0) = x4 (0) (k = 1,2,3,...,), where
1
x; (¢
X () :[ ’2‘( )], x, () eR,x; (t) e R"". (10)
Xy (t)

We consider a class of single input single output linear
time-invariant systems as follows:

x(t) = Ax(t) + Bu(t),
y(t) = Cx(t), (11)
x(0)=0, tel0,T]

The system operation interval x(¢) € R” is an n-di-

mensional state variable. u (t) and y (t) are the control input
and output, respectively. A, B, and C, are matrices with
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corresponding dimensions, and it is assumed that CB # 0.
Without loss of generality, it is taken that the dynamics of
system (1) is not entirely known, but the initial state of
system (1) when repeatedly running on the interval [0, T] is
resettable, and the desired ideal trajectory is given. To realize
the system’s ultimate complete tracking of the ideal tra-
jectory, we construct a P-type iterative learning control law
with feedback information.

Obviously, in control law (3) above, when L, and Ly,
are set at zero, the control law of degradation of specific
iterative learning control law (4) is as follows:

U (1) = 1 (1) + Ly (1) + LAy (1), (12)

Furthermore, set all the Ly;, Ly, and Ly, to zero results
in typical P-Type ILC law as follows:

Ui (1) = e () + Ly (8). (13)

(1) u, (t), t € [0,T], for any initial control input when
k=1,2,....

When the control input u(¢) in system (1) is replaced
byu ., (t) in control law (3), (4), or (5), the corresponding
system dynamics is

xk+1 (t) = Axk+1 (t) + Bukﬂ (t)’

Vi1 (t) = ka+1 (t)’ (14)
Xie+1 (0) = 0’ te [0) T]a

where x;, (£), Uy, (t), and y,, (t) are the corresponding
state variables, controlling input and controlling output of
the system for the (k + 1) th iteration. In this paper, Leb-
esgue-p norm is used to demonstrate the convergence of the
algorithm. For easy comparison, the A upper bound norm
and Lebesgue-p norm are defined as follows:

f: [0, T] — R™£(t) = [f(t),..., f" ()] is a vector-
valued function, and A is a positive real number; then, the A
norm of the vector-valued function f can be expressed as

fol) as

- At
I£C) = sup e (max, iz
0<t<T

The upper verticality [59] and Lebesgue-p norm [65] of
vector-valued function f are

fl@))

Il = sup (max, i
0<t<T

T ) » %4
Ot =[] (rasl O] . 12psen
(16)

In the literature [65], an important conclusion is that
Jim IOl = 17 Ol = IE )l That s, the upper-

bounded norm is a particular case of the Lebesgue-p norm.

Proof. of Error Convergence.
There is unique ideal input according to Hypothesis 1,
such as



Mathematical Problems in Engineering

[ Lpp (1):
A
1 e (8) = w (1) + Lye (t) + Ly (1) + (17)
exp (At).¢, (£)x(0)
[ te[0,T], k=1,2,...,
where
G (2) =
% l—a—kt te|0 ﬁ
h h > )ak 5
a>1,0<h<T,
(18)
0,t € [}ZT]
a

%, (0) = Lye, (0) + % (x4 (0) = x4, (0)).

The above-mentioned A is an arbitrary value, subscript
krepresents the number of iterations, and L, and L, are
denoted separately, describing proportional and differential
learning gain matrix. O

Hypothesis 2. PD-type iterative learning controller (3) is
used for system (1), if the condition p <1 is met, where

p=|I-CLy| +||c exp(A(C)(L, + ALd)||1. (19)

Then, the number of iterations approaches infinity, and
the norm of Lebesgue-P becomes significant.

(1) When t € [0, h/a*) is caused by the deviation of
initial state value, the system output cannot follow
the desired trajectory.

(2) In the periodt € [h/a*, T], the tracking error mo-
notonously tends to zero, and the system outputs the
expected trajectory at the output of tracking;
ielleg (l,<pleg (M, k=12,

lim  sup ||ek+1(-)|| =0,
k=00 t¢ [yak,]

ers1 (1) = Yq (1) = Yy () = e, (t) = [exp (At)xyy; (0) =

p

C exp(At)x, (0) +C Jb'exp (A(t - 7))Buy,, (1)dt +
Duy,,(t)-C Jt exp (A (t — 7))Buy (1)dt — Dy, (t):| =
0

1
e () - [c exp (AD) (x4, (0) = %, (0)) + C JO exp(A(t - 1))

Bty (1) = uy (1))d7 + D (g (8) — 1 (1))

(20)

According to Hypothesis 1 and by substituting (3) into
(20), we can get

5
e, () =e (t)-C J; [exp (A (t - 1)B(L e, (1) +
Ly Aey (1) + Lpey, (1) + LyAey,, (1)) ]dr -
D(LygAey () + Lypey, () + LyAey,, (1)) =
e (t) - CJO{exp(A(t ~1)B[Lyge, (1) +(L,, +
Lyy + Lay)er (1) +(Lpy = Ly Jeg, (1) }dr — D[ Ly, .
1

ek_l (t) +(LP2 + LdZ + Ldl )ek (t) +(Lp2 - Ldz)
1
e (D] =e () -C Jo exp (A(t - 7))BLy

e, (Ndr—C j; exp (A(t - 1))BK e, (1)dr -

d
C JO exp (A(t - 7))BK,e,,, (r)dr - DLye;., (£) -
DKlek (t) - DK26k+1 (t)
Arrangement formula (21) can be obtained as follows:

(I + DK,)ep, (1) = (I - DKy)e (1) -C J.o exp (A(t — 1))
BL;ep_, (1) dr - C r exp (A(t —1))BK,
0
e, ()dr - C jo exp(A(f - 1)BK,e,,, (1)dr - DLy, (6)
(22)

Lebesgue-p norm is taken from both sides of (22), and
Young inequality is applied to obtain

|1 + DK, ey O] <I - DK, [fle ()], +
IC exp(A- (DBLy et O], +
C exp(a- (NBK,| e ()], + (23)
IC exp A+ (DBl O, +
IDLa e O,
Preparation equation (23) can be obtained as follows:
(|1 + DK, | [[C exp(A - ()BK,,)

lexr Ol,<(IPLar]| +]C exp A - )BL],)

Jexs O, (Il = D+ .
[C exp(a- (NBK,)ex )]
That is,
plers Ol <pallecs Ol + pallec Ol <
(25)

(91 + po)max{ ey Ol e O, )

Procedure formula (25) can be obtained as follows:



Hek+1 (')”p < /371 (Pl + Pz)maxi “ek—l (')"p,
(26)

e O} = pmax e 01, Jec O}

The conditions of the theorem (26) show that it satisfies
p < land k —!™ colle, ,; ()llp = 0is true; that is, when the
number of iterations approaches infinity, the tracking error
of the system approaches zero.

Note 1. In general, the Young inequality based on gener-
alized convolution is also true for vector-valued functions.
The conclusion obtained in this paper is also true for multi-
input and multioutput systems in the case of the Lebesgue-p
norm defined for vector-valued functions as described in
this paper. The demonstration process only needs to replace
the single input single output scalar with the corresponding
multidimensional vector in this paper’s demonstration
process and follow the vector algorithm for the deduction, so
it will not be described further.

Note 2. When L, = Ly, = 0, the control law of degradation
(2) for specific iterative learning control law (3), the PD-type
control law (3), and the convergence conditions for p =
|1 =CBLy| + IC exp(A- (1) (ABLy; + BL,)ll; <1 show
that, in the sense of Lebesgue-p norm, the convergence of
PD-type iterative learning control law (3) not only depends
on the system input and output matrix of CB and the dif-
ferential learning gain L, values, but also depends on the
proportion of the system state matrix A and learning gain L
values of p. Although the convergence conditions relative to
the A norm in the sense of p* = |1 —CBL,|<1 are con-
ventional, in this paper, the error in measurement and the
analysis of convergence are not dependent on the parameter
selection of A, and convergence conditions p <1 essentially
describe the system dynamics and control law of learning
gain decided to the convergence of the leading role.

Note 3. Compared with the convergence conditions under
the A norm, the convergence conditions given in this paper
are conservative, but their convergence is no longer de-
pendent on selecting the A value. Simultaneously, the article
gets the convergence condition asp = p~!(p, + p,) < 1, and
must satisfy p~'< 1 or (p; +p,)< 1, and so make when
selecting feedback gain and the learning gain more immense
freedom.

4. Simulation Examples and Discussion

4.1. Algorithm Application to Soft Robotic Position Control.
The soft structure has unlimited degrees of freedom;
therefore, building a model as accurate as a rigid structure is
challenging. It makes the quite fine-grained control structure
challenging, especially when tuning the dynamic response.
Therefore, people have raised serious concerns, especially in
rehabilitation applications where fine-grained control of
muscles under the support of soft structures is compulsory.
A further illustration is high-speed applications, such as
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industrial robots with soft tentacles, where fine-tuned dy-
namic response is necessary. As an emerging field, soft
robots have very limited research on precise modeling and
vibrant response tuning [67]. The method to improve the
tracking accuracy and performance of flexible and inflatable
manipulators is to syndicate flexible structures with stiff
parts. Compared with a completely soft design, this hybrid
design usually has worse inclusive compliance and higher
inertia, but the degree of freedom is also reduced. As a result,
the control action of the remaining degrees of freedom can
be amplified, accordingly improving the tracking control
performance. The literature [68-71] describes such kind of
examples.

The rigid body dynamics of the soft robotic arm are
calculated by defining the difference in pressure between the
two actuators, Ap = p, — pg, as shown in Figure 1. In the
positive alpha direction, the positive pressure difference p
accelerates the arm (compare Figure 2). To describe the
dynamics of the robotic arm with p as input and arm angle «
as an output, use device recognition. Apply the same
mechanism of an acknowledgement as in [72]. The following
continuous-time transfer function is obtained:

a(s) B wg

Ap(s) "

G(s) = 3 (27)

2
wy +28wys + s

where the parametric values are taken as x = 7.91 rad/bar,
w, = 14.141/s, § =0.31. Now discretizing this transfer
function can be obtained by taking sampling time of 0.02s.

x, (k) 0.96 0.187[ x,(k—1) 0.09
o)=L o 00 Loy ) L ose 1<
x, (k) -0.36 0.80 || x,(k—1) 0.91
y(k) = [10][’” ® ]
x, (k) |
(28)

where k denotes the time index and the states are being
described as k(x, xz)T = (a,&) - o is the arm deflection
angle that is directly measurable and that is normalized
(m,107). u is the control input and initial condition for this
u, =0. For this proposed controller, parameters are
L, =0.5 Ly =0.01, L, = 0.2, Ly, = 0.002, and the desired
trajectory is taken as y,; = 30° sin (27t).

When algorithm (3) is applied to the soft robotic system
(28), the system’s output tries to reach its desired trajectory.
It can be seen from Figure 1 that after the second iteration,
the controller effort of the learning algorithm (3) is re-
markable, but the error is still significant. After a few it-
erations, it can be noted, as in Figure 3, that the error reaches
its convergent limit compared to the super norm. The error
of the super norm is more prominent as well as not con-
verging to zero. The reason is that, when iterative learning
control algorithm (3) is used for system (1), if the condition
p <1is met, wherep = |I - CLyll + |C exp (A(-)) (L, + ALy)
;> then as the number of iterations approaches infinity, the
sup-norm is significant. When ¢ € [0, h/a*) is caused by the
deviation of the initial state value, system output cannot
follow the desired trajectory, so the error does not converge
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FIGURE 2: Position control of PMSM servo system.

to zero as expected. In contrast with the period t € [h/a*, T],
the tracking error monotonously tends to zero, and the
system outputs tracks ultimately as the expected output, i.e.,
e O, <pliey Ok =1,2,.....

Algorithm (3) uses previous and current error infor-
mation, and its convergence is proved through sufficient
conditions. Under the above conditions, when the algo-
rithms proposed in (3) and (4) are applied to the soft robotic
systems (21) having an arbitrary initial state, the system
tracking errors are shown in Figure 3. According to the
Lebesgue-p norm, errors in the proposed algorithms’ follow-
up (2) and (3) tend monotonously to zero with the increase
in iteration number. At this point, the tracking error reaches
the error convergence limits when algorithm (3) executes
four iterations. In contrast, algorithm (4) requires more
iterations to achieve the convergence limit but cannot reach
zero. Therefore, under the given appropriate learning gain,
algorithm (3) has a faster convergence speed and higher
control accuracy than algorithms (4) and (5). Algorithm (3)
updating law includes feedback gains with current and

35 T T T T T T T T T

30 R

20 + R

15 R

Error norm

10} 1

0 1 e e e +- e e e
2 4 6 8 10 12 14 16 18 20
Iteration number

—e— Lebesgue-p norm
Sup-norm

FIGURE 3: Comparison of error convergence.

previous information of the errors such as e, (¢), Ae; (t) and
Aey,, (t). As the number of iterations k — 00, the tracking
error of the system in the Lebesgue-p norm tends to zero, the
output of the system tries to follow within the finite time
interval t € [0, T], and ultimately a perfect desired trajectory
is achieved. Algorithm (3) is more robust and guarantees
monotonic error convergence for position tracking, espe-
cially in soft robotic applications. This robust topology is also
applied to higher-order high dynamical systems with little
modifications in the learning proportional and derivative
gains according to the system requirements.

4.2. Validation for Typical PMSM Servo Position Control
System. A typical PMSM (permanent magnet synchronous
motor)-based servo position control system is taken as an
example for validating the proposed algorithm. The standard
state-space linear servo position control model of the PMSM
can be described as follows:

do(t)
TR w(t),
(29)
dw(t) 1 1 By
dt - jTe (t) _7TL (t) _Tw(t)a

which the value of each parameter is described in Table 1.
The state-space equation for the given system in a
standard form can be expressed as follows:

{ x(t) = Ax(t) + Bu(t),
y(t) = Cx(t).

The states of the system are described as
x=[0(t), w(®)]%, and the control input is

u="T,(t) = k,i, (t), for which each matrix of the system can
be calculated as follows:

(30)



8
TaBLE 1: PMSM servo control parameters.
Parameter Symbol
Electromagnetic torque T,
Load torque T,
Mechanical angle of the motor o(t)
Coefficient of viscous friction B
Mechanical angular velocity w(t)
System moment of inertia J
o 1
A= B, |
0 —L
L
(31)
- 1 T
B=|0-|,
LT
C=[10]

To validate the Lebesgue-p norm proposed in this paper,
we assume the parameters to be as follows: the rotational
inertia J = 0.004 kg.m2 and viscous friction coeflicient
B =0.0001 Nm/rad/s. For ILC, the parameters are taken as
L, =08, Ly =0.01,L,, =0.3,L; =0.006, and the desired
trajectory for the system is y,; = 50" sin (27t).

The controller’s effort is shown in Figure 2, which de-
scribes the output of system (31), attempting to follow the
desired position. The figure displays the simulation results
and interpretation and also shows the control consequence
of a particular iteration of the method. As we have seen, the
performance of the second iteration is not better and initially
has significant errors, the delay is relatively apparent, and the
error is critical. The operation of the ILC control additionally
reduces the error and attempts to exceed its goal. The error
converges rapidly to its limit after a limited amount of time
and several iterations, and the performance of the method
precisely tracks the target location.

In comparison, these conditions still occur despite
modifying the controller parameters several times. As shown
in Figure 2, the system’s desired and output position can be
seen and automatically updated by the output accurately
following the optimal level. The controller’s action is stable
and sufficient for the error to converge to its monotone
convergence limit under satisfactory conditions.

The system’s tracking curve is seen in Figure 2 in the
second iteration of the learning system, and the error curve
indicates that the error is too high. In Figure 4, the results of
the different iterations errors are shown. The error trajectory
of the device is already greatly decreased, and the most
significant error in the tenth iteration relative to the second
trial (the results are shown in Figure 4) has very good
tracking accuracy for algorithm (3) as compared to the other
two algorithms. The error is too small to meet the demands
of the system. Therefore, we can say that the proposed
Lebesgue-p norm scheme for accurate position tracking is
significantly fast compared to algorithms (4) and (5). The
sufficient conditions and the Lebesgue-P error criterion
suggest that the findings are acceptable and that the
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FIGURE 4: Error convergence comparison of algorithms (3)-(5).

mechanism is stable enough to monitor the PMSM servo
control position. This approach can also be implemented
with a specific additional extension to other complicated
speed and position servo systems for the broad range of
traditional automation applications.

4.3. Application and Validity for Other Linear Systems.
The following linear system is taken to validate the proposed
algorithm’s effectiveness further, and it is obtained from
[73].

0= 72 x| Huo
* _[0 1]x +[0]” ’ (32)

y()=[2 0]x(t) +u(t),

where ¢t € [0,2]. Algorithm (3) was used to control system
(32). It was assumed that y,(t) =sin(5¢) of the desired
trajectory, and the initial state of the system wasx, (0) =0
x,(0) = 0. The initial control was set as u(f) =0, and
Lp1 = 0. If the convergence condition is satisfied, then the
control parameters are chosen as L, =0.3, Ly =0.1,
L,, =02, and Ly, =0.1. To validate the effectiveness of
algorithm (3) proposed in this paper, simulation compari-
sons are made with open-loop algorithm (4) and traditional
P-type algorithm (5). The simulation results are shown in
Figure 5-7. Figure 5 shows the output tracking curve of
different iteration times during algorithm (3) control. Fig-
ure 6 shows the tracking error curve in the sense of the norm
of upper certainties and Lebesgue-2 norm; Figure 7 shows
the tracking error curves of algorithms (3)-(5) in the
Lebesgue-2 norm sense.

As shown in Figure 5, after the 20™ iteration, the system
output has been fully tracked on the expected trajectory in a
finite time. It can be seen from Figure 6 that the Lebesgue-2
norm and the upper-bounded norm of algorithm (3) con-
verge to 0. As can be seen from Figure 7, algorithm (3) has
the highest convergence rate, algorithm (4) comes second,
and algorithm (5) has the lowest convergence rate. The
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FiGure 6: Error convergence rate.

reason lies in the fact that algorithm (4) increases the dif-
ference signal of error in two adjacent iterations based on
algorithm (5). Algorithm (3) uses the current error and the
previous error to form the difference signal, while algorithm
(4) only uses the previous error to create the difference
signal. Compared with algorithm (4), algorithm (3) makes
full use of the current error information. To better illustrate
the effectiveness of algorithm (3) designed in this paper, the
numerical values of tracking errors of algorithms (3)-(5)
under different iteration times are given below, as shown in
Table 2.

Table 2 shows that the tracking error of algorithms
(3)-(5) in the first iteration is 1.217316. After the 15" it-
eration, the error of algorithm (5) is 0.07538, and the error of
algorithm (4) is 0.024335. The error of algorithm (3) is
0.003683. From the vertical data in Table 2, the three al-
gorithms’ tracking error can be reduced successively with the

1.2 ¢

Error norm
o o I
e (=)} oo —
. .

j=4
NS}
T

g

5 10 15 20 25 30
Number of itertations

—— Algorithm (5)
—— Algorithm (4)
-#- Algorithm (3)

FiGure 7: Comparison of error convergence curves.

TaBLE 2: Comparison of error convergence rate at the same iter-
ation number.

:z;ig::k Algorithm (3) e Algorithm (4) e Algorithm (5) e
1 1.217316 1.217316 1.217316
6 0.153358 0.300994 0.450737
8 0.066961 0.172115 0.302922
10 0.029238 0.098419 0.203581
15 0.003683 0.024335 0.07538

increase of iteration number. However, from the horizontal
data in Table 2, the tracking error of algorithm (3) is the
smallest, followed by algorithm (4), and that of algorithm (5)
under the same iteration number is the largest. Therefore, it
is easily observed from Table 1 that the convergence speed of
the fast iterative learning control algorithm (3) designed in
this paper is significantly higher than that of algorithms (4)
and (5).

4.4. Validation for Other Linear System. To illustrate the
tracking capability of algorithm (3) in this paper for different
expected signals, let us assume the expected trajectory, y,, to
be as follows:

0<t<0.4,
0.4<t<0.8,
0.8<t<1.2,
1.2<t< 1.6,
l6<t<2.

otherlinear system,  (33)

o,
1,

ya(t) =10,
1,

[ 0,

The value is the same as that of the above expected si-
nusoidal trajectory. The tracking effect of the output curve
on the predicted trajectory under different iteration times is
shown in Figure 8, which shows the tracking effect of it-
eration 2, iteration 10, and iteration 15.
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FIGURE 8: Desired tracking trajectory vs. output of the system.

It can be seen from Figures 5 and 8 that the control
algorithm (3) designed in this paper can achieve complete
tracking of different expected tracks in the finite time in-
terval with the increase of iteration numbers for the pre-
dicted trajectory of slow and abrupt changes. The new
proposed updating input iterative learning law includes
feedback gains with current and previous information of the
errors such as e, (t), Ae (t), and Aey,, (t). As the number of
iterations k — co, the system’s tracking error in the
Lebesgue-p norm tends to zero. The system’s output tries to
follow within the finite time interval as specified for this
system, t € [0,2]. Ultimately, a perfect desired trajectory y,
is achieved. The result of the system is shown for the different
iterations in Figure 8. When the tracking error converges
after 15 or more iterations and tends to zero, the system’s
output precisely follows the desired trajectory y,. Accord-
ingly, algorithm (3) in the sense of the Lebesgue-p norm is
robust and satisfies p< 1, and k —lm oolle, ., (Mlp =0 is
accurate. When the number of iterations approaches in-
finity, the tracking error of the system approaches zero. This
robust control topology is also applied to higher-order
dynamic systems with little change in proportional and
derivative learning gains as required by the system. Fur-
thermore, it can also correctly work for the motor position
control, aircraft altitude and latitude control, angle of attack,
soft articulated robot position control, satellite positioning
systems, and piezoelectric nanopositioning control systems.

5. Conclusion

This research paper has discussed a fast iterative learning
control algorithm for a class of regular linear systems with
direct input-output transmission terms of Lebesgue-p norm.
The convergence of the algorithm is proved under the
Lebesgue-p norm, and sufficient conditions are given for the
convergence of the norm form of the algorithm. This al-
gorithm not only has a higher convergence rate than the
traditional P-type algorithm, but also avoids the defect of
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using the tracking error of the norm metric and increases the
degree of freedom of learning gain selection. Due to the
convolution limitation of Lemma 1, the algorithm in this
paper is only applicable to regular linear systems. Therefore,
in future studies, the convergence of typical nonlinear
systems in the Lebesgue-p norm can be further analyzed.
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With a high proportion of renewable distributed generation and time-varying load connected to the distribution network, great
challenges have appeared in the reactive power optimization control of the active distribution networks. This paper first introduces
the characteristics of active distribution networks, the mechanism and research status of wind power, photovoltaic, and other
renewable distributed generators, and time-varying loads participating in reactive power and voltage optimization. Then, the
paper summarizes the methods of reactive power optimization and voltage regulation of active distribution network, including
multi-timescale voltage optimization, coordinated optimization of network reconfiguration and reactive power optimization,
coordinated optimization of active and reactive power optimization based on model predictive control, hierarchical and zoning
control of reactive power, and voltage and power electronic switch voltage regulation. The pros and cons of the reactive power
optimization algorithms mentioned above are summarized. Finally, combined with the development trend of the energy Internet,
the future directions of reactive power and voltage control technology in the active distribution network are discussed.

1. Introduction

As one of the most abundant renewable energy areas in
China, the total exploitable amount of wind and photo-
voltaic energy resources in Northwest China ranks at the
forefront. Due to the high altitude, less water vapor, and
thin clouds, the photovoltaic energy resource reserves in
this area are extremely rich with annual sunshine above
3200 hours and the total annual radiation over
6690-8360 MJ/m? per year [1]. The statistics showed that
the exploitable wind energy resources in this region can be
up to 300 million kW, and the available wind resources in
Gansu, Xinjiang, and Ningxia provinces accounted for
about 1/3 of the total land wind energy in China [2]. With
the in-depth promotion of a new round of the develop-
ment of the western region strategy in China, green
economy development based on renewable energy is an

effective way to promote the economic development of
Western China.

By 2021, the new energy power generation dominated by
renewable distributed generation (RDG) such as wind power
and photovoltaic accounted for about 11% of the power
consumption of the whole society, of which Qinghai and
Gansu provinces account for more than 50% and 40%,
respectively. To achieve the goal of “Carbon Peaking and
Carbon Neutralization,” the National Energy Administra-
tion issued the notice on matters related to the development
and construction of wind power and photovoltaic power
generation in 2021. It was expected that by 2030, the pro-
portion of non-fossil energy in primary energy consumption
will decline to 25%, and the total installed capacity of wind
power and photovoltaic power generation will increase to
more than 1.2 billion kW. To promote energy conservation
and emission reduction, develop a green economy, and help
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achieve the goal of “Carbon Peaking and Carbon Neutral-
ization” in advance, developing new energy sources domi-
nated by renewable distributed power and vigorously
developing distribution networks containing RDG can ef-
fectively improve the energy efficiency of power system
generation, transmission, distribution, and utilization.
Building a new power system dominated by a high pro-
portion of new energy becomes an effective measure to
improve the consumption of new energy [3, 4].

With the continuous development of social economy
and power grid structure, in addition to renewable dis-
tributed generation such as wind power and photovoltaic
power, there are also various loads with time-varying
characteristics such as electric vehicles (EVs) and industrial
loads [5], which brings challenges to the operation and
control of active distribution network, especially the control
of reactive power and voltage. This has become the primary
technical problem of active distribution network [6, 7]. To
solve the aforementioned problems, it is necessary to con-
sider the collaborative optimization of various schemes, to
realize the optimal control of ADN parameters, especially
reactive power and voltage.

Therefore, by expounding the characteristics of active
distribution network with RDGs and time-varying loads, this
paper discusses the voltage regulation mechanism of wind
power, photovoltaic, and other renewable distributed gener-
ation participating in active distribution network and the re-
search status of time-varying load participating in voltage
regulation. And it also analyzes the reactive power optimization
methods of active distribution network in detail, including
multi-timescale voltage optimization, coordination of network
reconfiguration and reactive power optimization, coordination
and optimization of active and reactive power, model pre-
dictive control (MPC), hierarchical and zoning control, and
power electronic switch voltage regulation.

The possible measures of dealing with uncertain prob-
lems are introduced, and the advantages and disadvantages
of the reactive power optimization algorithm are summa-
rized. According to the development needs of the energy
Internet, the future research directions of multienergy
collaborative reactive power optimization control, interac-
tive voltage optimization between users and power suppliers,
and power electronic equipment participating in reactive
power and voltage optimization regulation are discussed.

The rest of this paper is organized as follows: the second
part introduces the characteristics of active distribution
network, the third part introduces the source load reactive
power regulation mechanism in active distribution network,
the fourth part summarizes the reactive power optimization
methods, uncertain problem processing methods, and so-
lution algorithms, the fifth part prospects the future re-
search, and the sixth part gives the conclusion.

2. Characteristics of Active Distribution
Network with RDG and Time-Varying Load

Active distribution network is the distribution network with
internal distributed power generation and control and op-
erational capability. Figure 1 is a schematic diagram of a
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typical active distribution network. Compared with the
traditional distribution network, the characteristics of active
distribution network with RDG and time-varying load
mainly include the following.

2.1. The Uncertainty of Power Output and Load Demand.
The grid connection of a high proportion of renewable
distributed generators and the access of a variety of time-
varying loads on the load side to the distribution network
make the source load and both ends of the distribution
network uncertain [8].

The active power output of wind power generation and
photovoltaic power generation is strongly correlated with
season and climate conditions, with strong randomness and
volatility. Figure 2 shows the wind power and photovoltaic
output curve of a new energy station in Northwest China. As
the wind power output is affected by wind speed, the wind
power output is more at 00 : 00-08 : 00 and 19:00-24 : 00, less
at 08:00-10:00 and 15:00-19: 00, and the output is the least
at 10:00-15:00. The photovoltaic output is greatly affected
by the light intensity, and almost no electric energy is
generated in 00:00-08:00 and 18:00-24:00. The photo-
voltaic power generation increases with the increase of light
intensity in 08:00-13: 00 and gradually decreases in 13: 00-
18:00.

Electric vehicles are charged disorderly in the charging
station [9]. Figure 3 shows the daily charging demand
forecast curve of electric vehicles in a certain area of
Northwest China. From 08:00 to 11:00, a small number of
users charge electric vehicles, and most users charge electric
vehicles from 18:00 to 23:00. The load demand is closely
related to users’ charging behaviour, with strong uncer-
tainty. The electric arc furnace and rolling mill are nonlinear
and time-varying loads in the steel plant. The electric energy
required under different production conditions is very
different in the process of steelmaking and rolling.

2.2. High Proportion Power Electronics. On the power supply
side, the grid connection of wind power and photovoltaic
power is inseparable from power electronic devices, which
means that the distribution network has more power elec-
tronic interfaces [10]. On the grid side, power electronic
transformers and power electronic switches have fast real-
time response speed and strong regulation ability, so a large
number of power electronic devices replace traditional
equipment and further power electronation of active distri-
bution network [11]. On the load side, the working mecha-
nism of the electric vehicle charging pile is three-phase AC
input. After filtering and rectification (AC/DC), pulsating DC
is obtained, then the high-frequency inverter is carried out
through a power conversion circuit (DC/DC), and finally,
secondary high-frequency current integration filtering is
carried out through a high-frequency isolation transformer to
achieve stable DC output [12, 13]. Impact loads such as
electric arc furnaces and rolling mills will cause extremely
serious voltage fluctuation, flicker, negative sequence, and
harmonic disturbance during production. Therefore, local
reactive power compensation measures will generally be taken
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FIGURE 2: Photovoltaic daily output curve of wind power in a certain area of Northwest China.

to suppress load fluctuation and improve power quality.
Common reactive power compensation devices include
switching virtual circuit(SVC), static var generator (SVG),
and static synchronous compensator (STATCOM) [14],
which are typical power electronic devices.

2.3. Diversified Operation Scenarios. Considering a large
number of renewable distributed generation and time-
varying loads connected to the distribution network, there is
serious uncertainty at both ends of the source load, and the
output at both ends of the source load has a time-series
correlation with the power demand, and the operation
scenarios are diversified [15]. For example, in the reactive
power optimization of the distribution network, the mod-
elling and solution of uncertain problems need to divide the

distribution network into scenes. The purpose is to convert
the uncertain factors into multiple deterministic factors,
thus simplifying the difficulty of the solution.

2.4. The Fuzzification of Source Charge Boundary. Since the
existence of renewable energy in the power grid is the co-
existence of centralized and distributed energy, the large-
scale access of electric vehicles and distributed energy
storage to the power grid makes it possible for the load in the
traditional distribution network to become a power source
to provide power to the power system. The interaction
technology between multiuser and power grid supply and
demand and the intelligent interaction technology between
the electric vehicle and power grid are the technical bot-
tlenecks in the process of “new electrification” of the new
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FIGURE 3: Prediction curve of daily charging demand of electric vehicles in a certain area of Northwest China.

power system [16]. In the future, the boundary between
source loads will be gradually confused with the develop-
ment of the power system.

3. Regulation Mechanism of Source Load
Reactive Power in Active
Distribution Network

The technical requirements for grid connection of distrib-
uted generation (GB/T 33593-2017) pointed out that the
ways for renewable distributed generation to participate in
the voltage regulation of distribution network can include
adjusting the reactive power of power supply, adjusting the
input of reactive power compensation equipment, and
adjusting the transformation ratio of power supply trans-
former. This section introduces the mechanism of photo-
voltaic, wind power, and electric vehicles participating in
reactive power and voltage regulation from two aspects, both
the source and the load.

3.1. Mechanism of Photovoltaic Power Generation Partici-
pating in Reactive Power Optimization. Photovoltaic power
generation can participate in the voltage regulation of active
distribution network for reactive power and voltage control
[17]. Photovoltaic power generation has reactive power
control capability and can output reactive power to the
distribution network [18-20]. The main reason is that the
photovoltaic inverter has the ability of reactive power
control. The topology of the photovoltaic grid-connected
inverter is shown in Figure 4.

Since the topology of the grid-connected inverter is the
same as that of an active reactive power compensation
device, a photovoltaic array will transmit certain reactive
power while transmitting active power to the power grid
[21, 22]. To output standard sine wave current, PV grid-
connected inverter generally adopts PQ control. The output

active power and reactive power are shown in the following
equations, respectively:

U,.U
P=—" —sin q, (1)

(2)

U
_ _Yoc _ _“oc
@ 2nfL 271ch0S ®

where U, is the output voltage of the inverter; U is the grid
voltage; « is the phase angle difference between U, and U; L
is the value of coupling inductance; and f is the system
frequency.

The reactive power regulation capacity of the grid-
connected inverter is limited, and its output range is shown
in as follows:

2 2 2 2
- VSmax_PPVS(QPVS VSmax_PPV’

where Ppy is the active output of the inverter; Qpy is the
reactive output of the inverter; and S,,,.x is the inverter capacity.

Figure 5 shows the P — Q capacity curve of the photo-
voltaic inverter. At point A:PV’s active power rating is
Ppy. maxs and reactive power regulation range is [~Qpy ;>
Qpy1]. At point B: inverter cut-in and cut-out power Ppy
reactive power regulation range [~Qpy ,, Qpy,]. During the
day, the reactive power regulation range of the inverter is
[~Qpv 2> —Qpy.1]1 U [Qpy 1> Qpy 2] At night, the active output
of the inverter is 0, and the reactive power regulation range is
the rated capacity of the inverter, and the regulation capacity
is strong.

(3)

3.2. Reactive Power Regulation Characteristics of Doubly Fed
Induction Generator Wind Turbine. The basic structure of
doubly fed induction generator (DFIG) is shown in Figure 6
[23, 24], which is composed of a wind turbine, doubly fed
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FIGURE 5: P — Q capacity curve of photovoltaic inverter.

generator, and two AC/DC rotor pulse width modulation
(PWM) converters based on insulated gate bipolar transistor
(IGBT) [25]. The stator side and grid-side converters emit or
absorb reactive power. The grid-side converter of a doubly
fed induction wind motor generally operates in the unit
power factor mode. Because the reactive power transmitted
by the PWM converter is small, it could be ignored [26].

The reactive power Q; of DFIG is the same as the re-
active power Qg transmitted at the stator side. The DFIG
active and reactive power calculation formula is shown in the
following equations:

P 2
(1_TS) + Q% = (3Usly)’, (4)
Py \? U3\* (. Xu :
<l—s> +<QT+3Z) = 3X—SUSIR , (5)
Py =(1-s)Ps, (6)

where P and Q; are active output and reactive output of
doubly fed induction wind turbine; U, Py, and X are stator
side voltage, active power, and stator leakage reactance,
respectively; I and Ig are rotor transformer current and
stator winding current, respectively; and s is the slip rate of
the motor and Xy, is the excitation reactance.

The P — Q capacity curve of a doubly fed induction wind
turbine is displayed in Figure 7. It can be seen that when the
active power increases, the regulation range of reactive
power will decrease. When the active output Py of DFIG is
constant, DFIG adjusts the reactive power within
[QH min> Qumax] by adjusting the PWM converter current Iy
and stator winding current Is. Qy ;, is the static stability
limit of the doubly fed induction wind turbine. When the
absorbed reactive power of DFIG exceeds Qy,, DFIG
works in an unstable state.

3.3. Electric Vehicles Participate in Voltage Regulation of
Active Distribution Network. Large-scale access of electric
vehicles to the modern smart grid is an inevitable devel-
opment trend. EVs can be used as distributed power supply
or battery energy storage equipment and can be flexibly
connected to or separated from the power grid, so they have
the ability of reactive power and voltage regulation [27]. It
mainly includes (i) load shedding or reverses power supply,
(ii) reactive power response of electric vehicle charging pile,
and (iii) build a real-time electric vehicle charging price
scheme to stimulate users’ charging behavior.

For the reactive power regulation of electric vehicles, a
series of measures were conducted. Qi et al. [28] established
the topology of grid-connected voltage regulation of EVs. It
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was reported that adjusting the power factor of the charger
to compensate for the reactive power of the node and
changing the charging active power was an effective control
strategy, which had a significant effect on the voltage se-
curity, stability, and economy of the distribution network
[29]. To change the charging behaviour of users through
real-time electricity price, some methods were used to
conduct this, including quantifying the response of vehicle
owners to electricity price stimulation combining with the
principle of consumer psychology, formulating dynamic
time-of-time electricity price according to the predicted
reactive load value, and making the vehicles in the occu-
pation period cooperate with the reactive power compen-
sation device to participate in reactive power optimization
by changing the operation model of charging device [30]. A
distributed load shedding control method was proposed to
prevent voltage instability considering the interruptible
characteristics of electric vehicles [31].

4. Reactive Power and Voltage Optimization of
Active Distribution Network

4.1. Reactive Power and Voltage Optimization Method.
For the voltage problems existing in the distribution net-
work, voltage regulation is usually carried out by adjusting
the tap of the on-load tap changer (OLTC) or switching
slow-moving reactive power regulation resources such as
shunt capacity bank (SCB) [32]. This kind of regulation
mode is discrete and cannot be adjusted flexibly. As RDG is
connected to the distribution network extensively, adjust-
able resources in the distribution network are gradually
diversified, and the ways of reactive power optimization are
becoming more and more abundant [33, 34].

This section summarizes the latest research progress of
reactive power optimization of active distribution network at
home and abroad, mainly including the following six as-
pects: multi-timescale voltage optimization of active dis-
tribution network, collaborative optimization of active
distribution network reconfiguration and reactive power
optimization, active and reactive power coordination opti-
mization of active distribution network, reactive power

optimization of active distribution network based on model
predictive control, and voltage optimization of active dis-
tribution network with power electronic switches.

4.1.1. Multi-Timescale Voltage Optimization of Active Dis-
tribution Network. Multi-timescale voltage optimization
divides voltage optimization into different stages. Different
states have different timescales. Generally, it is divided into
two stages [35]. The timescale of the first stage is usually 24
hours or 1 hour, which is called the day-ahead optimization.
The timescale of the second stage is usually 15min and
5 min, which is called intraday optimization. The principle of
multitimescale voltage optimization is shown in Figure 8.

In Figure 8, in the first stage, based on the power supply
and load prediction data, the reactive power access of dis-
crete reactive power compensation devices, on-load tap
changer, and other slow-moving equipment in the active
distribution network is adjusted in advance so that the active
power and reactive power of each node of the distribution
network will be in a reasonable range in the next 24 hours or
1 hour. The second stage is to adjust renewable distributed
generation output, switching virtual circuit, static var gen-
erator, and other reactive power compensation device access
and energy storage port output in real-time based on the
current power output, load demand, and grid operation
status information on the premise of configuring slow
motion equipment in the first stage, thus stabilizing the
insuflicient or out-of-limit reactive voltage caused by RDG
output and load demand fluctuation in the next 15 min or
5 min.

For the day-ahead optimization and intraday optimi-
zation, Peng et al. [36] used the idea of MPC to configure
discrete reactive power compensation devices in the day
ahead and used continuously intraday power compensation
devices to control voltage. Guowei et al. [37] used energy
storage for day ahead and intraday voltage optimization of
distribution network and realized voltage optimization by
limiting the energy storage power range in the day ahead and
adjusting the port output in real-time in intraday. Con-
sidering the influence of photovoltaic, Wei et al. [38] pro-
posed a multi-time scale optimization control method for
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photovoltaic grid-connected distributed generation system,
which aimed at minimizing the expected value of operation
cost and carries out reactive power optimization of the
distribution network in long timescale and short timescale.
Further considering the influence of load characteristics on
voltage, Zhiqiang et al. [39] carried out reactive power
optimization in two stages: day-ahead optimization and real-
time optimization and added the correction of the day-ahead
optimization in the day. At the same time, considering the
uncertainty of new energy and flexible load, double time-
scales (1-hour level and 15-minute level) [40] were proposed,
which used the traditional on-load voltage regulating
transformer on-load tap changer and shunt capacitor for
hour level voltage optimization and used the reactive power
output of new energy units for 15-minute level to control the
voltage deviation of nodes.

4.1.2. Collaborative Optimization of Active Distribution
Network Reconfiguration and Reactive Power Optimization.
The active distribution network has black start RDG as
backup power supply and a large number of flexible loads,
including source load that can interact with the distri-
bution network in two directions and adjustable load
regulated in one direction by the distribution network
[41, 42].

Figure 9 shows the characteristic analysis of network
reconfiguration. The topology of active distribution network
is flexible and changeable. A reasonable network reconfi-
guration scheme can reduce network loss, promote RDG
consumption, and improve the economy of the distribution
network [43, 44]. Network reconfiguration also provides
more possibilities for reactive power and voltage optimi-
zation of active distribution network.
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Considering the influence of the uncertainty of renew-
able distributed generation and time-varying load on active
distribution network, Haishu et al. [33] proposed a com-
prehensive optimization model of ADN combining dynamic
reconfiguration and reactive power optimization. Ping et al.
[45] proposed a two-stage reactive power and voltage op-
timization method. In the first stage, the reconstruction
scheme and the operation state of slow action equipment
were determined, and in the second stage, the influence of
fast action equipment on RDG random output was adjusted.
Dihong [46] introduced renewable distributed generation
into the process of distribution network reconfiguration and
coordinated the two schemes of network reconfiguration
and adjusting RDG injection power to obtain lower network
loss and higher voltage quality.

With the increase of DC load in the distribution net-
work, the distribution network gradually develops to AC/DC
hybrid distribution network. Xu et al. [47] applied network
reconfiguration to the AC/DC power grid, which can op-
timize the power flow distribution of the distribution system
and improve the economy. Further considering the temporal
and spatial imbalance of the net load of the distribution
network, Wang et al. [48] took the light abandonment, load
loss, and minimum switching cost as the goal and divided
the period according to the load timing characteristics; the
multiperiod and multilevel reconfiguration scheme of active
distribution network was obtained.

4.1.3. Active and Reactive Power Coordination Optimization
of Active Distribution Network. Large-timescale renewable
distributed generation grid connection makes active power
and reactive power coupling of active distribution network
strong [49]. In terms of distribution network distributed
optimization, relevant research at home and abroad mainly
focused on reactive power optimization, and there was less
research on active and reactive power coordination opti-
mization. Active power optimization can reduce distribution
network loss and improve economic efliciency. Figure 10
analyzes the regulation significance of active power opti-
mization and reactive power optimization to active distri-
bution network from the perspectives of economy and safety
and defines the necessity of active and reactive power

coordination optimization to active distribution network
regulation.

To centralize the management and control of multiple
types of distributed generators and multiple types of loads in
active distribution network, Lingfeng et al. [50] modelled the
active and reactive power output characteristics of various
schedulable resources in ADN, planned and scheduled the
adjustable active and reactive power in the system in real
time, improved the consumption level of new energy and
reduces voltage deviation. The new power electronic switch
was applied to the active and reactive power coordination
optimization. In [51], the flexible distribution switch (FDS)
was applied to the active and reactive power coordination
optimization to realize the distributed adaptive control of
feeder load rate and voltage. To consider the participation of
energy storage in active and reactive power coordination
optimization, Hong et al. [52] considered power flow
constraints, line operation constraints, distributed genera-
tion and shunt capacitor constraints, and energy storage
charge and discharge constraints to achieve overall
optimization.

4.1.4. Reactive Power Optimization of Active Distribution
Network Based on Model Predictive Control. Model pre-
dictive control is a closed-loop control method based on
finite time domain rolling optimization of the predictive
model, which can deal with the influence of uncertain factors
in the distribution system [53]. The MPC and multi-time
scale combined reactive power and voltage optimization
have a daily dispatching stage, intraday rolling scheduling
stage, and real-time feedback correction stage, and the co-
ordination relationship of each stage is shown in Figure 11.

Applying model predictive control to multi-timescale
voltage optimization can greatly improve the control ac-
curacy. Peng et al. [36] applied MPC to multi-timescale
voltage optimization of high-proportion wind power con-
nected to the distribution network, which made full use of
switching virtual circuit, static var generator, and other
reactive power compensation equipment, and suppressed
frequent and rapid voltage fluctuation of the distribution
network through reactive power and voltage rolling opti-
mization and correction of MPC.
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To study the influence of renewable distributed gener-
ation on distribution network voltage, Hao et al. [54]
established the voltage prediction model of each node.
Aiming at minimizing the deviation between the predicted
voltage and rated voltage of each node, the influence of
random fluctuation of renewable distributed generation on
voltage is eliminated through model predictive control
rolling optimization and feedback correction. Further study
on RDG’s participation in power grid voltage regulation was
discussed. Xiangwu et al. [53] carried out MPC on distri-
bution network at multiple timescales and fine regulated
power grid reactive voltage by coordinating reactive power
equipment, rolling regulation of RDG, and load short-term
prediction and feedback correction.

To consider the influence of time-varying load on power
grid voltage regulation, Hongtao et al. [55] established an
ADN optimal dispatching model, which used a model
predictive control to meet the need of charging users and
voltage regulation performance at the same time, reduce
power fluctuation, and improve the economy.

4.1.5. Hierarchical and Zonal Control of Reactive Power and
Voltage in Active Distribution Network. The centralized
optimization of active distribution network has the problems
of long optimization time, weak privacy protection in the
region, and uncertain source load output. The ADN can be
controlled by layers or zones. Figure 12 briefly analyzes the
principle of reactive power and voltage stratification and the
basic principle of reactive power and voltage zoning.

For the demand of multilayer information distributed
storage and rapid optimization of active distribution net-
work, a hierarchical time-varying optimization tracking
algorithm was proposed in the literature [56]. Fei et al. [57]
divided the control area into self-made control area and
coordinated control area and made full use of the adjustable
equipment in the distribution network to adjust the voltage
from top to bottom. For hybrid AC/DC distribution net-
works, Haiping et al. [58] considered the source load un-
certainty and aimed to minimize the sum of expected
operating costs of prediction scenarios and sampling sce-
narios, which were decomposed into main and subproblems
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by the benders decomposition algorithm. The overall op-
timization is formed between and within regions to achieve
global optimization. In [50], for the rational zoning of active
distribution network, the distributed accelerated alternating
multiplier method was used to solve the subproblems in this
region, and the global optimal solution was obtained by
iterative optimization.

4.1.6. Participation of Power Electronic Switches in Reactive
Power Optimization of Active Distribution Network. A soft
open point (SOP) is a fully controlled power electronic
device [59], which can accurately control the active power
transmitted between the feeders connected on both sides and
provide certain reactive power and voltage support. Com-
pared with traditional voltage regulating equipment such as
an on-load transformer and capacitor bank, SOP has no

limit on the number of actions and has a fast real-time
response speed. It is more suitable for scenes with frequent
voltage fluctuations. Figure 13 summarizes the advantages of
SOP, which not only has efficient voltage regulation capacity
but also has a very wide application prospect. However,
credited to the high investment and operation cost of SOP, it
can not completely replace the traditional voltage regulating
equipment. Therefore, the coordination of SOP, tie switch,
and traditional voltage regulating equipment should be
considered in the reactive power and voltage optimization of
active distribution network.

To study the ability of soft open point to coordinate with
traditional voltage regulating equipment to control the
voltage of active distribution network, Ruonan et al. [60]
optimized the voltage of active distribution network in three
stages. In the first stage, the tap position of the on-load
voltage regulating transformer and the switching number of
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TaBLE 1: Summary of treatment methods for uncertain problems.

Method Existing advantages Potential deficiency

Stochastic optimization Discrete scenes are often of large scale and take a long
Good economy and poor robustness .

[62] time to solve

Robust optimization [63]

Distributionally robust
optimization [64] solution time is short

Scene analysis [65] amount of calculation

Monte Carlo simulation
[66]

Probabilistic clustering
[67]

Chance constrained
programming [68]
Time-division
optimization [69]

Accurate conclusion

uncertain factors

Strong robustness and low sensitivity of the optimal
solution to parameter changes

The economy and robustness are good, and the

Avoid complex modelling processes and reduce the

Reduce the amount of calculation

Good applicability and strong robustness
Highlight the overall change characteristics of

Difficult to solve directly

For the problem of uncertainty in a single time, the
research on data correlation between multiple time
periods is insufficient

There are errors
Low efficiency
Complex modelling
Optimization results are affected by random factors

The method of time-division may be subjective

According to the subjective preference of decision-

Interval optimization [70] makers, give flexible consideration to optimality and

robustness
Fuzzy set theory [71]

Rough set theory [72] objective

Strong processing capacity
Without any prior information, the description is

Slow operation speed

Lack of systematicness
Limitations: it may not be able to fully and effectively
describe uncertain problems

the capacitor bank was adjusted. In the second stage, the
active power and voltage reactive droop curves of SOP are
optimized. In the third stage, the SOP reactive power output
is dynamically adjusted in real time. Further considering that
SOP and network reconfiguration participate in voltage
optimization together, Pengwei et al. [61] established SOP
feedback rolling optimization control model based on model
predictive control and used mixed-integer second-order
cone programming method to solve the coordinated opti-
mization of SOP and network reconfiguration. Yuanquan
et al. [51] established a multiperiod active reactive power
coordinated optimal operation model considering flexible
multistate switches and ADN and fully coordinated the
configuration of flexible switches and adjustable factors in
active distribution network. From the published research
results, it can be seen that there is still much room for
improvement in reactive power optimization of ADN
through joint coordination between SOP and traditional
voltage control equipment.

4.2. Methods for Dealing with Uncertainties in Active Dis-
tribution Network. Renewable distributed generation and
time-varying loads of different properties are connected to
the distribution network, and their uncertainty significantly
affects the power supply reliability of the distribution net-
work [54]. Common methods to deal with multiple un-
certain factors in the distribution system include the scene
analysis method, Monte Carlo simulation method, proba-
bility clustering method, opportunity constrained pro-
gramming method, robust optimization method, and time-
division optimization method. Table 1 briefly analyzes the
advantages and disadvantages of the above treatment
methods.

4.3. Reactive Power Optimization Algorithm. The reactive
power and voltage optimization problem of active distri-
bution network is a multidimensional nonlinear problem
with multivariable and multiconstraints [73, 74]. How to
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deal with the nonlinear objective function, improve the
convergence of optimization algorithm, and realize accurate
control has always been the focus of research.

Credited to the high investment and operation cost of
SOP, it can not completely replace the traditional voltage
regulating equipment. To the rapid development of com-
puter technology and mathematical theory, there are more
and more new reactive power optimization algorithms,
which can be divided into three categories: traditional op-
timization algorithms, intelligent optimization algorithms,
and hybrid optimization algorithms.

Table 2 summarizes the advantages and disadvantages of
various basic optimization algorithms in detail. With the
high proportion of power electronic devices, new energy
generation, and flexible loads connected to the distribution
network, a single optimization algorithm can no longer meet
our expectations for solution speed, accuracy, convergence,
and robustness. In the optimization process, the improved
intelligent optimization algorithm or hybrid optimization
algorithm is usually used to obtain the optimal solution.

5. Prospect of Further Research

To promote the efficient utilization of renewable distributed
generation, active distribution network extends the con-
trollable objects to distributed energy including RDG, en-
ergy storage, and controllable load. In recent years, the
reform of the electricity market and the popularization and
application of new technologies such as the Internet,
communication technology, and intelligent electricity will
bring about a series of new problems as well as advanced
problems in the active distribution network.

5.1. Multi-Energy Cooperative Reactive Power Optimization
Control. The energy Internet is a multi-energy coupling,
represented by the integrated energy system, which expands
the power network in space, connects different regional
power grids, and realizes the cross-regional consumption of
different types of new energy in different regions. Dynamic
reactive power optimization is the fundamental means to
improve the voltage stability of ADN. At present, the
contents to be studied include a variety of heterogeneous
energy coupling mechanisms and methods, the interaction
of multiple heterogeneous energy sources at different time
scales, capability evaluation, and practical application of
various heterogeneous energy sources in reactive power
optimization.

5.2. Source Load Supply Demand Interaction to Participate in
Reactive Power Optimization. Under the condition of energy
Internet, to realize the integration of electric vehicles, in-
telligent transportation, and smart grid, it is necessary to
control its charge and discharge behaviour on two-time-
scales: vehicle guidance before connecting to the grid and
charge and discharge control after connecting to the grid.

At present, the research and application of the business
model and the market mechanism of the interaction between
electric vehicles and the power grid are still in their infancy.
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How to establish the market mechanism in terms of elec-
tricity price, auxiliary service price, renewable energy carbon
tax, and so on should be considered. This is of great sig-
nificance for the interactive voltage optimization between
users and power grid supply and demand.

5.3. Application of New Power Electronic Equipment in Re-
active Power and Voltage Optimal Control of Active Distri-
bution Network. At present, power electronics have shown a
diversified development period: the development of devices
is mainly full control hybrid module devices and wide
bandgap devices. Power electronic devices have been able to
meet more application requirements of active distribution
network, with more multifunctional converters composed of
multiple conversion units and more forms of multiport,
multilevel connection, multiflow direction, and multiform
power conversion. The application of new power electronic
equipment in reactive power optimization is the key point of
future research.

5.4. Intelligent Reactive Power and Voltage Control of Active
Distribution Network. Under the guidance of the concept of
the smart grid, the informatization level of the entire power
system has been significantly improved. By integrating
network, computing, and physical resources, the informa-
tion physics system makes each module and subsystem in
the system work and cooperate so that the resources of the
system can be allocated organically and the operation effi-
ciency can be improved.

In the future, the energy network structure in China will
continue to be optimized. Low carbon and energy conser-
vation are important prerequisites for the development of
ADN. Active distribution network will gradually become
intelligent with the development of information physical
systems. Two aspects need to be studied: one is to use the
information physical system technology to realize the data
and transparency of energy resources, and the other is to use
the data information provided by the information physical
system to improve the reactive power and voltage operation
level of active distribution network.

6. Conclusion

This paper introduces the characteristics of active distri-
bution network with renewable distributed generation and
time-varying load and introduces the principle and appli-
cation of source load participation in voltage regulation in
active distribution network, and it reviews the modelling
methods of reactive power and voltage optimization in active
distribution network. Summary and analysis of the mod-
elling methods of reactive power optimization are carried
out in six aspects: multi-timescale, network reconstruction,
active and reactive power coordination optimization, model
predictive control, hierarchical zoning of distribution net-
work, and participation of power electronic switches in
reactive power regulation. The methods of dealing with
uncertain factors in the process of reactive power optimi-
zation are briefly described, and the pros and cons of reactive
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power optimization algorithms are compared and analysed.
The development direction of reactive power and voltage
control technology in active distribution network in the
future is prospected at last.

Nomenclature

RDG: Renewable distributed generation
ADN: Active distribution network

EVs:  Electric vehicles

MPC: Model predictive control

SOP:  Soft open point.
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