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A successful Internet of things (IoT) environment requires
standardization that contains interoperability, compatibility,
reliability, and effectiveness of the operations on a global
scale. The rapid growth of the IoT causes a sharp growth of
data. Enormous amounts of networking sensors are con-
tinuously collecting and transmitting data to be stored and
processed in the cloud. Such data can be environmental data,
geographical data, astronomical data, logistic data, and so
on. Mobile devices, transportation facilities, public facilities,
and home appliances are the primary data acquisition
equipment in IoT. The volume of such data will surpass the
capacities of the IT architectures and infrastructure of
existing enterprises and, due to real-time analysis character,
will also greatly impact the computing capacity. Manage-
ment of these increasingly growing data is a challenge for the
community in general. Due to the generation of big data by
IoT, the existing data-processing capacity of IoT is becoming
ineffective, and it is imperative to incorporate big data
technologies to promote the development of IoT. It is im-
portant to understand that the success of IoT lies upon the
effective incorporation of big data analytics. The widespread
deployment of IoT also gives a challenge to big data com-
munity to propose new techniques since both big data and
IoT are interdependent themselves. On the one hand, the
widespread deployment of IoT provides data both on
quantity and on category, thus providing the opportunity for
the application and development of big data; on the other
hand, the incorporation of big data analytics in IoT si-
multaneously accelerates the research advances and business
models of ToT.

This special issue provides some exciting papers in this
area covering topics like the fault tolerant mechanism for big
data applications using the cloud, hybrid parallel load-bal-
ancing algorithm for big data application, privacy-pre-
serving service recommendation over sparse data, and
genetic algorithm for the coevolution of meteorological data
in the industrial Internet of things.
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At present, the Internet of Things (IoT) has attracted more and more researchers' attention. Electromagnetic scattering calculation
usually has the characteristics of large-scale calculation, high space-time complexity, and high precision requirement. For the
background and objectives of complex environment, it is difficult for a single computer to achieve large-scale electromagnetic
scattering calculation and to obtain corresponding large data. Therefore, we use Finite-Difference Time-Domain (FDTD) combined
with Internet of Things, cloud computing, and other technologies to solve the above problems. In this paper, we focus on the FDTD
method and use it to simulate electromagnetic scattering of electrically large objects. FDTD method has natural parallelism. A
computing network cluster based on MPI is constructed. POSIX (Portable Operating System Interface of UNIX) multithreading
technology is conducive to enhancing the computing power of multicore CPU and to realize multiprocessor multithreading hybrid
parallel FDTD. For two-dimension CPU and memory resources, the Dominant Resource Fairness (DRF) algorithm is used to
achieve load balancing scheduling, which guarantees the computing performance. The experimental results show that the hybrid
parallel FDTD algorithm combined with load balancing scheduling can solve the problem of low computational efficiency and

improve the success rate of task execution.

1. Introduction

The rapid growth of the IoT causes a sharp growth of data.
Enormous amounts of networking sensors are continuously
collecting and transmitting data to be stored and processed
in the cloud [1, 2]. Such data can be remote sensing data,
geographical data, and astronomical data. Radar is one type of
the important remote sensing data, which plays a significant
role in the society. Radar raw echo data must meet specific
conditions on radar system design, imaging processing algo-
rithm, geometric distortion correction, and other occasions.
If these data are obtained through flight radar carrier, the cost
is too high. Therefore, it is an important solution to obtain the
required echo data through signal simulation [3]. The main
method of obtaining echo data depends on the development
of computational electromagnetics.

The core problem of electromagnetic computing is to
achieve high precision and high efficiency calculation and to

ensure accuracy while reducing costs. Traditional distributed
computing and parallel computing methods use accumulated
CPU resources in local area networks to achieve high-
performance collaborative computing. However, the electro-
magnetic computing tasks that need to be solved are becom-
ing more and more complex. Exploring elastic computing
based on Internet of Things and cloud computing technology
has become an economical, feasible, and efficient solution
[4, 5]. After evaluating the characteristics of computational
tasks with predictive learning model, it can schedule compu-
tational resources and improve computational efficiency and
success by using adaptive load balancing method [6-9].

The calculation accuracy and stability conditions restrict
the discrete size of FDTD in time and space. When calcu-
lating electrically large objects, especially, the serial FDTD
method cannot meet the requirements in engineering
because of the long time and excessive memory require-
ments [10, 11]. Therefore, expanding the calculation scale and


https://orcid.org/0000-0001-6135-3174
https://orcid.org/0000-0002-3595-0001
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2019/7309431

reducing the calculation time becomes the key to scattering
calculation and simulation.

Aiming to solve the above problems, our novelties in this
paper are as follows:

(1) POSIX multithreading technology is utilized to
improve the computing power of multicore CPU.

(2) The DRF algorithm is used to achieve load balancing
scheduling; this can guarantee the computing perfor-
mance.

(3) We design a novel calculation and exchange strategy
in the same time to save computing time.

Based on the characteristics of FDTD suitable for parallel
computing, a parallel FDTD method based on MPI (MPI:
Message Passing Interface) and POSIX (POSIX: Portable
Operating System Interface of UNIX) is proposed. Taking
the resource called and load balancing allocation in the
COW (COW: Cluster of Workstation) into consideration, the
DRF (DRF: Domain Resource Fairness) algorithm is adopted
to achieve load balancing scheduling for electromagnetic
computing tasks in terms of CPU and memory resour-
ces.

2. The Basic Principle of
Parallel FDTD Algorithm

2.1. Maxwell’s Equations. The FDTD algorithm was pro-
posed by Yee in 1966. The starting point of FDTD algo-
rithm is that the curl equation in Maxwell equation is
differentiated and the electromagnetic field is discretized
in space and time. Therefore, when deriving the FDTD
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equation, only two curl equations [12] need to be considered,
namely,
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The spatial arrangement of the discrete electric and magnetic
fields in the FDTD is shown in Figure 1.

2.2. FDTD Iteration Formula. In Cartesian coordinates, (3)
and (4) are deduced. Taking (3) as an example, the three-
dimensional FDTD iteration formulas are obtained.

)

+CB(m)-l £ Ay

In (5), the coefficients are related to the medium parameters
and the discrete parameters. It can be seen from Figure 1 and
(5) that each magnetic field component is surrounded by four
electric field components. Similarly, each electric field com-
ponent is surrounded by four magnetic field components,
and the electric field and the magnetic field are alternately
sampled in time series, sampling interval. It is half a time step
away from each other so that it can be solved iteratively in
time [12].

2.3. Parallelism of FDTD Method. The electric/magnetic field
values of each grid are only correlated with the magnetic
/electric field values of the adjacent grid. Therefore, a com-
plete computational domain can be divided into several

Az

subdomains to exchange data of tangential fields at the
boundary of adjacent subdomains. There is no correlation
between the grid points in the subdomain and other sub-
domains, and each subdomain can execute independent-
ly.

Firstly, the electric field component is calculated. As
shown in Figure 2, at the N time step, the four magnetic
fields needed to calculate E, in subregion 1 are within the
region 1, so the calculation of E, can be performed correctly
without any additional operation. However, for E, located on
the boundary of region 1, the four magnetic fields H, needed
are located in subregion 2. So, at the N — 1/2 time step, H,
must be passed from subregion 2 to subregion 1 to sure that
E, on the boundary of region 1 can be iterated correctly.
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TasLE 1: MPI Function and Description.

Function Name

Description

MPL_Init( )
MPI_Comm_size( )
MPI_Comm_rank()
MPI_Send( )
MPI_Recv( )
MPI_Finalize ()

Start MPI computing environment
Number of parallel processes

Self-process identification number

Send a message to the numbered process
Receive messages from a numbered process
End MPI running environment

\ &5

F1GURE 1: Discrete Yee Cellular of FDTD.

Similarly, at the N+1/2 time step to calculate the magnetic
field component H,, on the boundary of subregion 2, it needs
the electric field component E, on the boundary of subregion
1 of the N time step. So, when E, is computed, E, must be
passed from subregion 1 to subregion 2 to ensure the correct
iteration of H,. It is through the alternating transmission
of electric and magnetic fields in time that the correct
iteration of field components on the boundary of each sub-
region is ensured, and the parallelization of the algorithm is
realized.

The field value exchange process based on domain de-
composition parallel algorithm has the typical characteristics
of message transmission, so it is very convenient to imple-
ment network parallel operation in the cluster of microcom-
puters by means of MPI communication function.

3. MPI Function Libraries and Local Area
Network Configuration

3.1. Common Library Functions and Communication Modes of
MPI. MPTlis one of the standards for message passing parallel
programming. MPI provides a library that can interface
with C language [13]. In parallel computing, there are six
common used functions, including starting and ending the

MPI environment, identifying process, and sending and
receiving messages. In the MPI program, each node has a
unique process identification number. The master node allo-
cates computing tasks according to the process identification
number. Different processes, that is, nodes, perform different
tasks in parallel, and each node uses the MPI_Comm_rank()
function. It obtains its own process identification number and
runs this process. At the same time, exchanged data between
each process is required to realize parallel computing of the
program [14]. The detailed explanation of function is shown
in Table 1.

MPI provides two communication modes: blocking com-
munication mode and nonblocking communication mode.

Blocking Send. The process is allowed to continue executing
the next statement only after it is determined that the message
has been sent to the message buffer.

Block Receive. Unless the message is received accurately in the
message buffer, the process terminates the pending state and
continues to execute the next instruction.

For the blocking mode, if the frequency of communica-
tion operation calls and the time of calls are too high or too
long, the computing unit will be waiting for interruption long
time, and the computing resources will not be fully utilized,
thus reducing the calculation efficiency.

Nonblocking Send. It sends the primitive to inform the
system that the message has been in the message buffers and
then return. The sending process can continue to perform
subsequent work without waiting for the system to actually
send the message.

Nonblocking Receive. The primitive will be received and
returned regardless of whether there is a notification of
sending the primitive in the message bufter.

In nonblocking message transmission, while a message is
sent or received accurately, the system will use interruption
signal to inform the sender or receiver. Before that, the system
can periodically query, suspend the process, or execute other
instructions, achieving overlap between computation and
communication, thereby, improving the computational effi-
ciency of the system. However, using nonblocking messaging
will make program debugging difficult.

3.2. Local Area Network Configuration and Structure. MPI-
based parallel computing needs to build a computing net-
work. The typical parallel computing structure of cluster is
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FIGURE 3: Network topology for parallel computing.

usually used to build MPI computing network, as shown in
Figure 3.

4. Several Key Problems in
Parallel FDTD Programming

4.1. Computational Region Segmentation of Parallel FDTD.
Before parallel FDTD computation, it is necessary to divide
the computational region of electromagnetic field into several

Wireless Communications and Mobile Computing

0,2area received H y

1,3area received E,

@c, “4H, Pu,

0,2area received H, 1,3area received E,,

Computation regions

Segmentation regions

FIGURE 4: Divided according to the three-dimensional mode.

computational subregions according to certain topological
rules [15]. Each computing node in the cluster calculates
one or several subregions. The electromagnetic data on the
boundary surface is exchanged amongst nodes. Finally the
master node collects these electromagnetic fields and saves
them in the data file. Generally, spatial topological structures
can be divided into one-dimensional, two-dimensional, and
three-dimensional structures. In this experiment, the com-
putational area is divided into three-dimensional, as shown
in Figure 4.

4.2. Load Balancing amongst Nodes. Load balancing is the
main indicator to measure the performance of a cluster
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Task request queue buffer

Analysis task request
module

) (

Cluster task management
module

{

Load balancing
scheduling module

)%

Output of scheduling results

FIGURE 5: Resource scheduling principle diagram.

system, which refers to the allocation of computing tasks
amongst nodes, so that each process can complete computing
tasks at the same time, thus reducing the maximum running
time of the process. For resource scheduling for large-scale
electromagnetic computing tasks, achieving load balanc-
ing is more important. Load balancing amongst resources
ensure that resources are not overloaded, thereby, improving
resource performance, improving the successful execution
rate of electromagnetic computing tasks, and improving the
performance of high-reliability resource scheduling mech-
anisms. Load balancing can be implemented in parallel
programming, which effectively reduces the running time of
parallel programs and improves the speedup and program
performance [16].

This paper mainly focuses on the two dimensions of CPU
and memory resources. The load balancing DRF (Dominant
Resource Fairness) algorithm is used to design the scheduling
mechanism to achieve load balancing scheduling for elec-
tromagnetic computing tasks. The resource scheduling block
diagram is shown in Figure 5.

According to the above principles and Figure 4, the clus-
ter task management module collects the status information
of electromagnetic computing platform resources, extracts
information such as CPU utilization rate and memory utiliza-
tion rate of each cluster resource, and reports it to the electro-
magnetic computing platform control centre which provides
the corresponding resource acquisition interface. The task
request processing module receives allocation request from
the electromagnetic computing platform control centre. The
dispatching request sent by the control centre parses and
operates different types of computing tasks, generates corre-
sponding sequence of task requests, and reports to the load
balancing scheduling module. Based on the above, we can get
the flow chart of the whole process as shown in Figure 6.

Start

Task request

Analysis task request

Real-time access to resource
status (CPU utilization,
memory utilization)

L

Perform load
balancing scheduling

L

Output calculation
results

End

FIGURE 6: Resource scheduler flow chart.

4.2.1. Building System Model. The experiment is conducted
on Homogeneous Network Environments. In theory, it can
be assumed that the total amount of computing tasks is T}, ;.
The total number of nodes is N and each node’s RAM is M
in the cluster. The total resource is N processors and N = M
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L

L

Waiting for the rest of the electric
field data exchange to complete

Update the electric field and electric
boundary at the junction

L

Update the magnetic field and
magnetic boundary at the junction

Updating the electric field and
electric boundary of the remaining
positions

Exchange junction
electric field

Updating the magnetic field and
magnetic boundary of the remaining
positions

Exchange junction
magnetic field

Waiting for the completion of the
exchange of electric and magnetic
fields required for calculating far field

Waiting for magnetic field exchange
to complete

Calculating far field

FIGURE 7: Flow charts of programs computing and exchanging data simultaneously.

RAM number. Suppose they are all involved in computing.
Then the amount of tasks assigned to each computing node
isTy:

T
T = total (6)
NTTN
In the heterogeneous network, resource of each node is
different. Assuming that there are k nodes performing com-
putational tasks, the amount of resources allocated to K nodes

is Ty, T,, ..., T, respectively. The total amount of computing
tasks is T}, The coeflicients of the tasks allocated by each
node are &;, @, ..., &g. The processor number of each node
is (¢;,¢p - ,¢) and the RAM number of each node is

(my,my, - ,my). S = Zf:l ¢ * m;. The DRF algorithm can
be used to give a fair strategy considering multiresource load

balancing. The optimization equation is as follows:

max (T, T,,...,Ty)

k
ZTz < Ttotal
i=1

7
zk:tx,-T,- <S 7

where max denotes the maximum resource allocation. The
first inequality constraint is that it cannot exceed the total
number of the tasks. The second inequality constraint is that it
cannot exceed the total resource number. Equality constraint
represents the main share of the balanced resources in two
dimensions.

4.3. Hybrid Programming of Multithreads in Nodes. In order
to make full use of the multicore of the CPU, multicore
parallel computing is implemented by using shared memory
inside a single node. In the shared memory programming
mode, the CPU can access the data in the shared memory,
and the cores of the CPU do not need to transfer data to each
other. POSIX is a portable multithreaded library. POSIX-
based Pthreads multithreading technology can implement
internal parallelism of a single node. This standard provides
a way to create and terminate new threads. The created
thread executes a given function [17]. At the same time, the
standard also provides three synchronization mechanisms for
semaphores, condition variables, and mutexes, which make it
easy to synchronize amongst threads.

When designing the program, the FDTD algorithm only
needs to exchange the electromagnetic data of a grid at the
junction of nodes. If the blocking exchange mode is adopted,
the time required for data exchange will become an additional
overhead of the program. This reduces the efficiency of
program execution. In order to improve the efficiency of
program operation, the method of simultaneous calculation
and data exchange is adopted in the design of program. The
flow chart is shown in Figure 7.

In the hybrid parallel FDTD program, the two steps of
“updating the magnetic field and magnetic boundary of the
remaining positions” and “updating the electric field and
electric boundary of the remaining positions” in Figure 6 is
the maximum calculation. Because the electromagnetic field
needed to be exchanged at the junction has only one grid
layer, the computation amount is only 1% or even smaller
than that of the whole electrically large object. Therefore, in
order to avoid creating and destroying threads frequently,
which results in alarge amount of time overhead, the program
does not destroy the threads of these two steps in the whole
iteration process. When calculating these two steps, the
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TaBLE 2: Simulation platform and simulation parameters.

Simulation Platform

Simulation Parameters

HP-Z600 graphics workstations

CPU: Inter (R) Xeon (R) CPU E5640@2.67GHz (2 processor)
RAM:8GB

OS: Windows 7 Professional Edition

incident wave: L-band
centre frequency:1.3GHz
bandwidth: IGHz
pulse width:1ps
grid size:0.023m

TABLE 3: Model information and the SAR imaging results of models.

model 3-D information (L¥W=H)(cm) Grid number Visible grid number SAR Imaging results
dumbbell 14040 376608 20899
car 440%159%138 387791 22103
Helicopter 500%510%320 662550 36991

Dl

program uses the synchronization mechanism of Pthreads
to perform multithreaded parallel computation. In the other
steps, only one thread occupies the CPU, while the other
threads wait for conditional variables.

4.4. Performance Evaluation of Parallel Computing. The per-
formance of parallel computing is usually measured by
speedup and efficiency. Suppose a serial program runs for T
time. The running time of a parallel program on p processors
is T, The definition of the speedup is [18]

T
S =1 ®)
p
TP
The definition of efficiency is
N
E, =2 (9)
"o

Here, p is the number of processors in all nodes.

5. Experimental Simulation and Data Analysis

5.1. Experimental Hardware Platform. In order to verify the
correctness and acceleration performance of the method,
the simulation experiment uses several HP-Z600 graphics
workstations to form a cluster through a Gigabit switch. Three
models are calculated: dumbbell, car, and helicopter. The
cluster configuration is shown in Table 2.

The computed model information and the SAR imaging
results are shown in Table 3.

In the simulation process, one computer serial FDTD cal-
culation is used as the comparison reference. Three com-
puters and four computers are used for hybrid parallel
computing. The data of the calculation are recorded, as shown
in Table 4. * denotes that it cannot finish the task.

5.2. Result Analysis. Assuming that the speedup of serial
computing is1and through analysing Table 4, the conclusions
can be as follows.

(1) When using one computer to calculate serial FDTD,
the calculation time and speed of FDTD are only related to
the main frequency of CPU and its calculation ability. At this
time, the Windows operating system will retain some CPU
resources, so the CPU utilization cannot reach 100%, and the
actual CPU utilization can reach 90%.

(2) Under the same excitation source, the larger the size
of the object and the more grids it gets, the more memory
it needs. For the same purpose, parallel FDTD computing
requires much less memory for each node in the cluster
than serial FDTD computing, which reflects the superiority
of parallel computing. Therefore, parallel computing is an
effective method to solve the scattering problem of electrically
large objects, which requires a lot of computing resources.

(3) The computational efficiency of the program (assum-
ing that the efficiency of serial is 1) is related to the number
of nodes in the system network. Experiments show that
with the increase of the number of computing nodes, the
computational efficiency will decrease correspondingly. The
main reason why this phenomenon is appearing is that the
CPU utilization of the intermediate nodes is usually low
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after the increase of the number of computing nodes, and it
also increases the additional consumption of time when the
system exchanges data.

(4) In parallel FDTD computing, there is no limit on the
number of nodes in the network, but the experiment shows
that with the increase of the number of nodes, the computing
time is shortened and the speedup is increased, which
exactly reflects the advantages of parallel FDTD computing.
In addition, it should be emphasized that the relationship
between shortening the computing time and increasing the
number of nodes is nonlinear. With the increasing of the
number of nodes, the time needed for data exchanges in the
network takes up more CPU computing time, and it can also
explain the reason why the efficiency of the system decreases.

6. Conclusion

This paper mainly studies the hybrid parallel FDTD algo-
rithm to solve the electromagnetic scattering calculation
of electrically large objects. In the design of the program
and algorithm, the rules of calculating region partition and
load balancing algorithm are applied comprehensively. The
program achieves parallel computing in cluster and multi-
threads computing in single node. The experimental results
and analysis conclude that hybrid parallel FDTD algorithm
with load balancing can improve the computing speed and
greatly shorten the computing time. Meanwhile, the parallel
algorithm can also provide ideas and solutions for solving the
shortage of computing resources. Compared with the serial
FDTD algorithm, it has great advantages and engineering
application value.

Data Availability

The data will be perfected, so it will be released in the future.
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Service recommendation has become one of the most effective approaches to quickly extract insightful information from big
educational data. However, the sparsity of educational service quality data (from multiple platforms or parties) used to make
service recommendations often leads to few even null recommended results. Moreover, to protect sensitive business information
and obey laws, preserving user privacy during the abovementioned multisource data integration process is a very important but
challenging requirement. Considering the above challenges, this paper integrates Locality-Sensitive Hashing (LSH) with hybrid
Collaborative Filtering (HCF) techniques for robust and privacy-aware data sharing between different platforms involved in the
cross-platform service recommendation process. Furthermore, to minimize the “False negative” recommended results incurred by
LSH and enhance the success of reccommended results, we propose two optimization strategies to reduce the probability that similar
neighbours of a target user or similar services of a target service are overlooked by mistake. Finally, we conduct a set of experiments
based on a real distributed service quality dataset, i.e., WS-DREAM, to validate the feasibility and advantages of our proposed
recommendation approach. The extensive experimental results show that our proposal performs better than three competitive

methods in terms of efficiency, accuracy, and successful rate while guaranteeing privacy-preservation.

1. Introduction

With the advent of the Web of Things (WoT), tremendous
computing resources or services (e.g., web APIs) are emerg-
ing rapidly on the Web [1-4], imposing a heavy burden on
the service selection decisions of target users in education
domain. In this situation, various lightweight service recom-
mendation techniques, e.g., Collaborative Filtering (CF), are
proposed to alleviate the abovementioned service selection
burdens. Typically, by analysing the historical service usage
data (e.g., the quality data of services invoked by users), a rec-
ommender system can capture the personalized preferences
of a user and output appropriate services to him/her; this way,
complex requirements from the user could be satisfied [5-7].

However, in the big data environment, the recommen-
dation bases for educational decisions are sometimes not
centralized but are distributed across multiple platforms

[8, 9]. Considering the example in Figure 1, user u; invoked
web service ws, from platform P, and user u, invoked web
service ws, from platform P,. Thus previous service quality
values of ws, and ws, are recorded in platforms P, and P,,
respectively. In this situation, to make comprehensive and
accurate service recommendations to the target user, it is
necessary for the recommender system to integrate or fuse
the distributed educational data across platforms P, and P,
properly.

However, there are still several challenges in the above-
mentioned data integration process. First, to protect sensitive
business information [10, 11] and obey laws, platform P, is
often reluctant to share its data with P, and vice versa [12].
Such a cross-platform data sharing failure severely impedes
the subsequent service recommendations. Besides, the possi-
ble sparsity of service quality data [13, 14] stored in platforms
P, and P, often leads to few (even null) recommended
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FIGURE 1: Cross-platform service recommendation example.

results, which decreases the target user’s satisfaction degree
significantly. Namely, the robustness of the recommender
system is not as high as expected.

Considering the drawbacks, a time-efficient and privacy-
preserving neighbour search technique, Locality-Sensitive
Hashing (LSH), is employed for cross-platform service rec-
ommendations, so that the multiple platforms involved in
the distributed recommendation process can share their
data with each other efficiently and securely. Furthermore,
we combine the LSH technique with hybrid CF (ie,
HCEF, including user-based CF and item-based CF), to
propose a novel privacy-preserving cross-platform service
recommendation approach, named SerRec; g1, ycp- Benefit-
ing from the advantages of LSH in terms of search efficiency
and privacy-preservation, our proposal can achieve a good
trade-off among recommendation efficiency, accuracy, suc-
cessful rate, and privacy-preservation.

In summary, our contributions are three-fold.

(1) We integrate the LSH technique with hybrid CF to
guarantee efficient and secure data sharing between different
platforms involved in the cross-platform service recommen-
dations in a big educational data environment.

(2) Two solutions are suggested to reduce the probability
of “False negative” (i.e., high-quality recommended results
are overlooked by mistake) incurred by the inherent short-
coming of LSH and thereby increase the success ratio of
recommended list.

(3) A wide range of experiments are conducted on a real
distributed service quality dataset, i.e., WS-DREAM to vali-
date the feasibility of our proposal. Experiment results show
that our proposed SerRec; gi7, ycr @approach outperforms the
other state-of-the-art approaches.

The remainder of this paper is structured as follows.
Related work is presented in Section 2. In Section 3, we
introduce the preliminary knowledge of the LSH technique
to be used in our approach. In Section 4, we introduce the
details of our proposed privacy-preserving cross-platform
service recommendation approach, i.e., SerRec; gy, pyop- In
Section 5, a set of experiments are conducted on WS-DREAM
dataset to validate the feasibility of our proposal. Finally,
in Section 6, we conclude the paper and discuss the future
research directions.

2. Related Work

To the best of our knowledge, the existing privacy-pres-
ervation techniques adopted in the field of service recom-
mendations can be divided into the following four cate-
gories: K-anonymity, data obfuscation, data decomposition,
and Locality-Sensitive Hashing. Next, we introduce the related
work from these four perspectives, respectively.

2.1. K-Anonymity. As an effective privacy-preservation tech-
nique, K-anonymity is successfully applied in [15] to protect
the sensitive data of users. The authors in [16] recruit K-
anonymity technique to generalize the location information
that users left in the past so as to protect the users’ location
privacy when making a recommendation decision. Generally,
a larger K value often means better privacy-preservation
performance. However, when the K value becomes larger,
the availability of anonymous data would be reduced sig-
nificantly, thereby decreasing the accuracy of recommended
results.

2.2. Data Obfuscation. Random data obfuscation technique
is proposed in various applications where the real service
quality data are replaced by the obfuscated data so that the
private information hidden in real service quality data can
be protected. However, as the data used to make recommen-
dation decisions have already been obfuscated beforehand,
the service recommendation accuracy is reduced accordingly.
Differential Privacy (DP) technique is recruited in [17] to
obfuscate the sensitive service quality data by noise injection
so as to hide the real service quality data when making service
recommendation decisions. However, the time complexity
of Differential Privacy technique is often high. Besides,
when the service quality data for recommendation decisions
are updated frequently, the accumulated noise amount will
become increasingly larger; in this situation, the data avail-
ability is reduced, which influences the accuracy of returned
results to some extent.

2.3. Data Decomposition. In [18], the authors propose a
data decomposition mechanism to achieve the privacy-
preservation goal in service recommendations. Concretely,
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each sensitive quality data is transformed to be multiple
segments with less privacy information; afterwards, these ser-
vice quality segments with little privacy are sent to different
user clients for storage. Thus when a user requests service
recommendations, the multiple service quality segments kept
by each user client are integrated together for subsequent
recommendation decision-making process. As each user only
possesses multiple service quality segments from different
quality data, instead of the whole service quality data,
the sensitive information from users is secured, while this
approach still fails to secure certain privacy, for example, the
intersection of services executed by different users.

2.4. Locality-Sensitive Hashing (LSH). As an effective tech-
nique for quick neighbour search from massive and high-
dimensional data, LSH has recently been introduced into
service recommendation for privacy-preservation. In our
previous work [19, 20], the LSH technique is combined with
user-based CF to protect the sensitive service quality data
engaged in recommendation process. In [21], LSH is recruited
to build service indices in the distributed environment,
so as to reduce the cross-platform data communication
cost and improve the recommendation efficiency. However,
these LSH-based service recommendation approaches do not
consider the low successful rate incurred by the possible
sparsity of recommendation data. Moreover, they seldom
study the “False negative” recommended results as well as the
corresponding resolutions.

With the above analyses, we can conclude that exist-
ing privacy-preserving service recommendation approaches
either fall short in the efficiency and the capability of
privacy-preservation, or they probably overlook high-quality
recommended results so that the users’ satisfaction degree
is decreased. Considering these drawbacks, we integrate the
LSH technique and hybrid CF in this paper to propose a
novel privacy-preserving service recommendation approach
named SerRec; gy, pycp- The details of our proposal will be
introduced in Section 4.

3. Preliminary Knowledge

In Section 3.1, we first formulate the privacy-preserving
service recommendation problems to be addressed in this
paper. Afterwards, in Section 3.2, we briefly introduce the
rationale of the LSH technique to be used in our service
recommendation approach.

3.1. Problem Formulation. To facilitate the following discus-
sions, we introduce the symbols used in this paper below.
U={u,...,u,}and WS = {ws,, ..., ws,} mean user set and
service set, respectively; 1, and wsy,, ., denote a target user
and a target service (i.e., a service preferred by the target user),
respectively; g is a quality dimension of web services, e.g.,
response time or throughput (for simplicity, only one quality
dimension is considered in this paper); g;; denotes the quality
of g of service ws; (e WS) ever-invoked by user u; (€U) and the
q;; data are often distributed across different platforms in the
big data environment.

With the above formulation, our focused privacy-
preserving service recommendation problems can be speci-
fied more formally as follows: recommend appropriate ser-
vices from set WS to target user uy,,., based on the historical
q;; data across different platforms and meanwhile protect the
real value of g;; so that the users’ private information hidden
in g;; data is still secure.

3.2. Locality-Sensitive Hashing. Locality-Sensitive Hashing
has been considered as one of the most effective techniques
for similar neighbour search due to the following two prop-
erties [22]. Here, A and B are two points in original data
space, and k(.) denotes a LSH function that is responsible for
transforming points A and B into corresponding hash values
h(A) and h(B), respectively.

Property 1. If A and B are close in original data space, then
they will be projected into the same bucket (i.e., h(A) = h(B))
after hashing with high probability.

Property 2. If A and B are not close in original data space,
then they will be projected into different buckets (i.e., h(A) #
h(B)) after hashing with high probability.

Thus, inspired by these two properties, we can utilize
the hash values h(A) and h(B) (with little or no privacy) to
evaluate the approximation degree of original points A and B,
without revealing the details of A and B. This way, the private
information of points A and B can be protected.

4. SerRec; gy, ot Service Recommendation
Based on LSH and Hybrid CF

In this section, we introduce our proposed privacy-pres-
erving service recommendation approach, i.e., SerRec; gz1, ycp-
Concretely, in Section 4.1, we utilize the LSH technique
and user-based CF to make service quality prediction; in
Section 4.2, we utilize the LSH technique and item-based CF
to make service quality prediction. Finally, in Section 4.3, we
integrate the predicted results of Sections 4.1 and 4.2 and then
make service recommendations accordingly.

4.1. Service Quality Prediction Based on LSH and User-
Based CF. In this subsection, we utilize user-based CF
and LSH to look for a target user’s similar neighbours
(denoted by set Neighbour_set(u,,,,)) in a privacy-aware
and scalable manner, and then the method makes service
quality prediction based on the derived similar neighbours
in Neighbour_set(t4,5,.)-

First, for any ueU, the quality data over dimension ¢ are
simply converted into an n-dimensional quality vector u =
(@u1> - > Gu,q)- Here, q,,; denotes the quality value of q of ws;
invoked by user u (typically, q,,; = 0 if user u did not rate ws; in
the past) and n is the number of candidate web services. Next,
we introduce how to utilize the LSH technique to transform
vector % with much private information into corresponding
user index h(u) with little privacy, based on a pre-selected
LSH function h(.).



Concretely, the concrete forms of LSH function h(.)
heavily rely on the “distance” for user similarity measure-
ment; in other words, different types of similarity “distance”
correspond to different kinds of LSH functions. The Pearson
Correlation Coefficient (PCC) is often utilized to calculate
user similarity in existing recommender systems, so we
choose the LSH function corresponding to the PCC distance
in this paper. More concretely, the LSH function h(.) in (1) is
adopted [23]. Here, V is an n-dimensional vector (v, ..., v,),
where v; (1 <j < n) is a random value in the range [-1, 1];
symbol “o” represents the dot product between two vectors.
This way, through (1), we can transform # with much privacy
into a Boolean value h(u) with little privacy.

h(u) = @

As LSH is essentially a probability-based similar neigh-
bour search technique, one hash function h(.) is often not
enough for finding the similar neighbours of a target user
accurately. In view of this observation, we amplify the perfor-
mance of LSH by adopting r hash functions {h,(.),..., h.(.)}
and L hash tables {Table,, ..., Table;} into the similar neigh-
bour search processes. Concretely, in each hash table, we can
build an index for user u, denoted by H(u) = (h, (1), .. ., h,.(u)).
Furthermore, two users u; and u, are regarded as similar
iff condition in (2) holds, where H (1) and H (u,) denote
the indices of u; and u, in the x-th hash table (i.e., Table,),
respectively.

Ix e {1,...,L}, satisfyH, (u,)=H, (u,) (2)

Likewise, for the target user, i.e., ;,,,;, We can calculate
his/her user index value H, (uy,.,,) in Table, (x =1, ...,
L), according to the same LSH functions and LSH tables.
Then, through the condition in (2), we can determine
the similar neighbours of u,,, and put them into set
Neighbour set(u4;,,,,). The pseudocode of the above neigh-
bour search process is presented in Algorithms 1 and 2, where
Algorithm 1 is used to build the L hash tables for users oftline
and Algorithm 2 is used to search for the similar neighbours
of the target user.

However, as LSH is a probability-based neighbour finding
technique, the “False negative” search results are inevitable.
In other words, some similar neighbours of a target user may
be overlooked by mistake according to the abovementioned
LSH-based neighbour search process. In view of this draw-
back, we propose two optimization strategies to reduce the
“False negative” probability and improve the successful rate
of neighbour search. Next, we introduce these two strategies,
respectively.

Strategy 1 (neighbour propagation (for users)). The neigh-
bour relationship between different users is essentially
depicted by the similarity of user preferences, while the latter
(i.e., user preference similarity) obeys a kind of propagation
rule. Let us consider the example in Figure 2 where three
users {u,, u,, us} and four web services {ws,, ws,, ws;, ws,}

Wireless Communications and Mobile Computing

are present. The user-service ratings (1#5#) are shown in Fig-
ure 2(a), according to which we can determine the neighbour
relationship between u, and u, as well as the neighbour rela-
tionship between u; and u5. In this situation, we can infer that
u, and u; are possible neighbours (marked with dotted line
in Figure 2(b)) as both of them hold the same or similar pref-
erences with u;, although u, and u; are not direct neighbours
based on the user-service rating data in Figure 2(a). This
way, through the neighbour propagation rule illustrated in
Figure 2, we can find more possible neighbours of a target user
(in an indirect manner) so as to reduce the “False negative”
probability.

Next, we introduce how to integrate the neighbour
propagation strategy (for users) into the abovementioned
LSH-based neighbouring user search process. Concretely, if
users 4, and uy,,,., are projected into an identical bucket in
any of the L hash tables {Table,, ..., Table;} and users u, and
u,, are projected into an identical bucket in any of the L hash
tables, then according to the neighbour propagation strategy
(for users), we can infer that u, is a possible neighbour of
Ugarger and put uy, into Neighbour_set(u;,,,,). The pseudocode
of Strategy 1 is presented in Algorithm 3.

Strategy 2 (condition relaxation for neighbour search (for
users)). According to the inherent characteristic of the LSH
technique, the number of hash functions (i.e., r) plays an
important role in the neighbour search process. Generally,
a larger r value often means stricter filtering condition for
neighbour search and thereby leads to higher probability of
“False negative” search results. Considering this, we relax
the search condition for neighbours of the target user to
reduce the “False negative” probability. Next, we introduce
the concrete condition relaxation process.

According to the neighbour search condition in (2), u;
is regarded as a neighbour of u,,,., iff H(u;) = H(ug.,)
holds in any hash table, where H(u;)= (h,(u,), ..., h(u;))
and H(ugrge) = (hy(Uggrger)s - o No(Uhgarger)). Namely, all the
r bit values in H(u;) are required to be equal to the r
bit values in H(u,,), respectively. Hence, to relax the
search condition for neighbours of u,,,, and guarantee
high similarity between u,,,, and his/her neighbours u;,
one bit difference between the indices of u,,, and u; is
permitted.

For example, if H,(t4;4,0¢) = (1, 1, 1) holds in hash table
Table,, then the neighbour u;’s index in Table, is permitted
to be (0,1, 1) or (1, 0, 1) or (1, 1, 0). In other words, any
user whose index is equal to (0, 1, 1) or (1, 0, 1) or (1, 1, 0)
is a possible neighbour of u,,,,,,. This is the main idea of our
proposed search condition relaxation strategy (for users). The
pseudocode of Strategy 2 is presented in Algorithm 4, where
H. (t441ge1) denotes the relaxed search condition (i.e., k-th bit
is different from that of H,(ue)) fOT 14y, in Table; for
example, if H,(4y,01) = (1, 1, 1), then H, (ty5,01), = (1, 0, 1)
holds.

Through Strategies 1 and 2, we can obtain an enlarged set
of neighbours of the target user, i.e., Neighbour_set(iyg)-
Next, we make service quality prediction based on the
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(a) User-service rating (b) Neighbouring user
matrix propagation

FIGURE 2: Neighbouring user propagation example.

Inputs: U = {u;,...,u,,}
WS = {ws,,...,ws,}
L: number of LSH tables
r: number of LSH functions
Output: Table,, ..., Table,
For x=1,..., L do// build hash tables {Table,, ..
For k=1,...,rdo
Fori=1,...,mdo
Build user sub-index h; (1;) based on random LSH function k()
Fori=1,...,mdo
Build user index H,(u;) = (h; (u;), .. ., h,(1;))
Return hash table Table, constituted by all the “u; — H,(1;)” mappings

., Table,} offline

ALGORITHM l: User-hash-table-building (U, WS, L, r).

Inputs: u,,,., // a target user
TB = {Table,, ..., Table,}
Output: Neighbour_set(11;,,4,,)
For x=1,...,L do
Find the bucket bt corresponding to H,(u4,,,,.,) in Table,
If u; € btand u; # Uy
Then put u; into Neighbour_set(u1,,,,;)
Return Neighbour_set(u;q.,)

ALGORITHM 2: Neighbouring-user-search (u4;,,,, TB).

elements in Neighbour_set(u,,,.,). Concretely, for web service

ws; never invoked by u,,,,., before, its predicted quality over

dimension g by 14,4, denoted by gy, ;> can be calculated by
1

|N eighbour _set (umrget) |

qturget,j =

(3)
* Z qi,j

u;€Neighbour _set(t;4r0r)

4.2. Service Quality Prediction Based on LSH and Item-
Based CF. Similar to Section 4.1, in this subsection, we first
utilize item-based CF and LSH techniques to look for the
similar services (named “neighbouring services”) of target
Service ws,,,; (denoted by set Neighbour_set(wsyy,q,,)) in a
privacy-aware and scalable manner, and the techniques then
make service quality predictions based on the elements in
Neighbour_set(Wws,y)-

First, for any web service ws; € WS, its historical quality
data over dimension q ever-invoked by users can be specified

by an m-dimensional vector w_s; = (4> - - qm;j)> where g;; (1
< i< m) denotes the quality value of q of service ws; invoked
by user u; and m is the number of users. Next, we utilize
the LSH technique to transform ws, with private information
into a corresponding service index h(ws;) with little privacy,

based on the random LSH function k() in (1). Here, ¥ is an
m-dimensional real vector (vy, ..., v,,), where v; (1< i< m)is
a random value in the range [-1, 1].

This way, we can transform ws, with much privacy into a
Boolean value h(ws;) with little privacy.

Likewise, we amplify LSH through integrating r hash
functions {h,(.),...,h,()} and L hash tables {Table,,...,
Table;}. Then, in each hash table, we build an index for
service ws;, denoted by H(wsj) = (hl(wsj), - h,(wsj)).
Furthermore, two services ws; and ws, are regarded as
neighbouring services if the condition in (4) holds where
H, (ws,) and H,(ws,) denote the indices of services ws, and
ws, in the x-th hash table (i.e., Table,), respectively.

Ix e {l,...,L}, satisfy H, (ws,) = H, (ws,) (4)

Then, through (4), we can find out the neighbouring
services of ws,,,.. and put them into Neighbour_set(Ws;s,ge;)-
Note that if multiple target services are present, then it is
necessary to repeat the above process for each target service
to discover all the qualified neighbours. The pseudocode is
presented in Algorithms 5 and 6, where Algorithm 5 is used
to build the L hash tables for services offline and Algorithm 6
is used to search for the neighbouring services of the target
service (repeat Algorithm 6 if multiple target services are
present).
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Inputs: U = {u,,...,u,,}
Uygger /1 @ target user

For each u, € Neighbour_set(ui,,,,,) do
For each u;, € Neighbour_set(u,) do
If u, ¢ Neighbour set(u;,.)

Return Neighbour_set(,;,.)

Neighbour _set(u;) // before neighbour propagation (for users)
Output: Neighbour_set(u,,,,,) // after neighbour propagation (for users)

Then put u,, into Neighbour_set(t4;,q.,)

ALGORITHM 3: Neighbouring user search based on Strategy 1.

Inputs: U = {u,,...,u,,}
Upareer /1 @ target user
TB = {Table,,...,Table }
Output: Neighbour set(u,,,,,) // after condition
For x=1,...,L do
For k=1,...,r do

Hx(utarget) = Hx(utmget)k

Return Neighbour_set(u;,q.,)

Neighbouring-user-search (u,,,., TB) // Algorithm 2

relaxation for neighbour search (for users)

ALGORITHM 4: Neighbouring use

However, similar to Section 4.1, “False negative” search
results are also inevitable; in other words, certain real neigh-
bours of a target user are probably deemed as non-neighbors.
Considering the drawback, Strategies 3 and 4 (actually the
variants of Strategies 1 and 2 in Section 4.1) are proposed to
reduce the “False negative” probability.

Strategy 3 (neighbour propagation (for services)). Let’s con-
sider the example in Figure 3 where four users {u;, u,, u3, u,}
and three web services {ws,, ws,, ws;} are present. The user-
service ratings (1% ~5%) are shown in Figure 3(a), according to
which we can determine that ws; and ws, are neighbouring
services and ws, and ws; are neighbouring services. In this
situation, we can infer that ws, and ws; are possible neigh-
bouring services (marked with dotted line in Figure 3(b)).
Thus through the propagation rule illustrated in Figure 3, we
can obtain more neighbouring services of a target service so
that the “False negative” probability is reduced.

Next, we introduce how to integrate the neighbour
propagation strategy (for services) into the abovementioned
LSH-based neighbouring service search process. Concretely,
if services ws, and ws,,,,, are projected into an identical
bucket in any of the L hash tables {Table,, ..., Table;} and
services ws, and ws, are projected into an identical bucket
in any of the L hash tables, then according to the neighbour
propagation strategy (for services), we can infer that ws,, is
probably a neighbouring service of sy, and hence put ws,
into Neighbour_set(ws,,q.,). The pseudocode of Strategy 3 is
presented in Algorithm 7.

r search based on Strategy 2.

Strategy 4 (condition relaxation for neighbour search (for ser-
vices)). Similar to Strategy 2, in Strategy 4, we relax the search
condition for neighbouring services of the target service
to reduce the “False negative” probability of search results.
Concretely, according to the neighbouring service search
condition in (4), service ws; is regarded as a neighbouring
service of W, iff all the r bit values in H(ws;) are equal to
the r bit values in H(wsy,,,,), respectively. Therefore, to relax
the search condition for neighbouring services of ws;,,, and
meanwhile guarantee the high similarity between ws,,,,., and
its neighbouring services ws;, one bit difference between the
indices of wsy,,q,, and ws; is permitted.

For example, if condition H,(ws.) = (1, 1, 1) holds in
hash table Table,, then any service whose index is equal to (0,
1,1) or (1,0, 1) or (1,1, 0) is a possible neighbouring service of
WSyqer- This is the main idea of our proposed search condition
relaxation strategy (for services). The pseudocode of Strategy
4 is presented in Algorithm 8, where H (w5, )c denotes the
relaxed search condition (i.e., the k-th bit is different from
that of H, (wsyq.)) for wsyy,e,, in Table,; e.g., H (WSager); =
(1,0,1) holds if H,(ws;4,ger) = (1, 1, 1).

Through Strategies 3 and 4, we can obtain an enlarged
set of neighbouring services of the target services, i.e.,
Neighbour_set(ws,,,,). Next, for each service ws; never
invoked by ;. its predicted quality over dimension g
rated by u;,,,, denoted by gy, is calculated by equa-
tion (5) where ws; €Neighbour_set(Wsyager). Here, Gyapger targer
denotes the real service quality of ws,,,, observed by
Uparger- Furthermore, if service ws; appears multiple times in
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Inputs: U = {u,,...,u,,}

WS = {ws,,...,ws,}

L: number of LSH tables
Output: Table,, ..., Table,

For k=1,...,r do
Forj=1,...,n do

Forj=1,...,n do

r: number of LSH functions

For x=1,..., L do//build hash tables {Table,, ..

Build service sub-index hk(wsj) based on random LSH function A, (.)

Build service index Hx(wsj) = (hy(
Return hash table Table, constituted by all “ws; — H, (ws;)” mappings

ws), .. b (ws,))

., Table,} offline

ALGORITHM 5: Service-hash-table-building (U, WS, L, r).

Inputs: ws,,,,, // a target service
TB = {Table,, ..., Table;}
Output: Neighbour_set(ws,, ;)
For x=1,...,L do
Find the bucket bt corresponding to H,(ws,,,,) in Table,
If ws; € bt and ws; # ws,,,g

J

Then put ws; into Neighbour_set(ws ;)

Return Neighbour_set(ws ;)

ALGORITHM 6: Neighbouring-service-search (ws,,, ... TB).

Neighbour_set(ws,,,.,), then the average predicted quality is
adopted.

qmrget, Jj = qtarget,target (5)

4.3. Aggregation of Predicted Service Quality and Service
Recommendation. We aggregate the two pieces of quality
data predicted by (3) and (5) into a comprehensive quality in
(6). Here, q,,,,, and gjy,,,, denote the gy, ; values predicted in
(3) and (5), respectively; x and f (0 <, f<landa + S =1)
are the aggregation coefficients. At last, we choose the service
ws; whose predicted value (i.e., Gy in (6)) is the best and
return it to g,

qtarget,j =0 F ueer + ﬁ * Qitem (6)

5. Experiments

In this section, we deploy a group of experiments to validate
the feasibility of our proposed SerRec; gy, cr approach in
terms of service recommendation efficiency, accuracy, and
successful rate. Concretely, in Section 5.1, we introduce the
experiment dataset and configurations that we adopted for
experiments; in Section 5.2, experiment comparison results
are presented; in Section 5.3, further discussions are given.

5.1. Experiment Configurations. Our experiments are based
on a real distributed web service quality dataset WS-DREAM

[24] that collects real-world service quality data from 339
users on 5825 web services (hosted in different countries).
Each country that hosts a group of services is considered
to be an individual platform for recommendation scenario
simulation. Additionally, partial real values in the dataset are
dropped for prediction needs. Moreover, only one quality
dimension of services, i.e., response time, is considered in
our experiments for simplicity. The target user is selected
randomly from the user set in WS-DREAM, whose invoked
services are regarded as the target services recruited in
Section 4.2.

In order to validate the feasibility of our proposed
SerRec; g1, or approach, we test the time cost and MAE of
our proposal and compare them with three other state-of-
the-art recommendation approaches including UPCC [25],
P-UIPCC [17], and PPICF [18]. Concretely, UPCC is the
benchmark service recommendation approach that is based
on user-based CF; P-UIPCC utilizes the “divide-merge” oper-
ations over sensitive service quality data; while in PPICF, the
real service quality data is transformed into the obfuscated
data and then the obfuscated data are used to make service
quality prediction and service recommendations.

The experiments were conducted on a Dell laptop with
2.80 GHz processors and 2.0 GB RAM. The machine runs
Windows XP and JAVA 1.5. Each experiment was carried out
ten times, and the average experimental results were adopted
finally.

5.2. Experiment Results and Analyses. Inthe experiments, five
profiles are tested and compared to validate the feasibility of
our proposal. Here, w denotes the density of the user-service
quality matrix recruited to make service recommendations;
L and r denote the number of hash tables and the number of
hash functions, respectively; « = = 0.5 holds in (6).

Profile 1 (computational time of four approaches w.r.t. w).
Next, we measure the service computational time for rec-
ommendation process and scalability of four approaches
with respect to matrix density w. Concrete experimental
parameters are set as follows: w is varied from 5% to 25%, L =
10 and r = 14 hold. Experimental results are shown in Figure 4.
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uy | 5% 5% neighbour neighbour
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(a) User-service
rating matrix

(b) Neighbouring service
propagation

FIGURE 3: Neighbouring service propagation example.

Inputs: WS = {ws,,...,ws,}

WSyqqe 1/ a target service

Neighbour;et(wsj) /] before neighbour propagation (for services)
Output: Neighbour_set(ws,,,..) // after neighbour propagation (for services)

Return Neighbour_set(ws,,,.;)

For each ws, € Neighbour_set(ws,,,,.;) do
For each ws;, € Neighbour_set(ws,) do
If ws;, ¢ Neighbour_set(ws, ;)
Then put ws,, into Neighbour_set(Ws4,q.;)

ALGORITHM 7: Neighbouring service search based on Strategy 3.

As the experimental results in Figure 4 indicate, the
computational time of the four different approaches all
increase with the growth of service quality matrix density,
i.e,, w, because all the user-service quality data need to
be considered in the four approaches and, therefore, more
computational time is often required when the quality
matrix becomes denser (i.e., when w grows). However, our
proposed SerRec; g, ycrp approach outperforms the other
three approaches in terms of recommendation efficiency
and scalability because most jobs in our approach (e.g.,
user indices building) can be done offline before a service
recommendation request arrives, while the time complexity
of the remaining jobs (e.g., online neighbour search) is
rather small. So generally, our proposal can satisty the quick
response requirements of target users.

Profile 2 (accuracy of returned results by four approaches
w.r.t. w). We testand compare the recommendation accuracy
(i.e., MAE, the smaller the better) of four approaches. The
following are the experiment parameter settings: w is varied
from 5% to 25%, L = 10, and r = 14. Concrete comparison
results are presented in Figure 5.

Figure 5 indicates that the accuracy of returned results
by P-UIPCC and PPICF are not high; the reason is that, in
order to secure the sensitive user privacy, the service quality
data engaged in recommendation process have already been
obfuscated in UIPCC and PPICF, while our SerRec; gy, picr
approach performs better than the other three approaches
in terms of recommendation accuracy; this is because only
the “most similar” neighbouring users and neighbouring
services can be returned by LSH and recruited to make
service recommendations. Therefore, the recommendation
accuracy is improved considerably.

Profile 3 (recommendation efficiency of SerRec; gp1, op WLt
L and r). In this profile, we test the recommendation effi-
ciency of our SerRec; gy, yop approach with respect to L and
r. The parameters are set as follows: w = 25%, L is varied from
6 to 14, and r is varied from 8 to 14. Experimental results are
shown in Figure 6.

As shown in Figure 6(a), the time cost of our proposal
increases approximately with the growth of L, as all the
L hash tables need to be traversed in order to find the
similar neighbours of the target user by (2) and find the
similar neighbouring services of the target services by (4),
respectively, while Figure 6(b) shows that the time cost
decreases when r grows. This is because a larger r value often
means stricter search condition for neighbouring users or
neighbouring services; and therefore, few search results are
obtained when r is large; in this situation, less time is needed
to evaluate and rank the few search results.

Profile 4 (recommendation accuracy of SerRec; g1, ycr W.I-t.
L and r). We test the recommendation accuracy of our
proposed SerRec; gy, pycr approach with respect to L and r.
The following are the experimental parameter settings: w =
25%, L is varied from 6 to 14, and r is varied from 8 to 14. The
experiment results are offered in Figure 7.

As Figure 7 shows, the recommendation accuracy of
SerRec; gy, pcr increases (i.e., MAE drops) with the decrease
of L and the growth of r. This is because a smaller L value
or a larger r value often means stricter search condition for
neighbouring users and services; in this situation, only the
“most similar” neighbouring users or neighbouring services
are returned to make service recommendations. Therefore,
the recommendation accuracy is improved accordingly.
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Inputs: WS = {ws,,...,ws,}
WS,y /12 target service
TB = {Table,,...,Table,}

For x=1,...,L do
For k=1,...,r do

Hx(wstmget) = Hx(wstarget)k

Return Neighbour_set(ws,q,g.;)

Output: Neighbour_set(wsy,,,)//after condition relaxation for neighbour search (for services)

Neighbouring-service-search (wsy,,.;, TB) //Algorithm 6

ALGorITHM 8: Neighbouring service search based on Strategy 4.

140
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time cost (s)

40
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w: density of user-service quality matrix

= P-UIPCC
m PPICF

B SerRec; gpy, ycr
UPCC

FIGURE 4: Computational time of different approaches.

o
5% 10% 15% 20% 25%

w: density of user-service quality matrix

m P-UIPCC
W PPICF

B SerRecyspiHcr
UPCC

FIGURE 5: Recommendation accuracy of four approaches.

Profile 5 (recommendation successful rate comparison). LSH
is essentially a probability-based similar neighbour search
technique; therefore, our proposed LSH-based service rec-
ommendation approach SerRec; gy, pycp cannot always guar-
antee to return a satisfying recommended result to the target

user. In other words, recommendation failure is inevitable.
However, as discussed in Section 2, the hybrid CF method
can reduce the failure rate to some extent. Therefore, in this
profile, we test the recommendation successful rate of our
proposal and compare it with the following two benchmark
approaches: SerRec; gy, ycp (i-e., the DistSR; ¢y approach in
[26]) and SerRec; gy, 1cp-

(1) SerRec; gy, ycr: integrate LSH with user-based CF
(2) SerRec; g5y, 1cp: integrate LSH with item-based CF

Here, we define the successful rate of a recommendation
approach as the ratio between the successful recommenda-
tion times and the total recommendation times (€[0, 100%]).
Parameters settings are w = 25%, L =1, and r is varied from 8
to 14. Concrete experimental results are presented in Figure 8.

As Figure 8 shows, the successful rates of three rec-
ommendation approaches all decrease with the growth of
r. This is because a larger r value often means stricter
filtering condition for the search of neighbouring users and
neighbouring services; and, therefore, the successful rate of
recommendations is reduced accordingly. Namely, there is a
trade-off between successful rate and r; specifically, when r
is large enough (e.g., when r = 14, 15...), the successful rate
approaches 0. However, as Figure 6 shows, our approach still
outperforms the other two approaches in terms of successful
rate as our approach recruits hybrid CF for recommendation,
integrating the advantages of both user-based CF and item-
based CF.

5.3. Further Discussions. Our experiments only adopt one
service quality dimension, i.e., response time, without con-
sidering the probably existed multiple dimensions [27-37]
and their respective weight significance values [38-44]. In the
future research, we will integrate the dimension and weight
information into SerRec; gy, pop to make the approach more
comprehensive. Besides, only one type of service quality data
is considered in the experiments. So in the future, we will
further extend our proposal by considering the possible data
diversity in the big data environment [45-50].

6. Conclusions

Collaborative service recommendation has become an effec-
tive technique to quickly extract insightful information from
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big educational data. However, traditional service recom-
mendation approaches often assume that the service usage
data used to make recommendations are centralized, without
considering the multisource property of service usage data
as well as the privacy leakage risks during the multisource
educational data integration. Besides, existing service rec-
ommendation approaches often suffer from low robustness
due to the possible data sparsity. In view of these drawbacks,
we combine the LSH technique and hybrid Collaborative
Filtering (HCF) for distributed service recommendations
in the big data environment. Furthermore, to minimize
the “False negative” recommended results incurred by the
inherent shortcoming of LSH, two solutions are introduced
in this paper, to reduce the probability that similar users
and similar services are overlooked by mistake and thereby
enhance the success rate. A wide range of experiments
deployed on real-world dataset shows the performances of
SerRec; gy, cr in terms of efficiency, accuracy, and successful
rate while securing the sensitive user information.

However, only one quality dimension of web services is
considered in the recommendation model, which is often not
enough for the practical recommendation requirements. In
the future, we will further refine our work by considering
multiple quality dimensions as well as their linear correlations
[51-53] and nonlinear correlations [54-58]. Besides, data type
diversity is another challenge in the big data environment.
Therefore, in the future research, we will continue to extend
our proposal by integrating the multisource data with diverse
data types, e.g., discrete data [59-63], binary data [64], and
fuzzy data [65-67].
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Currently, big data is a new and hot object of research. In particular, the development of the Internet of things (IoT) results in a
sharp increase in data. Enormous amounts of networking sensors are constantly collecting and transmitting data for storage and
processing in the cloud including remote sensing data, environmental data, geographical data, etc. Road information extraction
from remote sensing data is mainly researched in this paper. Roads are typical man-made objects. Extracting roads from remote
sensing imagery has great significance in various applications such as GIS data updating, urban planning, navigation, and military.
In this paper a multistage and multifeature method to extract roads and detect road intersections from high-resolution remotely
sensed imagery based on tensor voting is presented. Firstly, the input remote sensing image is segmented into two groups including
road candidate regions and nonroad regions using template matching; then we can obtain preliminary road map. Secondly, nonroad
regions are removed by geometric characteristics of road (large area and long strip). Thirdly, tensor voting is used to overcome the
broken roads and discontinuities caused by the different disturbing factors and then delete the nonroad areas that are mixed into
the road areas due to mis-segmentation, improving the completeness of extracted roads. And then, all the road intersections are
extracted by using tensor voting. The experiments are conducted on different remote sensing images to test the effectiveness of our
method. The experimental results show that our method can get more complete and accurate extracted results than the state-of-
the-art methods.

1. Introduction into a big data era. Based on the aerospace science and
technologies, an integrated space-air information network
has been formed, which provides ultrahigh dimensional and

frequency earth observation data. Remote sensing big data is

Recently, with the continuous development of Internet of
things (IoT) big data, mobile Internet, grid computing, cloud

computing, and other new technologies, system integration
becomes more complex. When processing information and
data, it encounters many challenges such as data storage and
management, efficient processing of massive data, structured
and unstructured data fusion and analysis, and multitype
data visualization. In particular, remote sensing technologies
are promoted quickly; the spectral, spatial, radiative, and
temporal resolution of remote sensing data are becoming
higher and higher, which contain abundant data. Remote
sensing data has the distinctive big data characteristics such
as large capacity, high efficiency, multitype, and high value.
All the above trends indicate that remote sensing has entered

a revolution of traditional data processing and information
extraction methods [1]. The traditional processing methods
cannot meet the precision and efficiency requirements of
remote sensing big data [2, 3].

How to extract information of interest from remote sens-
ing images quickly and efficiently has always been a research
hotspot in the field of remote sensing data processing. The
acquisition of road attribute information is an important
part of it [4]. In high-resolution remote sensing images,
many narrow roads that are difficult to discern on the low-
resolution image can be distinguished. However, nonobject
noise also increases. Currently, there are two main problems
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for extracting road information from high-resolution remote
sensing images: (1) straight line inside road has the same
direction with road (such as road boundary). (2) Straight line
has the different directions with road (such as zebra crossing)
[5]. If the resolution is higher, the buildings are clearer. The
top or the shadow of the buildings often forms road parallel
lines. What is more, there are many cars and trees. These
factors would result in difficult problems of road extraction.

Due to the complexity and diversity of roads in the real
world, existing road extraction methods partially solves the
problems at some stages (such as filtering [8], segmentation
[9] in preprocessing stage, the extraction stage [10], split [11],
and merge [12] in postprocessing stage). The methods of
road extraction are reviewed in detail in [13, 14], including
seed point-based [15], knowledge based method [16], and
dynamic programming [17]. In addition, some researchers
divided road extraction methods into automatic and semi-
automatic methods. Wang et al. [18] proposed an object-
oriented method for extracting roads. They selected some
spectral features and textures parameters and used object-
oriented methods to extract roads from the input images.
Saati et al. [19] proposed an automatic method to extract road
centerlines from SAR images. They extracted three features
of the road, defining the road features by the backscattering
coeflicient of each pixel and the adjacent pixels of the SAR
images. The feature extracted by the fusion was then used to
detect the road regions by using a fuzzy inference system. Wei
et al. [20] proposed an end-to-end road centerline extraction
method by learning a confidence graph. They extracted road
centerline directly from images, rather than obtaining the
road centerline by thinning the road segments. Gupta et al.
[21] developed an automatic method to extract roads by using
fuzzy, genetic algorithm, and mathematical morphology.

Recently, tensor voting algorithm is widely used for
feature extraction, especially in remote sensing images. Miao
et al. [22] extracted road intersection areas by tensor voting,
and the roads were decomposed to isolated parts at the
detected junction areas; then they were able to extract the
centerlines for each individual section of the road. Zhang
et al. [23] used tensor voting to extract roads and road
intersections from remote sensing images. Ishida et al. [24]
proposed two voting schemes to estimate and classify the
position accurately. The first was based on geometric feature
extraction of multiframe sparse tensor voting, and the second
was contour localization using the resulting tensor field.
Zhu et al. [25] presented a tensor voting method for image
denoising; they considered that the calculation of voting field
was the key step of image denoising based on tensor voting,
and it was a robust feature extraction method.

For the last few years, the rapid development of the earth
observation capability and the intelligent computing technol-
ogy [26, 27] has provided opportunities for the advancement
and even revolution of remote sensing information tech-
nology. Remote sensing information technology is gradually
entering the era of remotely sensed big data [28] era. This
will inevitably put forward higher requirements for automatic
analysis and mining of big data. Deep learning [29-31] has
been widely used to extract information from remote sensing
images, and its accuracy has exceeded the accuracy of manual
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recognition. The great success of deep learning in the field of
computer vision [32-34] provides an important opportunity
for big data to extract information intelligence from remote
sensing imagery.

At present, many researchers have proposed many meth-
ods for road extraction from different perspectives for differ-
ent remotely sensed imagery and have made great progress.
Due to the variety of road forms and the complexity of
surrounding environment in reality, most of the existing
methods extract roads from specific remote sensing images
and road information of specific areas. There is no extraction
method that can be applied to all remote sensing images
or all types of roads. This paper attempts to divide the
road extraction method into different steps and clarify the
specific tasks of each step. We propose a multistage and
multifeature method based on tensor voting, which includes
template matching, geometric feature of road and tensor
voting to extract roads, and road intersections in high-
resolution remotely sensed imagery. The structure of this
paper is as follows. Section 2 introduces the proposed road
and intersection extraction method. The experiments and
analysis are shown in Section 3. Conclusions are given in
Section 4.

2. Methodology

The proposed method for extracting roads and road inter-
sections is based on multistage and multifeature from high-
resolution remotely sensed imagery. The method can extract
pure road regions and accurately detect all road intersections
from the input image. It consists of three stages. We first
segment the input images and get the candidate road regions
and then eliminate non-road areas by using road geometric
features and get initial road maps and finally purify and
smooth the initial road areas and extract road intersections.
The overall strategy of the proposed method is shown in
Figure 1.

2.1. Image Segmentation. The purpose of this step is to
segment the input image and obtain preliminary road
regions. The SUSAN (Smallest Univalue Segment Assimilat-
ing Nucleus) [35] algorithm is adopted to segment images.
SUSAN algorithm is the representative of template matching,
which was proposed by Smith and Brady. SUSAN algorithm
moves the template on image, whether the template center is
an edge point determined by whether the matching degree
of it reaches the threshold. Because the SUSAN algorithm
is based on the grayscale comparison of the pixels in the
neighborhood and does not need to calculate the gradient,
the interference range of the noise is obviously smaller than
the edge detection based on the gradient.

The SUSAN algorithm uses a circular template to move
over the image [36]. If the difference between the gray level
of the pixel in the template and that of the central pixel is
lower than the given threshold [37], then it is considered that
the point has a similar gray level with the central pixel of the
template [38]. A region consisting of pixels satisfying such a
condition is called an USAN (Univalue Segment Assimilating
Nucleus). In Figure 2, a and b are completely located in the
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FIGURE 1: Overall strategy of the proposed method.

FIGURE 2: Principle of SUSAN feature detection.

foreground and background of the image, respectively. The
area of USAN is the largest. In addition, ¢, d, e are moving
closer to the edge, while the area of USAN is approaching to
the minimum. The results show that the USAN values of edge
pixels are less than or equal to half of the maximum value of
the period. The edge points can be detected.

The steps of detecting image edge information by using
SUSAN algorithm are as follows:

(1) Find out the maximum and minimum gray value I,,, .,

and I,,;, from the image, and calculate the best detection
threshold:
t= (Imux B Imin) (1)
10

(2) Traverse the whole image and check location charac-
teristics of each pixel according to the following formula:

1 [I(r)-1 <
c(r,ry) = 1) =1 (ro)] < ¢ (2)
0 |I(r)-1I(ry)|>t

where ¢(r,1,) is a discriminant function. If its value is 1, then
the pixel is located in the USAN region; I(r,) is the gray value
of the central pixel of the template; I(r) is the gray value of any
other pixel in the template.

The USAN area statistics for each pixel are as follows:

n(ro) = Z c(r,1o) (3)

reD(ry)

where D(r,) is a circular template region and r, is the center
of the circle.

(3) The threshold value g is set. When n(r,) < g, the
detected pixel position r,, is assumed to be at the edge position
of the image.

(4) Traverse the whole image to detect the complete edge
information.

According to the characteristics of the road in the remote
sensing image, in the obtained edge results map, the roads
are located in the nonedge homogeneous regions. The results
of edge extraction map are segmented using a threshold, and
road candidate areas are obtained.

2.2. Road Information Extraction. After the previous algo-
rithm is implemented, the image can be segmented into two
categories, homogeneous regions and edges. Road segments
are in homogeneous regions. But buildings or bare soil
segments are also mixed into road areas. The geometric
characteristics of road will be used to find out the potential
road regions and eliminate other nonroad segments.

According to the geometric features, roads do not have
small areas, and the length is much larger than the width. So
roads are obviously displayed as narrow, long, linear feature
[39]. Through the identification of the big-area regions and
linear features, it is easy to remove the small areas and
nonroad regions.

In this paper, the result of image segmentation is pro-
cessed from the two aspects aiming to eliminate the nonroad
regions.
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FIGURE 3: Results of removing nonroad regions using shape features on QuickBird image. (a) Input image. (b) Results of preliminary road
extraction. (c) Results of removing small area regions. (d) Results of eliminating nonlinear features.

(1) Compute the area of each independent region in the
result of segmentation, and remove the regions whose value
is less than the threshold. It can be expressed as

road region Roen > Ripre
Region = (4)
non — road regin otherwise

where R, is the area of region and R,;,,., is the threshold.

(2) The ratio of length to width of the minimum external
rectangle in each region is calculated in the result of segmen-
tation. If the ratio of length to width is greater than the set
threshold in this region, then the region can be marked as the
road area. The ratio of length to width of the region is defined
as

R = —min (5)

where L,,;, is the length of the minimum external rectangle
of the region and W,;, is the width of the rectangle.

When road is bent and the linear features cannot be well
described, there will be errors in calculating the aspect ratio
by using the above formula. The formula needs to be modified
to overcome this limitation. We take the total number of
pixels in the detection region as the area of the external
rectangle and create a new rectangle with the diagonal line
of the smallest external rectangle as the long edge. Therefore,

n
W= (6)

where W is the width of the new rectangle; n is the number of
pixels of the region; and L is the length of the new rectangle;
the value of L can be calculated by

7)

Therefore, in practical application, the aspect ratio of the
region can be calculated by

+ W2

min

L=+

min

2 2
L (Lmin + Wmin) (8)
Ryin = wo .
The results of removing nonroad regions using road’s
shape features are shown in Figure 3. The test image is a
QuickBird image; the resolution is 0.61m/pixel.

2.3. Tensor Voting. After previous extraction, the main road
regions have been extracted. However, there are still some
large holes, gaps, and many other nonroad regions in the
results of detected roads. Generally, mathematical morphol-
ogy is used to delete the isolated nonroad regions and connect
the small gaps of the road. However, this method cannot fill
the large holes in the results. It cannot connect the large gaps
and completely delete the nonroad regions [40]. Therefore,
this paper uses tensor voting [41-43] algorithm to solve the
above problems.

Tensor voting is a robust method for feature extraction.
The main idea of tensor voting algorithm is that every point
in the space collects the tensor information from other points
in the neighborhood and encodes it as a new tensor to be
used in the next voting. After the voting, it decomposes the
new tensor. Thus, the salience map of various characteristics
is obtained. It can be used to detect the geometric structures,
which consists of two parts, the tensor representation of
the data (tensor coding) and the nonlinear voting between
tensors (tensor Voting).

Tensor voting can obtain the salient features of the image,
so it is possible to detect the geometric features of the typical
objects. Road has obvious elongated shape, and intersection
has obvious ball shape. We can use tensor voting to extract
roads and detect road intersections from remotely sensed
images.

Firstly, the second-order positive semidefinite symmetric
tensor is used to represent the direction and significance of
the pixels in the image. In a two-dimensional space, tensor
can be decomposed into a linear combination of eigenvalues
and eigenvectors:

€)

T T T
T=(0A;-1)e e +)»2(ele1 +ezez)

where A, and A, are nonnegative eigenvalues and A, >

N - ] ) ENEN

A,. e, and e, are the corresponding eigenvectors. e; e; is
N

stick tensor (representing curve characteristics), e; represents

the direction of a curve, and (A, — A,) is a significant index
T T, )
of the curve. e; e; +e,e, isball tensor (representing node

characteristics), and A, is a significant index of the node.
Then tensor voting is executed. Firstly, it initializes the
pixels to the ball tensor and vote; the voting field is shown
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FIGURE 4: Tensor voting. (a) Ball voting field. (b) Stick voting field. (c) Schematic of tensor voting rules.

in Figure 4(a). Next, the initial direction is obtained by
analyzing the number of votes received at each point, and the
initial direction is assigned to the stick voting field as shown
in Figure 4(b). Then voting in the stick field, the voting rules
are as follows (see Figure 4(c)); in coordinate system Oxy,
there are two tensors at O and B, respectively, where O is the
voting point, P is the receiving point, and N, and N, are their
normal vectors, respectively.

Let L denote the distance between the voting point and
the receiving point; then 0 is the angle between the tangent
line of the voting point on a close circle and the straight line
between the voting point and the receiving point, and s and k
denote the arc length and curvature, respectively.

Then voting of P received by tensor at O can be defined as

V (P) = DF (s,k,0) NpNj,

Np = N [-sin (26) , cos (20)], (10)

DF (s, k,0) = ¢ (kDo)

where DEF(s, k, 0) is saliency decay function and o is the scale
factor that determines the size of the voting fields, and the
only parameter that can be changed. ¢ is the parameter to
control the degree of attenuation.

After tensor voting, every pixel collects all votes projected
by the tensor in its neighborhood and integrates them into a
new tensor. The accumulation of votes is obtained by adding
up the tensor. Finally, the new tensor is decomposed into the
form of (9) and the eigenvalue is calculated. The saliency of
the probability of each point in the image is obtained. The
structural features of the image can be judged by calculating
the saliency.

When the saliency of a pixel is (A; — 1,) > A,, the pixel
is a point on the curve, which can be judged as a road point.
If A, = A, > 0, the point is a region or junction point, but
the area belongs to road intersection and has more than two
branches, so it can be detected. In other cases, the pixel is
singular and does not require processing.

The directionless point does not have the stick tensor part,
for the segmented road with no direction; it cannot vote out

the stick, so it is impossible to extract the saliency of the curve.
Therefore, all road points are coded by ball tensor, and each
road point is coded as T = [} 9]; then all coding points
are voted sparsely in a sphere of voting, which makes the
road points have a certain directivity. Then the ball tensor
encodes the nonroad points and reconducts a dense voting in
the stick voting field for all points. After two votes, the stick
voting tensor obtained from each point is decomposed, and
the curve saliency A, — A, of each road point can be extracted.
To extract all points, it should satisfy A, = A,, whichisa cross
region; it is as a candidate area of road intersections.

3. Experiments

3.1. Road and Intersection Extraction. The first experiment
is conducted on a IKONOS remote sending image with a
spatial resolution 1.0 m/pixel and the size 1024 x 1024. There
are circular, straight, and curved roads in the image, which
belong to the hybrid road network (see Figure 5(a)) [44].
The SUSAN algorithm is applied to segment the input image,
the image is segmented into two categories, road regions and
nonroad regions, and then shape features of road are used
to delete nonroad regions from preliminary road extraction
results which are shown in Figure 5(b). Then we use tensor
voting to delete the nonroad areas and connect the broken
road areas. The results of stick salience and ball salience
after vote analysis are illustrated in Figures 5(c) and 5(d),
respectively. Figures 5(e) and 5(f) show the results of ball
regions and stick regions, respectively, which are potential
roads and intersections. Figure 5(g) shows the results by our
method. Figure 5(h) shows the extracted roads and road
intersections overlapped on the test image.

According to the experimental results, we purify and
optimize the preliminary results of road extraction. After
tensor voting, the results are very satisfactory. The ball tensor
voting to the road intersection detection is also very accurate.
From the results of the experiment, the proposed method
can extract complete road segments accurately; meanwhile
it can find all the road intersections from the input image.
Therefore, it can be concluded that the proposed method can
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FIGURE 5: Results of the first experiment. (a) Testing image. (b) Coarse road regions extracted by template matching and road shape features.
(c) Results of stick salience by vote analysis. (d) Results of ball salience by vote analysis. (e) Ball regions. (f) Stick regions. (g) Results of
extracted road by the proposed method. (h) The extracted roads and road intersections overlapped on the test image.

effectively detect all the road regions and road intersections
in IKONOS panchromatic image.

The results of road and road intersection extraction using
proposed method from QuickBird image, the size of the test
image being 512 x 512, are shown in Figure 6. The result
of road extraction using SUSAN algorithm and geometric
filtering is illustrated in Figure 6(a). Figure 6(b) shows the
ball regions detected by tensor voting; we can see that all the
potential intersections have been detected. The result of roads
extraction by our method is shown in Figure 6(c). Figure 6(d)
illustrates the result of the overlay of the detected roads and
intersections on the original remote sensing image.

The next two experiments use Geoeye image and
WordView-I image. The size of the input image is 512 x 512
and 1500 x 1500, respectively. The results of each step in
the experiment using Geoeye image are shown in Figures
7(a)-7(c), and those using WordView-I image are shown in
Figures 7(d)-7(f).

From all the experimental results in Figures 5-7, we
can see that our method can extract pure roads obtained by
different sensors and can detect almost all road intersections.
Then the accuracy of the method will be quantitatively
analyzed in the next section.

3.2. Accuracy Assessment of Purification Result. For evaluat-
ing the proposed method, there are five indexes of accuracy
used in this paper [45], which are defined as [46]

TP
Complet = —— x 100% 11
ompleteness = - X o (11)

TP
Correctness = —— x 100% (12)
TP + FP

TP
lity= — % 100% 13
Quality = o < 100% (1)

FN
Omit = — % 100% (14)

TP+ EN

FP
Redundancy = —— x 100% 15
edaun ancy TP + FN X (1) ( )

where TP is the area where the extracted road regions and
reference roads coincide with each other, FP is the area where
the roads are extracted but does not exist in the reference
roads, and FN is the area that exists in the reference roads
not extracted.

We use the number of pixels in the regions as the
area of the regions. The reference road maps are hand-
drawn according to the input image. Figure 8 illustrates the
evaluation principle [47].

Then we use completeness, correctness, quality, omit and
redundancy indicators to analyze the previous experimental
results. The reference road, preliminary results, and results
extracted by using our method are shown in Figure 9.
Reference road maps of the test image being hand-drawn are
shown in Figures 9(a), 9(d), 9(g), and 9(j). Figures 9(c), 9(f),
9(i), and 9(1) show the results of road extracted by using our
method. Figures 9(b), 9(e), 9(h), and 9(k) show the results
without further processing by tensor voting. By comparing
the results obtained with proposed method and those without



Wireless Communications and Mobile Computing 7

(b) (© (d)

FIGURE 6: Results for QuickBird image with spatial size of 512 x 512. (a) Coarse road regions. (b) Results of ball salience. (c) Results of stick
salience. (d) The extracted roads and road intersections overlaped on the input image.

(d) (e) ®

FIGURE 7: Results for Geoeye image and WorldView-I image. (a)(d) Testing image. (b)(e) Coarse road regions. (c)(f) The extracted roads and
road intersections.

Extracted road region tensor voting, we can see that the results extracted by our
/ method are smoother than those without tensor voting, and

they are much more similar to the reference roads.
%\7\\ FP All indicators with and without using tensor voting
................................. method to extract roads are shown in Table 1. It can be seen
/ _______________ N that the precision and extraction rate of the road extracted by
Reference road region " enee.__ :,~" this method are very high, while the false alarm rate and the

. missing rate are very low, which shows that the method can
FIGURE 8: The evaluation principle. extract road information effectively.
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(a) () ()

) %) ®

FIGURE 9: Results of road extraction without using and using the proposed method. (a)(d)(g)(j) Reference road maps. (b)(e)(h)(k) Results of
coarse roads extracted without using the proposed method. (c)(f)(i)(l) Results of roads extracted by the proposed method.

3.3. Comparison with the State-of-the-Art Methods. The  see that the results extracted by our method are better
method in this paper is compared with SSC [6] and  than those obtained by the other two methods. The pro-
knowledge-based [7]. Figure 10 gives the comparision results =~ posed method by using tensor voting is superior in elim-
of the methods mentioned in SSC, knowledge-based, and  inating nonroad information and connecting the broken
proposed methods. From the results of extraction, we can  roads.
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TABLE 1: Performance evaluation of the proposed method.

Image IKONOS QuickBird Geoeye WorldView-I
Figure 9(c) Figure 9(b) Figure 9(f) Figure 9(e) Figure 9(i) Figure 9(1)

TP(pixels) 148922 125545 62612 64020 28767 429342
FP(pixels) 1502 27816 2805 20843 2553 9701

FN (pixels) 2583 26030 7133 1969 19618
Completeness 98.30% 82.83% 88.00% 89.98% 93.59% 95.63%
Correctness 99.00% 81.86% 95.71% 75.44% 91.85% 97.79%
Quality 97.33% 69.98% 84.66% 69.59% 86.42% 93.61%
Omit 1.70% 1717% 12.00% 10.02% 6.41% 4.37%
Redundancy 0.99% 18.35% 3.94% 29.29% 8.31% 2.16%

TaBLE 2: Comparison of the proposed method with the state-of-the-art methods.

Method Completeness Correctness Quality Omit Redundancy
SSC [6] 85.05% 85.94% 74.66% 14.95% 13.92%
Knowledge-based [7] 64.43% 76.03% 53.55% 35.57% 20.31%
Proposed method 97.45% 93.70% 93.52% 2.55% 1.77%

L

-
AV,

()

-
\/

(d)

7/
A

FIGURE 10: The results of the proposed method and the state-of-the-art methods. (a) Reference maps. (b) SSC [6]. (c) Knowledge-based

method [7]. (d) The proposed method.

In order to evaluate these methods quantitatively and
compare the extraction effect results of the three methods,
the above five measurement indexes are calculated, and the
results are shown in Table 2. It is clear from the quantitative
results that the method proposed in this paper is the best.

4. Conclusions

A multistage and multifeature method is proposed to extract
roads and road intersections from high-resolution remote
sensing images based on template matching and tensor
voting. Firstly, SUSAN algorithm is used to segment the input
image, to find out the potential road candidate points, and
obtain initial road regions. Secondly, shape features of road
are used to identify the initial road areas and remove the
nonroad areas for the purpose of obtaining purer segments of
road. Due to the influence of cars, pedestrians, and roadside
trees on the road, there will be some holes and gaps in the road
regions, and some nonroad areas are stuck in the road areas.
Thirdly, tensor voting is used to delete the nonroad areas that

adhere to the road regions, fill the holes in the roads and
connect the gaps, and extract the pure and complete segments
of the road. Finally, we extract all the ball regions from the
road results and then detect all the information of the road
intersections from the ball regions according to the charac-
teristics of the road intersections. The experimental results
show that our method can extract pure road information and
accurately detect road intersections. Compared with other
methods, our method significantly improves the accuracy
of road extraction. Future work will focus on reducing the
effects of interference factors in the preprocessing stage,
automatically selecting the optimal parameters for image
segmentation during the image segmentation phase, so as to
make the road extraction more accurate.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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With the wide deployment of cloud computing in big data processing and the growing scale of big data application, managing
reliability of resources becomes a critical issue. Unfortunately, due to the highly intricate directed-acyclic-graph (DAG) based
application and the flexible usage of processors (virtual machines) in cloud platform, the existing fault tolerant approaches are
inefficient to strike a balance between the parallelism and the topology of the DAG-based application while using the processors,
which causes a longer makespan for an application and consumes more processor time (computation cost). To address these issues,
this paper presents a novel fault tolerant framework named Fault Tolerance Algorithm using Selective Mirrored Tasks Method
(FAUSIT) for the fault tolerance of running a big data application on cloud. First, we provide comprehensive theoretical analyses
on how to improve the performance of fault tolerance for running a single task on a processor. Second, considering the balance
between the parallelism and the topology of an application, we present a selective mirrored task method. Finally, by employing the
selective mirrored task method, the FAUSIT is designed to improve the fault tolerance for DAG based application and incorporates
two important objects: minimizing the makespan and the computation cost. Our solution approach is evaluated through rigorous
performance evaluation study using real-word workflows, and the results show that the proposed FAUSIT approach outperforms

existing algorithms in terms of makespan and computation cost.

1. Introduction

Recent years have witnessed that the big data analysis grows
dramatically, and the related applications have been used
everywhere in both academia [1] and industry [2]. There is no
denying that the developmental cloud platform technologies
played a key role in this process; the plenty of processers in
cloud make sure that the scholars can handle the significant
large-scale big data processing [3-6]. However, due to voltage
fluctuation, cosmic rays, thermal changes, or variability in
manufacturing, the chip level soft errors and the physical
flaws are inevitable for a processer even when the probability
of that is extremely low [7, 8]. Furthermore, the abundant
use of processers by a big data application induces that the
probability cannot be ignored.

Big data and big data analysis have been proposed for
describing data sets as analytical technologies in large-scale

complex programs, which need to be analyzed with advanced
analytical methods [9, 10]. No matter whether the big
data applications are developed for commercial purposes
or scientific researches, most of these applications require
significant amount of computing resources, such as market
structure analysis, customer trade analysis, environmental
research, and astrophysics data processing. Motivated by the
reasonable price, rapid elasticity, and shifting responsibility of
maintenance, backups, and management to cloud providers,
more and more big data applications have been deployed to
clouds, such as EC2 [11], Google Cloud [12], and Microsoft
Azure [13].

The clouds provide unlimited computing resources (from
the user’s point of view) including CPU resources and
GPU resources. The on-demand recourses facilitate users to
choose apposite processors (with CPU or GPU resources) for
executing their big data applications efficiently [14]. However,
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according to [15], there are many factors such as voltage
fluctuation, cosmic rays, thermal changes, or variability in
manufacturing, which cause the processors (both CPU and
GPU) to be more vulnerable. Indeed, the probability of fault
rate is really low. But, as already noted, plenty of processors
participate in computing the big data application, and the
computing time of each processor may be very long. These
potential factors will lead to an exponential growth for the
fault rate in a cycle of running a big data application.

The failures caused by processors are disastrous for a big
data application which is deployed on the processors; i.e.,
once a fault occurs on any processor, the application will
have to be executed all over again, and that will waste lots of
monetary cost and time cost. Thus, improving the robustness
(or reducing the fault rate) for running a big data application
has attracted many scholars’ attention; many studies have
been exploring this problem. According to the literature,
these studies are classified into two main categories: resolving
the problem in hardware or software level.

From the hardware level’s perspective, improving the
mean time between failures (MTBF) [16] of the processors
is the key to reduce the fault rate for running a big data
application. As everyone knows, it is impossible to erad-
icate the failures in a processor. Apart from lifting tape-
out technology, the [15] proposed an adaptive low-overhead
fault tolerance mechanism for many-core processor, which
treats fault tolerance as a device that can be configured
and used by application when high reliability is needed.
Although [15] improves the MTBE, but the risk of occurring
failures remains. Therefore, the other scholars seek solutions
in software level.

From the software level's perspective, the developed
check-point technology [17] makes sure that a big data
application can be completed under any size of MTBE. Thus,
many check-point strategies are proposed to resolve this
problem such as [18,19]. These strategies only pay a little extra
cost, but they can complete the applications under any size
of MTBE. As a result, almost all of cloud platforms provide
check-point interface for users. However, these strategies did
not consider the date dependencies between the processors,
which make it inappropriate to big data application running
on cloud.

In order to handle the DAG based applications, the copy
task based method (also known as primary backup based
method) is proposed to resolve the problem. In [20], Qin and
Jiang proposed an algorithm eFRD to enable a systems fault
tolerance and maximize its reliability. On the basis of eFRD,
Zhu et al. [21] developed an approach for task allocation
and message transmission to ensure faults can be tolerated
during the workflow execution. But the task based methods
will make the makespan have a long delay due to the fact that
the backup tasks are not starting with the original tasks.

To the best of our knowledge, for the big data application,
there are no proper check-point strategies which can handle
the data dependencies among the processors simultaneously.
In this paper, we propose a novel check-point strategy for
big data applications, which considers the effect of the data
communications. The proposed strategy adopts high level
failure model to resolve the problem, which makes it closer
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to practice. Meanwhile, the subsequent effect caused by data
dependencies after a failure is also considered in our strategy.

The main contributions of this paper are as follows:

(i) A selective mirrored task method is proposed for the
fault tolerance of the key subtasks in a DAG based application.

(ii) On the basis of the selective mirrored task method,
a novel check-point framework is proposed to resolve the
fault tolerance for a big data application running on cloud;
the framework is named Fault Tolerance Algorithm using
Selective Mirrored Tasks Method (FAUSIT).

(iii) A thorough performance analysis is conducted for
FAUSIT through experiments on randomly generated test big
data application as well as real-world application traces.

The rest of this paper is structured as follows. The related
work is summarized in Section 2. Section 3 introduces
the models of the big data application, the cloud platform,
and the MTBF and then formally defines the problem the
paper is addressing. Section 4 presents the novel check-
point strategy for the big data application running on cloud.
Section 5 conducts extensive experiments to evaluate the
performance of our algorithm. Section 6 concludes the paper
with summary and future directions.

2. Related Work

Over the last two decades, owing to the increasing scale of
the big data applications [22], the fault tolerance for big data
application is becoming more and more crucial. Considerable
research has been explored by scholars. In this section, we
summarize the research in terms of theoretic methods and
heuristic methods.

A number of theoretic methods have been explored by
scholars. For a task running on a processor, Young [21]
proposed a first order failure model and figured out an
approximation to the optimum check-point interval which
is ¢,r = V20M, where § is the time to write a check-
point file, M is the mean time between failures for the
processor, and ¢,,, is the optimum computation interval
between writing check-point files. However, the model in
Young [21] will never have more than a single failure in any
given computation interval. This assumption goes against
some practical situations; for instance, there may be more
than one failure occurring in a computation interval.

Due to the downside of the model in Yang [21], Daly
[22] proposed a higher order failure model to estimate
the optimum check-point interval. The model of Daly [22]
assumes that there may be more than one failure occurring
in a computation interval, which is closer to the realistic
situation. The optimum computation interval figured out by
Daly [22] is

Popt

1/86\"7* 1/56 _ Q)
V28M|:1+§<m> +§<m>:|—8 lf6<2M,

M if & > 2M.
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VoM -8 ifd < %M,
Popt = ) (2)

which is a good rule of thumb for most practical systems.

However, the models in both Yang [22] and Daly [22]
are aimed at one task running on a processor, which are
not applicable to DAG based application running on cloud
for the following reasons. First, there are many subtasks
running on different processors; the completion time of
each subtask may have influence on the successive subtasks.
Second, the importance of each subtask in a DAG (a DAG
based application) is different; for instance, the subtasks
on the critical path of the DAG are more important than
the others. Therefore, some scholars proposed heuristic
methods aiming at DAG based application running on
cloud.

Aiming to resolve the fault tolerance for DAG based
application running on cloud, Zhu [23] and Qin [24]
proposed copy task based methods. In general, the basic
idea of copy task based methods is running an iden-
tical copy of each subtasks on different processors, the
subtasks and their copies can be mutually excluded in
time. However, these approaches assume that tasks are
independent of one other, which cannot meet the needs
of real-time systems where tasks have precedence con-
straints. In [24], for given two tasks, the authors defined
the necessary conditions for their backup copies to safely
overlap in time with each other and proposed a new
overlapping scheme named eFRD (efficient fault-tolerant
reliability-driven algorithm), which can tolerate processors
failures in a heterogeneous system with fully connected
network.

In Zhu [23], on the basis of Qin [24], the authors
established a real-time application fault-tolerant model that
extends the traditional copy task based model by incorpo-
rating the cloud characteristics. Based on this model, the
authors developed approaches for subtask allocation and
message transmission to ensure faults can be tolerated during
the application execution and proposed a dynamic fault
tolerant scheduling algorithm, named FASTER (fault tolerant
scheduling algorithm for real-time scientific workflow). The
experiment results show that the FASTER is better than eFRD
[24].

Unfortunately, the disadvantage of copy task based meth-
ods including Zhu [23] and Qin [24] is very conspicuous.
First, the copy of each subtask may consume more resources
on the cloud, which makes them uneconomical. Second,
the copy of each subtask will be executed only when the
original subtask failed; this process will waste a lot of time,
and it will be even worse due to the DAG based application;
i.e., the deadline of the application will be not guaranteed
in most of cases if the deadline is near to the critical
path.

Thus, in this paper, we will combine the advantage of
theoretic methods and heuristic methods to propose a novel
fault tolerance algorithm for a big data application running
on cloud.

3
TaBLE 1: Cost optimization factors.
Symbols Definitions
T = G(V,E) a scientific application
G(V,E) DAG of the tasks in T
CP the critical path of G(V, E)
T the i-th subtask in V
w; the weight of i-th tasks in V/
\%4 thesetof 7; in T'
€, data dependence from 7; to 7;
E the setofe;;
) the time to make a check-point file
Popt the optimal check-point interval
Tw(p) the practical completion time for the task
R the time to read a check-point file
X the time before a failure in an interval
T, the computation time for a task
N a schedule which maps the tasks to processors
wt(T;) the weight of 7;
pred(t;) the predecessor subtasks set of 7; in G(V; E)
suce(T;) the successors subtasks set of 7; in G(V; E)
succP(t;) the next subtask 7; on the same processor
ft(t;) the finish time of 7, on the S
estS(t;) the earliest start time of 7; on the S
IftS(r;) the latest finish time of 7; on the S
slackT (t;) the slack time of 7; on the S
slackT (t;) the indirect slack time of 7; on the S
a(t;) denotes the quantitative importance of 7;
o The threshold of «
KeyT The set of key subtasks
Ms(T) The makespan of the application T

3. Models and Formulation

In this section, we introduce the models of big data appli-
cation, cloud platform, and the failure model then formally
define the problem this paper is addressing. To improve the
readability, we sum up the main notations used throughout
this paper in Table 1.

3.1. Big Data Application Model. The model of a big data
application T is denoted by G(V, E), where G(V, E) represents
a DAG. Besides, we use T, to denote the execution time of
the critical path in G(V, E). Each node n; € V represents a
subtask 7; (1 < i < v) of T, and v is the total number of
subtasks in T. W is the set of weights, in which each wire
presents the execution time of a subtask #; on a VM. E is
the set of edges in G(V, E), and an edge (n;, ;) represents the
dependence between n; and 715 i.e., a task can only start after
all its predecessors have been completed.

Figure 1 shows an example of DAG for a big data
workflow, consisting of twelve tasks from 7,to 7,,. The DAG
vertices related to tasks in T' are represented by circles, while
the directed edges denote the data dependencies among the
tasks.



FIGURE 1: A DAG based application.

failure

t=0 T, (p)

FIGURE 2: An example of a failure.

3.2. Cloud Platform Model. A cloud platform C is modeled as
a set of processors {P, P,, ..., Py} and N is the total number
of processors on the cloud. We use N to denote the number
of processors rented by users for executing an application.
Actually, the N is much greater than the mount which the user
need. In general, to reduce the cost (monetary cost or time
cost), the users apply proper schedule arithmetic to deploy
their big data applications on cloud. But most of schedule
algorithms did not consider the failure in each processor,
which may consume extra cost (monetary cost and time cost).

3.3. The Check-Point Model. The check-point technology
has been used on cloud for years, which makes application
complete successfully in the shortest amount of time. In
general, the check-point model is defined as bellow: ideally,
the time to complete a task on a processor is denoted by
T,; we use ¢ to denote the check-point interval. After each
computation interval (¢), the processor makes a backup for
the current status of the system, and the time consumed
by this process is represented by §. If a failure occurs, the
time consumed to read the latest backup and restart the
computation is denoted by R. Finally, we use T}, (¢) to denote
the practical completion time for the task running on a
processor while the check-point interval is ¢.

Referring to Figure 2, the ideal completion time for the
task is T, = 5¢. Actually, there is a failure occurring after X
time in the third interval, and it takes the processor R time to
restart the third interval. At last, the practical time consumed
by the tasks is Ty, (¢) = 5¢ + R + X + 40.

3.4. The Failure Model. For a given MTBF (mean time
between failures) which is denoted by M, according to [21],
the life distribution model for mechanical and electrical
equipment is described by an exponential model. Thus, the
probability density function is

F() = %ﬂM. 3)
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Then, the probability of a failures occurring before time At
for a processor is represented by a cumulative distribution
function

0
P(t<At) = J — e MM (4)

1 _
—e™Mgr =1
at M

Obviously, the probability of successfully completing for a
time At without a failure is

P(t>At)=1-P(t<At) =e M, (5)

We use T, to denote the computation time for a subtask
running on a processor; the ¢ denotes the compute interval
between two check-points. Then, the average number of
attempts (represented by No.a) needed to complete T, is

Tl _
P(t > At) @

T eAt/M
_ ‘e

No.a = (6)

Therefore, the total number of failures during At is the
number of attempts minus the number of successes.

TeMM T T
n(Af) = ~C = (MM ) )
® ¢ @

Notice that this assumes that we will never have more than
a single failure in any given computation interval. Obviously,
this assumption is relaxed in a real-life scenario. Thus, in [22],
the scholar presented a multiple failures model.

n(p)
~ (T. -8 +6T./¢p) (8)
- M—{E(p+8)+R}P(¢p) ~E(R+¢+8)[1-P(p)]
where
E(p+8)=M+ AL
1 — c@ro)/M
E(R+¢+6)=M+1}i;++;g/[ ©)

P ((P) _ e—(R+<p+6)/M

The derivation process of Formula (8) is detailed in [22]; we
will not repeat the process in this paper. In this paper, we
will take Formula (8) as the failure model in our framework
for two reasons; first, this could only provide the MTBF (M,
mean time between failures) determined by statistics [19, 25]
and, second, this model is closer to reality than the other
model in [21].

3.5. Definitions. In order to make readers have a better
understanding of this algorithm, we make some definitions
first. For a given big data application T = G(V,E) and a
schedule S, we define the following terms.

3.5.1. Schedule (S). A schedule S is a map from the subtasks in
G(V, E) to the processors on the cloud; meanwhile, the start
time and the finish time of each subtask have been figured out.
In general, the S is determined by a static schedule algorithm,
such as HEFT [26] and MSMD ([27].
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3.5.2. Weight (wt(t;)). The wt(r;) is the weight (execution
time) of 7; running on a processor.

3.5.3. Predecessors (pred(t;)). For a subtask T, its predeces-
sors subtask set is defined as below:

pred (t;) = {tauj |7, €V A (Ti,Tj) € E} (10)

3.5.4. Successors (succ(t;)). For a subtask 7;, its successors
subtask set is defined as below:

pred (t;) = {tauj |7, €V A (Tj,Ti) € E} (11)

ft(z),

min
7j€succ(t;)VSuccP(t;)

IftS(7;) = {estS (1))},

Same with estS(t;), the [ftS(t;) is different with the traditional
earliest start time in DAG.

3.5.9. Slack Time (slackT(t;)). For a given schedule S, the
slackT(1;) of 7; is defined as follows:

slackT (1;),
wt (1;)

i { wf (1;) + wt (T]-
0,

slackT (t;) =

The slackT(t;) denotes that the slack time of a subtask can be
shared by its predecessors.

3.5.11. Importance («(1;)). The a(7;) denotes the quantitative
importance of the subtask 7; in the schedule S. The «(1;) is
calculated by

_ slackT (z;)

a(r) = wi(n) (15)

3.5.12. Threshold of Importance (). The threshold o denotes
whether a subtask is a key subtask; i.e., if &(7;) < @, then the
subtask 7; is a key subtask.

3.5.13. The Set of Key Subtask (KeyT). The signal KeyT
denotes the set of key subtask for a given schedule S.

) slackT (Tj)]» , elseif succ (1;) V SuccP (1;) = 0,

3.5.5. Successor on the Processor (SuccP(t;)). For a given
schedule S, the SuccP(t;) of 7; is the set of the next subtask
deployed on the same processor.

3.5.6. Finish Time (ft(t;)). The ft(t;) denotes the finish time
of 7; on the schedule S.

3.5.7. Earliest Start Time on the Schedule (estS(t;)). For a
given schedule S, the start time of 7; is the estS(t;). It should be
noted that the estS(t;) is different with the traditional earliest
start time in DAG.

3.5.8. Latest Finish Time on the Schedule (1ftS(t;)). Foragiven
schedule S, the [ftS(t;) of 7; is defined below:

if succ (1;) and SuccP (7;) are empty,

otherwise. (12)

slackT (1;) = IftS(1;) — estS (1;) — weight (7;).  (13)

3.5.10. Indirect Slack Time (slackT(t;)). For a given schedule
S, the slackT(1;) of 7; is defined as follows:

if slackT (t;) # 0,
(14)

otherwise.

3.6. Problem Formalization. The ultimate objective of this
work is to provide a high-performance fault tolerance mecha-
nism and make sure that the proposed fault tolerance mecha-
nism will consume less computation cost and makespan. The
computation cost represents the processor time consumed
by all the subtasks in T; thus, the object of minimizing
computation cost is defined by

Z Ty (7).

7,€T

Minimize (16)
The makespan can be defined as the overall time to execute
the whole workflow by considering the finish time of the last
successfully completed task. For an application T, this object
is denoted by

Minimize Ms(T). 17)

4. The Fault Tolerance Algorithm

In this section, we first discuss the basic idea of our algorithm
for the fault tolerance of running big data application on



cloud. Then, on the basis of the idea, we will propose the fault
tolerance algorithm using Selective Mirrored Tasks Method.

4.1. The Basic Idea. As show in Section 2, the theoretic
methods which are devoted to find the optimal ¢,,, are not
applicable to the DAG based application, even if the ¢, they
have determined is very accurate for one task running on a
processor. Besides, the heuristic methods based on the copy
task will waste a lot of extra resource, and the completion time
of the application may be delayed by much more time.

To find a better solution, we will integrate the advan-
tages of theoretic methods and heuristic methods to pro-
pose a high-performance and economical algorithm for big
data application. The check-point method with an optimal
computation interval ¢,, is a dominant and economical
method for one task running on a processor; thus, the
check-point mechanism is the major means in our approach.
Furthermore, owing to the parallelism and the dependen-
cies in a DAG based application, the importance of each
subtask is different; i.e., the subtasks on the critical path
are more important than the others. The fault tolerance
performance of these subtasks which adopt check-point
method is insufficient, because the completion time of an
application depends to a great extent on the completion time
of these subtasks. Therefore, for the important subtasks, we
will improve the fault tolerance performance of an application
by introducing the task copy based method. In the task
copy based methods [24], the original task and the copy
do not start at the same time; to reduce the completion
time, the original task and the copy will start at the same
time.

In summary, the basic idea is as follows. First, identify
the important subtasks in the DAG based application, which
are named as key subtasks in the rest of this article. Then,
apply the task copy based methods to the key subtasks;
meanwhile, all the subtasks will employ the check-point
technology to improve the fault tolerance performance, but
the key subtasks and the normal subtasks will use different
optimal computation interval ¢, the details of which will
be described in the following sections.

It should be noted that our fault tolerance algorithm will
not schedule the subtasks on the processors; we just provide
a fault tolerance mechanism based on the existing static
scheduler algorithm (such as HEFT and MSMD) to make
sure that the application can be completed with the minimum
of time.

4.2. Fault Tolerance Algorithm Using Selective Mirrored Tasks
Method (FAUSIT). Based on the basic idea above, we propose
the FAUSIT to improve the fault tolerance for executing
a large-scale big data application; the pseudocode of the
FAUSIT is listed in Algorithm 1.

As shown in Algorithm 1, the input of FAUSIT is
a map from subtasks to processors which is determined
by a static scheduler algorithm and the output is fault
tolerance operation determined by FAUSIT. The function
DetermineKeyTasks() in Line (1) is to find the key subtasks
according to the schedule S and the application T Then, the
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Input: a schedule S of an application T
Output: a fault tolerance operation F

(1) DetermineKeyTasks(S, T) — KeyT
(2) DeployKeyTasks(KeyT) — F

(3) return F

ArcoriTHM 1: Fault Tolerance Algorithm using Selective Mirrored
Tasks Method (FAUSIT).

function DeployKeyTasks() in Line (2) deploys the mirrored
subtasks and determine the proper ¢,,, for the subtasks.

In the following content in this subsection, we will
expound the two functions in FAUSIT.

4.2.1. Function of DetermineKeyTasks(). The function of
DetermineKeyTasks() is to determine the key subtasks in the
DAG based application. In order to make readers have a better
understanding of this function, we need to expound the key
subtask and the indirect slack time clearly.

Definition 1. Key subtask: in a schedule S, the finish time of a
subtask has influence on the start time of its successors; if the
influence exceeds a threshold, we define the subtask is a key
subtask.

The existence of the key subtasks is very meaningful to
our FAUSIT algorithm. For a given schedule S, in the ideal
case, each subtask as well as the application will be finished
in accordance with the S. In practice, a subtask may fail
when it has executed for a certain time; then, the processor
will load the latest check-point files for continuation. At this
point, the delay produced by the failure subtask may affect the
successors. For the subtasks which have sufficient slack time,
the start time of the successors is free from the failed subtask.
On the contrary, if the failed subtask has little slack time, it
will affect the start time of the successors undoubtedly. Given
all that, we need to deal with the key subtasks which has little
slack time.

Definition 2. Indirect slack time: for two subtasks 7; and 7},
7; is the successor of 7, if 7; has slack time (defined in
Section 3.5.9), the slack time can be shared by 7;, and the
shared slack time is indirect slack time for ;.

The indirect slack time is a useful parameter in our
FAUSIT algorithm, the existence of which will make the
FAUSIT save a lot of time (makespan of the application) and
cost. For a given schedule S, a subtask may have sufficient
slack time which can be shared by predecessors. Thus, the pre-
decessors may have enough slack time to deal with failures;
then, the completion time of the predecessors and the subtask
will not delay the makespan of the application. Indeed, the
indirect slack time is the key parameter to determine whether
a subtask is a key subtask. Moreover, the indirect slack time
reduces the count of the key subtasks in a big data application,
which will save a lot of cost, because the key subtask will apply
mirrored task method.
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tasks in T according to S.

(5) return KeyT.

Input: a schedule S of an application T, .
Output: the key subtask set KeyT.
(1) Determine the ft(), estS() and the IftS() of the sub-

(2) Determine the slackT () of each subtask.

(3) Determine the slackT() of the subtasks by recursion.
(4) Determine the set of key subtasks according to « — KeyT

ALGORITHM 2: DetermineKeyTasks().

The pseudocode for function DetermineKeyTasks() is
shown in Algorithm 2. The input of DetermineKeyTasks()
is a schedule S of an application T and the threshold «;
the output is the set of key subtasks. First, in Line (1), the
ft(), estS() and the IftS() of the subtasks are determined
according to Sections 3.5.6 and 3.5.7 and Formula (12). Then,
the slackT() of each subtask is figured out by Formula (13)

in Line (2). Line (3) determines the slackT() of the subtasks
by recursion. Finally, the set of key subtasks is determined
according to the threshold «.

Table 2 shows the process of DetermineKeyTasks().
When the @ = 0.15, Figure 3 shows the key subtasks
which shall adopt the mirrored task method to improve the
performance of fault tolerance.

It should be noted that the threshold « is given by the
users, which is related to the makespan of the application; i.e.,
the higher o leads to more key subtasks. Then, the makespan
of the application is shorter. On the contrary, the smaller &
will lead to a longer makespan.

4.2.2. Function of DeployKeyTasks(). The function of
DeployKeyTasks() is to deal with the key subtasks, which
minimizes the makespan of the application to the least
extent. The main operation of DeployKeyTasks() is using
mirrored task method; in order to make readers have a better
understanding of this function, we need to expound the
mirrored task method first.

The mirrored task method is to deploy a copy of a key
subtask on another processor; the original subtask is denoted
by 77 and the copy of the subtask is denoted by zC. The
7/ and the C start at the same time, and the check-point
interval of them is 2¢,,, (the ¢, is determined by [22]). The

distinction between the 7/ and the 7€ is that the first check-
point interval of 7/ is ®ope; meanwhile, the first check-point

interval of 7€ is 29, Obviously, once a failure occurs in
one of the processors, the interlaced check-point interval of
the two same subtasks makes sure that the time delayed by
dealing with the failure is W (the time to read a check-point
file).

Figure 4 shows an example of the mirrored task method.
The Figure 4(a) displays the ideal situation of the mirrored
task method; i.e., there are no failures happen in both P, and
P, and the finish time is 4¢ + 20. In Figure 4(b), there is
only one failure happening on P, in the second check-point

interval ¢”. First, the processor P, reads the latest check-
point file named &,. Then, with time goes by, the processor
P, will immediately load the latest check-point file §; when it
generates. Thus, the finish time is 4¢ + 26 + W. Figure 4(c)
illustrates the worst case; both P, and P, have a failure in the
same interval ¢, the two processors will have to load the
latest check-point file §;. Thus, the finish time is 4¢ + 28 +
W+ X.

Obviously, the mirrored task method is far better than the
traditional copy task based method, since the copy task will
start only when the original task failed, and it will waste a lot
of time. Moreover, the mirrored task method is also better
than the method in [22], since the probability of the worst
case is far less than the probability of the occurrence for one
failure in a processor.

The pseudocode for function DeployKeyTasks() is dis-
played in Algorithm 3. The loop in Line (1) makes sure that
all the key subtasks can be deploy on the processors. The
applied processors should be used first when deploying the
key subtasks; the loop in Line (2) illustrates this constraint.

Line (3) makes sure that the key subtasks TiB have no
overlapping with other tasks on P;. Lines (4)-(5) deploy TiB
on P.. If all the applied processors have no idle interval for 7
(Line (8)), we will have to apply a new processor and deploy
TiB on it; then, we put the new processor into the set of applied
processors (Lines (9)-(11)). At last, we deploy the check-point
interval (goopt or 2<popt) to the processors (Line (14)) and save
these operations in T' (Line (15)).

It should be noted that the overlapping in Line (3) is not
just the computation time of the 7;’; we also consider the
delayed time which may be caused by failures. In order to
avoid the overlap caused by the delayed 7/, we use the 1.3w
as the execution time of 7 to determine whether an overlap
happen, since the 1.3w; is much greater than a delayed TI-B .

4.3. The Feasibility Study of FAUSIT. The operations to the
processors in our FAUSIT are complex, such as the different
check-point interval and the mirrored subtasks; the readers
may doubt the feasibility of FAUSIT. Thus, we will explain the
feasibility study of FAUSIT in this subsection.

According to [15], Google Cloud provides the gcloud
suit for users to operate the processors (virtual machine)
remotely. The operations of gcloud include (but not limited
to) applying processors, releasing processors, check-point,
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FIGURE 3: An example of & = 0.15.
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FIGURE 4: An example of mirrored tasks method.
TABLE 2: An example of DetermineKeyTasks().
Subtasks Weight Ift() est() St() St'() ()
T, 50 0 50 0 18.4 0.37
T, 75 0 75 0 0 0
T, 45 50 130 35 35 0.78
T, 55 75 130 0 0 0
Ts 36 130 166 0 0 0
T, 60 166 226 0 6.8 0.11
T, 45 166 21 0 21.2 0.47
Ty 65 226 291 0 14.1 0.22
T, 40 211 291 40 40 1
Tio 200 166 366 0 0 0
Ty 50 291 366 25 25 0.5
T, 75 366 441 0 0 0
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(1) for TiB in KeyT do

(16) return F

Input: the key subtask set yT.
Output: a fault tolerance operation F

(2)  for P; in the processors which have been applied do

(3) if 7 has no overlapping with other tasks on P; then
(4) Deploy the 7° on P,

(5) End for in Line (2).

(6) end if

(7)  end for

(8)  if 7 has not be deployed on the processor. then
9) Apply a new processor.

(10) Deploy TiB on the new processor.

(11) Put the new processor in the set of processors.
(12) endif

(13) end for

(14) Deploy the check-point interval to the processors.
(15) Save the operations in F.

ALGoRrITHM 3: DeployKeyTasks().

TaBLE 3: The Characteristics of the Big Data Application.

Avg. Run .
Workflows  1askCount  Edge .. © " o Deadlines
Range Count Range
(Sec)
100 322
Epigenomics 200 644 3856.51 1.0CP
1000 3228

and loading check-point files. These operations in gcloud can
make user implement the FAUSIT easily.

5. Empirical Evaluations

The purpose of the experiments is to evaluate the perfor-
mance of the developed FAUSIT algorithm. We evaluate the
fault tolerant of FAUSIT by comparing it with two other
algorithms published in the literature. They are FASTER
algorithm [23] and the method in [22]. The main differences
of these algorithms to FAUSIT and their uses are briefly
described below.

(i) FASTER: a novel copy task based fault tolerant
scheduling algorithm. On the basis of copy task based
method, the FASTER adjust the resources dynami-
cally.

(ii) The method in [22]: it is a theoretic method which
provides an optimal check-point interval ¢,

5.1. Experiment Settings. The DAG based big data appli-
cations we used for the evaluation are obtained from the
DAG based applications benchmark provided by Pegasus
WorkflowGenerator [28]. We use the largest application from
the benchmark, i.e., Epigenomics, since the bigger application

is more sensitive to failures. The detailed characteristics of
the benchmark applications can be found in [29, 30]. In
our experiments, the number of subtasks in an application
is ranging from 100 to 1000. Since the benchmark does not
assign deadlines for each application, we need to specify
the deadlines; we assign a deadline for the applications: it is
1.0CP. Table 3 gives the characteristics of these applications
including the count of tasks and edges, average task execution
time and the deadlines.

Because FAUSIT does not schedule the subtasks on the
processors, we hire a high-performance schedule algorithm
(MSMD) to determine the map from subtasks to the proces-
sors. MSMD is a novel static schedule algorithm to reduce
the cost and the makespan for an application. On the basis
of MSMD, we use FAUSIT to improve the fault tolerant of an
application.

5.2. Evaluation Criteria. The main objectives of the FAUSIT
are to find the optimal fault tolerant mechanism for a big
data application running on cloud. The first criterion to
evaluate the performance of a fault tolerant mechanism is
how much time is delayed to complete the application, i.e.,
the makespan to finish the application. We introduce the
concept of makespan delay rate to indicate how much extra
time consumed by the fault tolerant mechanism. It is defined
as follows:

The practical makespan

Mak.Del.Rate = (18)

The ideal makespan

where the ideal makespan represents the completion time for
running an application without fault tolerant mechanism and
any failures, and the practical makespan is the completion
time consumed on practical system which has a fault tolerant
mechanism and the probability of failures.
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FIGURE 6: The result of Mak.Del.Rate and Ex.Cost.Rate.

The second goal of the FARSIT is to minimize the extra
cost consumed by the fault tolerant mechanism. Undoubt-
edly, to improve the performance of fault tolerant, any fault
tolerant mechanisms will have to consume extra computation
time for an application. Thus, the extra computation time is
a key criterion to evaluate the performance of fault tolerant
mechanism. Therefore, we define extra cost rate for the
evaluation:

The practical processors time

Ex.Cost.Rate = (19)

The ideal processors time
where the practical processors time denotes the time con-
sumed by the processors to running an application for a
practical system with failures, The ideal processors time is the
sum of the w; in G(V, E) for an application.

5.3. The Optimal o for FAUSIT. Before comparing with the
other algorithms, we need to determine the optimal « for
FAUSIT first. Due to the optimal o is an experimental
parameter, we have to figure it out by experiments.

We test the « by the Epigenomics application with 1000
subtasks for 10 times and make the T; = 1.0T,; the results
are shown in Figures 5(a) and 5(b). In Figure 5(a), the
Mak.Del.Rate becomes lower alone with the increased; i.e., a
larger & will lead to a shorter makespan for an application.

On the contrary, Figure 5(b) shows that the larger & will lead
to more cost for an application.

Through a comprehensive analysis of Figures 5(a) and
5(b), we make the @ = 0.033 which can equalize the
Mak.Del.Rate and the Ex.Cost.Rate and make sure that both
the Mak.Del.Rate and the Ex.Cost.Rate are smaller than other
situations.

5.4. Comparison with the Other Solutions. Since the proposed
FAUSIT algorithm is a heuristic algorithm, the most straight-
forward way to evaluate its performance is to compare with
the optimal solution when possible. We randomly generate 10
different applications for each scale of Epigenomics shown in
Table 3, and we make the T; = 1.0CP.

What should be paid attention to is that although the
FASTER is a copy tasks based method, but it is developed
for multiple DAG based big data applications. As a result,
it cannot compare the performance of it with the other
two methods directly. In order to make a comprehensive
comparison, on the basis of FASTER, we modified the
FASTER to make it handle a single DAG based application,
and this new FASTER is denoted by FASTER .

The average of Mak.Del.Rate and Ex.Cost.Rate are dis-
played in Figure 6. In Figure 6(a), our FAUSIT has the min-
imum Mak.Del.Rate for any size of application. Meanwhile,
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the FASTER + has higher Mak. Del. Rate than our FAUSIT, and
the Daly’s method has the highest Mak. Del. Rate. The result in
Figure 6(a) shows that our FAUSIT has the best performance
for minimizing the makespan of an application among these
methods.

In Figure 6(b), due to the fact that the Daly’s method
only adopts the check-point mechanism, this makes it has the
minimum Ex.Cost.Rate. Meanwhile, the FASTER* consumes
the maximum cost, since the Ex.Cost.Rate of it is very
large. Interestingly, along with the increase of the count of
subtasks in an application, the Ex.Cost.Rate of our FAUSIT is
becoming smaller, which indicates that our FAUSIT has the
ability to handle much bigger scale of application.

In conclusion, compared with the FASTER, our
FAUSIT outperforms FASTER on both Mak.Del Rate
and Ex.Cost.Rate. Compared with the Daly’s method, our
FAUSIT outperforms it much more on Mak.Del.Rate and
only consume 9% extra cost, which still makes our FAUSIT
have competitiveness in practical system. Besides, the «
in our FAUSIT can satisfy the requirements from different
users; i.e., if the users need a shorter makespan for an
application, they can turn the & up. On the contrary, if the
users care about the cost, they can turn the @ down. Thus,
the o make the FAUSIT have strong usability.

6. Conclusion

This paper investigates the problem of improving the fault
tolerant for a big data application running on cloud. We first
analyze the characteristics of running a task on a processor.
Then, we present a new approach called selective mirrored
task method to deal with the imbalance between the paral-
lelism and the topology of the DAG based application run-
ning on multiple processors. Based on the selective mirrored
task method, we proposed an algorithm named FAUSIT to
improve the fault tolerant for a big data application running
on cloud; meanwhile, the makespan and the computation cost
is minimized. To evaluate the effectiveness of FAUSIT, we
conduct extensive simulation experiments in the context of
randomly generated workflows which are real-world appli-
cation traces. Experimental results show the superiorities of
FAUSIT compared with other related algorithms, such as
FASTER and Daly’s method. In our future work, due to the
superiorities of selective mirrored task method, we will try to
apply it to other big data applications processing scenarios,
such as improving the fault tolerant of multiple applications
in the respect of could providers. Furthermore, we will also
investigate the effectiveness of the selective mirrored task
method in parallel real-time applications running on cloud.
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Predicting traffic conditions for road segments is the prelude of working on intelligent transportation. Many existing methods can be
used for short-term or long-term traffic prediction, but they focus more on regions than on road segments. The lack of fine-grained
traffic predicting approach hinders the development of ITS. Therefore, MapLSTM, a spatio-temporal long short-term memory
network preluded by map-matching, is proposed in this paper to predict fine-grained traffic conditions. MapLSTM first obtains the
historical and real-time traffic conditions of road segments via map-matching. Then LSTM is used to predict the conditions of the
corresponding road segments in the future. Breaking the single-index forecasting, MapLSTM can predict the vehicle speed, traffic
volume, and the travel time in different directions of road segments simultaneously. Experiments confirmed MapLSTM can not
only achieve prediction for road segments based a large scale of GPS trajectories effectively but also have higher predicting accuracy
than GPR and ConvLSTM. Moreover, we demonstrate that MapLSTM can serve various applications in a lightweight way, such as

cognizing driving preferences, learning navigation, and inferring traffic emissions.

1. Introduction

Traffic prediction of road segments is a fundamental issue
in the Intelligent Transportation Systems (ITS), which can
be hopefully used for planning optimal driving routes [1],
urban computing [2], balancing traffic control [3, 4], and
enhancing driving comfort [5]. It is necessary to explore
the traffic dynamics and analyze the evolution pattern of
traffic flow. Due to the generation of industrial IoT big
data, network infrastructures and computational models
have been equipped and applied [6-8]. If the global traffic
information is not recognized accurately and timely, I'TS will
be not successfully deployed or the deployed system will be
paralyzed sooner or later.

In general, the power of effectively predicting the future
traffic conditions for road segments comes from the historical
and real-time traffic information. According to the duration
for the future, 3-10 days, 1-3 days, within 1 day, and no more
than 15 minutes, traffic flow forecast usually is included long-
term, recent-term, short-term and short-time [9]. Most of
the existing methods present prediction trend either by using
probability and statistics of the time-dependent evolution

of current road, or only using the pure spatial relationships
among various road segments. Although available spatiotem-
poral information is combined to model the traffic network
pattern, the information does not play out its full potential.

Traffic network possesses complicated spatio-temporal
relationship. The prediction methods should have accu-
racy, robustness, adaptability and portability as the traffic
flow is a high-dynamic, high-dimensional, non-linear and
non-stationary random process. Traffic conditions of road
segments are influenced inevitably by the spatio-temporal
information in the traffic network. Deep learning can be used
to model high-level abstractions by using multiple non-linear
transformations, while the learning network has rarely taken
the overall spatio-temporal dynamic pattern into account.
It is not convincing to achieve accurate traffic prediction
merely by spatial relations between regions or road segments.
Hence, the prediction results perform not well at certain
times, which occur especially when there are insufficient
GPS trajectories through road segments. Based on this, it is
proper to consider more supplementary aspects such as map-
matching technology used to recognize traffic conditions for
road segments accurately and finely.
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In this paper, we propose a fine-grained and lightweight
approach for traffic predicting of road segments, named
MapLSTM, a spatio-temporal long short-term memory
network (LSTM [10]) preluded by map-matching [11].
MapLSTM only requires vehicles GPS, and not need to deploy
specialized traffic sensors in urban and not use the unob-
tainable data from ground loop. MapLSTM first obtains the
historical and real-time traffic conditions of road segments
via map-matching. Then LSTM is utilized to predict the traffic
conditions of the corresponding road segments in the future.
Breaking the single-index forecasting, MapLSTM can predict
multiple traffic conditions for road segments simultaneously.
To summarize, the major contributions of this paper consist
of the following aspects:

(1) Breaking through the difficulty of obtaining segment-
based traffic data, we perform the cognizing of road-grained
traffic conditions via map-matching technology.

(2) Based on a large scale of taxi GPS trajectories,
we propose MapLSTM to extract features from the high-
dynamic, high-dimensional, non-linear and non-stationary
traffic flow. And we confirm that MapLSTM have a higher
predicting accuracy than GPR [1] and ConvLSTM [12].

(3) We demonstrate MapLSTM can serve to various prag-
matic applications: cognizing driving preferences, learning
navigation and inferring traffic emissions.

The remainder of this paper is organized as follows:
Section 2 reviews the literature on traffic prediction. Section 3
describes the materials and gives details of our mechanism
MapLSTM. The next, Section 4 demonstrates the effective-
ness and applications. This paper ends in Section 5 with
conclusion on our work.

2. Literature Review

Traffic condition prediction can not only be used as the design
basis of signal control of ITS but also provide decision support
for dynamic route guidance. Whereas, there are still some
bottlenecks in short or long term traffic prediction through
a lot of real spatio-temporal data.

Spatio-temporal semi-supervised learning model pro-
posed in [13] can infer the volume of each road with real-
world data collected from 155 loop detectors and 6918 taxis
over 17 days. There are totally 19165 road segments in the
urban area, but only 155 road segments are equipped with
loop detectors, which results there in an inherent deviation
in acquiring the city-wide traffic volumes. Although the
constructed affinity graph can characterize the similarities
among roads based similar speed patterns, the factors influ-
encing traffic flow are not only the speed of vehicles, but also
the road topology, road structure, the regional characteristics,
and so on. Traffic conditions of each road segment cannot
be predicted accurately only by the spatial relations on the
macro.

A vehicle speed is influenced by many factors: the vehicle
type, the traffic conditions and the driver’s behaviour. A data
driven model is proposed in [14] for vehicle speed prediction
where the average traffic speed is estimated based on histor-
ical traffic data at first and then the statistical relationship
with individual vehicle speed is presented by hidden markov
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models. Finally, the individual vehicle speed is predicted by
forward-backward algorithm. Another mechanism proposed
in [15] is a cooperative method which combines with fuzzy
markov model and auto-regressive model. These machine
learning approaches for vehicle speed prediction do not care
about the basic data sources, and focus more on the accuracy
of prediction algorithms rather than the accuracy of segment-
based traffic prediction.

DeepSense [16] is a typical deep learning approach for
traffic prediction with Taxi GPS traces. DeepSense gains
the prediction results based on sufficient dataset by using
Restricted Boltzmann Machine. Due to the night data is
too sparse, so DeepSense made a prediction based filling
according to the data of the same time in history. But this
prediction-based prediction approach may lose credibility in
deep learning. In addition, DeepSense extract and classify the
speed only on 0 ~ 60km/h to reflect the traffic congestion or
smooth, which lacks universality in some other regions.

Understanding traffic density from large-scale images is
another way to recognize the traffic status. Reference [17]
as a related work selects a region of interest in a video
stream at first, then counts the number of vehicles in the
region for each frame, so the density is calculated by dividing
that number by the region length. Reference [18] is another
image-based learning to measure traffic density using a deep
convolutional neural network. These vision-based cognitive
methods mainly play a role in local regions, which can
dedicate to the operational control but cannot make an
efficient decision in tactical planning with in the long run.

In addition, the predicted object is univocal in the existing
methods, more is traffic volume or speed, which can merely
infer the traffic state of the road segment is congestion, slow,
normal, moderate, and unimpeded. It is necessary to explore
fine-grained and accurate perception in a simple way.

3. Materials and MapLSTM

In this section, we first provide materials on GPS trajec-
tory, map-matching, and LSTM. Then we depict MapLSTM
designed for traffic prediction.

3.1. Materials

3.1.1. GPS Trajectory. Taxis can be considered as ubiquitous
mobile sensors constantly probing a city’s rhythm and pulse.
Being inherent characteristic, GPS-based taxies have proven
to be an extremely useful data source for uncovering the
underlying traffic behaviour. So far, the taxi GPS data have
been used for urban computing, detecting hot spots, map
reconstruction, finding routes, and so on [2, 19].

The GPS records of a large number of taxis in a city
are routinely saved to a log file L, resulting in a very large
data set L = {py1> P12>-- > P15 -+ -5 Pit> Pi> - - - » Pis - - -J- Fields
for each GPS record generally contains TaxilD, Location
(Longitude, Latitude), Speed, Event, GPS_state, Bearing, and
6 commonly used timing units: YYYY-MM-DD HH:MM:SS.
Figure 1 shows an example of GPS log and trajectories. A
trajectory T is a time series of GPS points with the time
interval between any consecutive GPS points not exceeding
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[116. 37805094, 39, 888031]
[116. 3636475, 40. 0007591]
[116. 2795029, 33, 8959732]
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[116. 5154037, 38, 9145546]
[116. 3400982, 39, 8671875]
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FIGURE 1: An example of GPS log and GPS trajectories.
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3.1.2. Map-Matching. Map-matching is the process of align-
ing a sequence of observed GPS positions with the road
network on a digital map [20]. As a preprocessing step
of MapLSTM, map-matching can effectively improve the
existing huge amount of low-sampling-rate GPS trajectories
in data set.

As shown in Figure 2, map-matching can be performed
with the same or different time interval as the GPS points. The
GPS points without map-matching can only be mapped to
the road network. Not all GPS points can be mapped to their
corresponding segments due to the GPS positioning error.
But after map-matching, all GPS points can be corrected to
the corresponding road segments.

Input: The network’s input in current time x,;
the initial weight matrix W,
and bias units b about gates I, O, F;

Output: The forget gate, input gate, cell state in different

time, output gate and the cell output.

M) fr=0W;-[h_,x]+b)s

(2) #: o represent Sigmoid function.

(3) i, = o(W; - [hy 1] + b

(4) C, = tanh(W. - [hH,ict] +bo)s

() Co=fi*Cy+iyxCy

(6) o,=0(W,-[h_,x,]+b,);

(7) h, = o, * tanh(C,);

(8) return f,,i,,C,,C,, 0,, h,.

ALGORITHM l: For calculating each element of LSTM.

3.1.3. LSTM. LSTM [10] is a time recurrent neural network,
which is the most widely used method to process and predict
events with relatively long intervals in time series. LSTM can
learn about long-term reliant information by input gate I,
output gate O, and forget gate F, where, I determines how
much of the network input at the current time x, is saved to
the cell state ¢,. O determines how much of the control unit
state ¢, is output to the current output value h, of LSTM. F
determines how much of the cell state from the previous time
¢,_; remains to the current time ¢,. In short, the input X at
different time determines the cell state C at the corresponding
time and the current cell state ¢, will be affected by the
previous cell ¢,_;.

The calculation of each element of LSTM is shown in
Algorithm 1. At the current time ¢, f, denotes forget gate, i,
represents input gate obtained by the previous output h,_,
and the current input x,, C, denotes the cell state and C,
denotes the cell state at the previous time, o, denotes the
output gate, and h, denotes the cell output. LSTM can not
only save information long ago under the control of F but
also avoid the current irrelevant content into memory based
the gate I.

3.2. MapLSTM. MapLSTM is fine-grained and lightweight
way. It only requires sampled GPS points of vehicles and not
need to deploy expensive traffic sensors in urban and not use
the unobtainable data from ground loop. In this section, we
describe MapLSTM in detail.
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FIGURE 3: MapLSTM framework for traffic prediction. It consists of three processes: Map-matching, data processing and LSTM predicting.

3.2.1. Framework. Figure 3 shows the framework of
MapLSTM, which consists of three processes: map-matching,
data processing and LSTM predicting.

(a) Map-Matching. A large number of sampled GPS points
stored in GPS log need to be matched to road segments. In
order to facilitate the operation, it is necessary to manually
redivide road segments based on the road network before
matching. Generally, the division is based on the intersec-
tion, or no redivision, just based on the inherent segments
structure in road network, if the calculation resources and
road segments information are sufficient and detailed. We
do our best to maintain the original topography relationship
between the divided road segments. After map-matching,
all GPS points can be shifted to the corresponding road
segments.

(b) Data Processing. The road segments experienced map-
matching also mean the information has been extended,
where the road segments and vehicle information are paired
oft according to their ID and location. Therefore, we can have
information statistics including vehicle speed, traverse time,
and traffic volume taking one road segment as a unit (i.e.,
segment-based). The traverse time can be counted in different
directions: from west to east, from east to west, from north to
south, and from south to north. The processed data are sent
to prediction model LSTM as the training set and testing set.

(c) LSTM Predicting. The traffic data of vehicle speed, the tra-
verse time, and traffic volume based road segments are input
to LSTM concurrently for predicting task. The hidden layers
of LSTM can control the long-term or short-term impact on
the current state. After output layer of LSTM, it goes through
a full connected network with three layers, in which the
purpose is to better explore the implied relationships between
states.

MapLSTM enables cognition of road segment-based
traffic conditions in a lightweight way. For the real-time
cognition of global situations, MapLSTM is still valid by
collaboration computing where a groups of cells work
together to accomplish a relatively large task. Edge computing
after cloud computing is a typical collaborative computing
environment and has been widely used [21, 22].

3.2.2. Map-Matching Algorithm. Before map-matching, it is
necessary to have a information understanding about roads
and vehicles. Table 1 describes an example with a sample
of the information. All the information about roads and
vehicles can be correlated based the auxiliary information
(ID, longitude and latitude).

ST-Matching [20] is a pathway with candidate computa-
tion and spatio-temporal analysis for low-sampling-rate GPS
trajectories. We follow ST-Matching analysis architecture
and make a map-matching work on a real digital map
in Beijing. As described in Algorithm 2, for the available
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TABLE 1: An example with a sample of the main information about road and vehicle.
Name The Main Fields
Road ID MapID PathName Pathclass ~ Oneway Width  Length Direction Meters
59565200918 595652  Xing Fu Xi Jie 4 F 30 0.284 2 3.68
Vehicle ID Bearing Speed State Longitude Latitude  Event Time Positioning
6409 84 46 1 3973633 11633100 1 20160916182046  GPS/BeiDou/Mix

Input: Beijing Road network R, Coordinate axis A,
Trajectories T, where, T = {t,,t,,t5,...,1,},
ti=1{pn — Po— P — " — Pub
Dij is a GPS sampling point, 7, j € [1,n];

Output: The one-to-one results of road segments and

vehicles information: M.

(1) Initialize CPset = 0;

(2) Repeati=1,2,3,...,m

(3) Forj=1ton

(4) S;= GetCandidatePoints(pj,R)

(5) CPset.add(Si)j)

(6) End for;

(7) k=1;

(8) While k < ||CPset| do

(9) V, = GetSpaVal(R, A, CPset(k), dist(p, CPsett))

(10) V, = GetTemVal(R, A, Speed, time(p; j» Pi js1))

(1) My = MatchSeq(V,,V,)

(12) k+=1

(13) End while;

(14) Visualized M,—>M;';

(15) return M.

ALGORITHM 2: Map-matching algorithm.

historical trajectories, GPS sampling points in the trajectories
are traversed to get the candidate point set which waiting
to be corrected. For all candidate points, the spatial value
can be reached by combining with the information of road
network, longitude, latitude, and distance, and the temporal
value can be reached by adding the time information. After
spatial analysis and temporal analysis, matching results can
be accomplished.

After map-matching, roads information where the vehi-
cles are located can be easily obtained, and the traffic data
about the roads can also be clearly gained after statistics in
turn.

3.2.3. Training Data Generating. The raw trajectory data
cannot be used directly for our predicting task. It is necessary
to match and statistics at first. If we want to get the traffic
status prediction of road segments, we need to make a
segment-based statistics about the traverse time in different
directions, the vehicle speed and the traffic volume.

The data of traverse time in different directions, the
average vehicle speed and traffic volume of road segments
can be generated by Algorithm 3. When map-matching is
done, more fine-grained data can also be obtained such as the
average speed and traffic volume under different directions
of road segments. The data after map-matching and statistics

Input: Road Log R', GPS Log V',

Output: The traffic data about the road segments.

(1) Initialize TT we, TT ew, TT _sn, TT _ns, Speed,
Count_we, Count _ew, Count _ns,Count _sn;

(2) GetVehicleColumns(ID, Time, V_Speed, V_lon, V_lat);

(3) GetRoadColumns(RoadID, R_lon, R_lat);

(4) Repeat RoadID;

(5) Flag = 0;
(6) Fori = StartTime to EndTime
(7) if

(8) t;,V_on <R, lon;V_lat <R, lat

(9) ti>Vdon =R, lon;V_lat > R, lat

(10) t,,;» VIon < R, lon; V_lat < R, lat

(1) t,.> VAdon = R,don; V_lat > R _lat

(12) then

(13) Flag=1

(14) Count_we+ = 1;

(15) Count_ns+ =1

(16) TT we+ =t —t

(17) TTns+ =t — tin

(18) Imitate GetCountData(Count ew, Count _sn);

(19) Imitate GetTTData(TT ew, TT _sn);

(20) if Flag = 1 then Speed+ = V _Speed;

(21) End for;

(22) Avg.TT we = TT we/Count _we;

(23) Imitate GetData(Avg_TT ew, Avg_TT _sn,
Avg_TT _ns);

(24) Volume = Z;Ze’”’S} Count_pg;

(25) AvgSpeed = Speed/Volume;

(26) return Avg TT we, Avg TT ew, Avg_TT _sn,
Avg_TT ns, AvgSpeed, Volume.

n+i>

i+15

ArcoriTHM 3: To generated the segment-based traffic data.

can be used, which also mean that the training data and the
testing data of prediction network are generated.

4. Experiment

We compare the following experiments to verify the perfor-
mance of MapLSTM.

(1) Gaussian Process Regression (GPR) [1]. It is one of the
most popular used prediction algorithms and often used to
compare performance as a baseline.

(2) ConvLSTM [12]. Tt extends LSTM to have convolutional
structures in both the input-to-state and state-to-state transi-
tions, and captures spatiotemporal correlations better.

(3) ConvLSTM+. It is ConvLSTM increased epoch numbers.
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FIGURE 4: Traffic data about road segments at 8:00 on November 1, 2012.

4.1. Datasets. Alarge scale of real taxi trajectory data are used
in our predicting task. The data package of GPS log includes
over 400,000 taxicabs’ trajectories in November 2012, Beijing.
And full-scale entries are contained during 24 hours for
each day. We use data between 8:00 ~ 20:00 in weekdays
as the traffic pattern can be learned better in the daytime.
We can get dataset 22 x 13 x 30 when the time interval is
2 minutes.

There are too many segments in road network R, so we
manually redivide the road segments based R to verify the
feasibility of MapLSTM. The road segments after redivision
is stored to set Rss. Figure 4 depicts the traffic data of Rss
on November 1, 2012 at 8 oclock, including the traverse time
in different directions TTy,_, 5, TTy. s, the average vehicle
speed, and the traffic volume.

4.2. Training. In MapLSTM, the obtained dataset is divided
into training set and test set in an 8 : 2 ratio. The prediction
model has batch_size = 20, Ir_decay = 0.93, hidden_size =
250, and num_steps = 6 (the size of window, that means using
data from the previous 6 time units to predict the next one).
The sizes of the three full connection layers are 180 x 150,
250 180, and 250 x 250, which is related to the total number
of road segments.

ConvLSTM has the same dataset as MapLSTM, and the
model has input = 21 * 21, batch_size = 8, num_steps =
6, kernel = 5 = 5, filters = 10, and max_epoch = 70.
ConvLSTM+ is iterated 20 times more than ConvLSTM.

4.3. Performance Evaluation. Mean absolute error (MAE) is
the most commonly used criteria in predictive algorithms
and is employed to evaluate the proposed MapLSTM.

1 N
MAE = NZKfi_)/i)l ®
i

where f; is the predicted value and y; is the observed value.
The smaller the MAE, the stronger the predictable ability of
algorithms.

As shown in Table 2, whether it is the MAE of vehicle
speed, traffic count, or travel time in different direction
TT_WE (from west to east), TT_EW (from east to west),
TT_SN (from south to north), and TT_NS (from north to
south), MapLSTM is smaller than GPR and ConvLSTM.
For a certain algorithm, the closer the value of “Train” and
“Test” of each parameter is, the more robust it is. The results
of ConvLSTM are similar to MapLSTM but do not exceed
MapLSTM. That is because ConvLSTM with the ability to
capture spatiotemporal correlations is good at predicting
relatively single spatial pattern, but the spatial patterns of road
traffic are complex. In the future, we will focus on complex
spatial correlations in traffic environment. Compared to
ConvLSTM, some parameters of ConvLSTM+ are slightly
better because ConvLSTM+ increased the number of epoch.

It is important to note that MAE is affected by the
accuracy of the raw data and it will decline if the dataset is
large enough.

4.4. Applications

4.4.1. Cognizing Driving Preference. Different drivers have
different preferences about different types of roads, and they
also have different impulse to reroute roads due to their
different tolerance about the cost expectations of current
congestion. For example, the drivers with low tolerance may
choose a highway bypass which have a lower congestion
cost expectations but have more traffic lights. Tolerance of
drivers changes dynamically with various spatial-temporal
conditions such as travel distance, congestion time, and
arrival time. Therefore, a large deviation between the traffic
optimization results and the actual expectation of drivers
will lead to failure of traffic scheduling. Quite a few drivers
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TABLE 2: MAEs comparison of GPR, ConvLSTM, and MapLSTM.
Algorithms Speed Count TT_WE TT_EW TT_SN TT_NS
GPR 70.79 46.43 66.81 70.7 63.2 66.08
ConvLSTM Train 18.78 718 18.75 18.27 17.77 19.01
Test 19.27 732 18.71 18.11 18.14 19.29
ConvLSTM+ Train 19.44 713 18.75 18.59 17.82 19.46
Test 18.91 6.89 18.71 17.96 17.85 18.93
MapLSTM Train 18.33 5.59 16.42 16.5 16.94 18.62
Test 18.53 7.05 16.91 17.21 17 18.57
400
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FIGURE 5: Segment-based traffic information at a certain time.

choose a looked like shortest road, only to find the route is
congested by many vehicles whose drivers make a similar
decision.

The traditional route planning methods are more inclined
to train drivers’ basic selection tendency and do not have
personalized features. The participants in these methods are
considered the rational contenders perfectly. The planned
result is the purely rational optimal solution and does not
express the noncomplete rational decision-making prefer-
ence for drivers in the actual routing decisions. Although the
questionnaire may be a handy pathway for cognizing driving
preferences, it lacks efficiency and comprehensiveness.

The premise of learning driving preferences is to obtain
an understanding about the roads conditions. The more we
aware of road properties, the more satisfied we cognise the
personalized preferences. MapLSTM can have a fine-grained
cognition of road traffic conditions, so we can learn the
driving preferences easily. For drivers of vehicles, there are
two preferences getting the most attention: time and distance.

Figure 5 shows the traffic information about the travel time,
distance, vehicle density, and speed of each road segments in
Rss where the vehicle is driving from place A to place B. In
order to compare the preference in driving, the full driving
routes based different driving preferences including average
speed, vehicle count, distance and travel time are shown in
Figure 6.

4.4.2. Learning Navigation. Navigating vehicles to their des-
tination is an important service for ITS. In addition to
using historical and real-time traffic conditions, the state-of-
the-art systems take into account the impact on the future
traffic conditions which can be obtained by predicting. For
example, the method in [23] has the ability of learning
experience-based autonomous navigation based the global
traffic dynamic, and the method in [1] is another dynamic
planning scheme based on situation awareness where the city
sensors are deployed to maintain an up-to-date view of the
city’s current traffic state.
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As mentioned above, the existing methods are still labori-
ous for lightweight, fine-grained, and accurate prediction. So
we propose MapLSTM to predict traffic conditions effectively.
We analyze and compare the use about the predicted traffic
conditions in navigation planning, as in Table 3, the lower the
computing complexity, the lighter the planning algorithm;
the higher the navigation accuracy, the better the navigation
performance; perdurability represents the sustainability of a
transportation system; the higher the perdurability, the more
sustainable the transportation system.

4.4.3. Inferring Traffic Emissions. Inthe COPERT model [28],
hot emissions are one of the key essentials about traffic
emissions. Hot emissions occur when the engine of vehicle
is at its normal mode. Hot emission factor EF, the amount
of pollutant a single vehicle emits per kilometer (g/km), is
calculated as a function of travel speed v(km/h) [29].

(a tov+ evz)

B (1+bv+dv?) @

EF

where, a, b, ¢, d, e are the pollution emission parameters of
COPERT model, these values are given in [29] to calumniate
different kinds of emissions and gas consumption: CO,
Hydrocarbon, Nox, Fuel Consumption (FC).

As in Figure 7, we infer different kinds of traffic emissions
and gas consumption of 126th road segment at 10:00 in the
next five days, the average of CO is about 0.5, Hydrocarbon is
0.04, Nox is 0.09, FC is 4.24, CO, is 4.29, and PM, ; is 0.007.

As for other pollutants like CO, and PM, ;, their emission
factors are proportional to FC.

EF,, =3.18 % EFyc

3)
EFpy =3 %107  EFge

4.4.4. Other Applications. Table 4 compares the applications
about traffic prediction in recent two years. It can be seen
from Table 4 that the traffic prediction methods is more
inclined to use machine learning and deep learning algorithm
to achieve more accurate and larger regional prediction;
the advance cannot be separated from the rapid devel-
opment of machine learning and deep learning in recent
years.

5. Conclusions

Urban road traffic system is the lifeblood of a city, which
ensures its operation. Predicting traffic conditions for road
segments is the prelude of working on intelligent trans-
portation. In this paper, we proposed MapLSTM, a traffic
predicting mechanism for road segments, to promote the
development of ITS. MapLSTM can accelerate the landing
of many applications in a lightweight and fine-grained way.
In the future, autonomous humanlike driving based on road
topography is worth concern, and we will focus on complex
spatial correlations in traffic environment.
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Data Availability

We used the source code of ConvLSTM in our paper; the URL
is: “https://github.com/carlthome/tensorflow-convlstm-cell.”
Moreover, we used the dataset “T-Drive Taxi Trajectories”
released by MSRA; the URL is “https://www.microsoft.com/
en-us/research/project/urban-computing.” There is just one
week of data in released dataset. Although one week of data
can also conduct secondary analyses, we used one month of
data of “T-Drive Taxi Trajectories” in our experiments for
better performance, in which data was from the previous
cooperation project.
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Due to the problem of attribute redundancy in meteorological data from the Industrial Internet of Things (IloT) and the slow
efficiency of existing attribute reduction algorithms, attribute reduction based on a genetic algorithm for the coevolution of
meteorological data was proposed. The evolutionary population was divided into two subpopulations: one subpopulation used elite
individuals to assist crossover operations to increase the convergence speed of the algorithm, and the other subpopulation balanced
the population diversity in the evolutionary process by introducing a random population; these two subpopulations completed the
evolutionary operations together. With the TSDPSO-AR algorithm and ARAGA algorithm, the attribute reduction operation for
precipitation in meteorological data was performed. The results showed that the proposed algorithm maintained the diversity of
the population during evolution, improved the reduction performance, and simplified the information system.

1. Introduction

With the development of the Internet of Things technology, a
large number of sensors and smart terminals are used in tra-
ditional industries, which will lead to a tremendous growth in
big data. How to effectively manage large amounts of data in
the Industrial Internet of Things (IIoT) to improve industrial
production efficiency has become an urgent problem that
needs to be solved. Meteorological elements are increasing
remarkably, which brings some challenges [1-4]. To address
this issue, this paper designs configurable meteorological data
acquisition to meet the needs of more application scenarios.
The increase in data amount is beneficial to the improved
mining of potential meteorological patterns, but there is no
clear purpose in the process of collecting meteorological
data, and the change in meteorological phenomena is only
related to some meteorological elements collected, where the
attribute redundancy in the collected meteorological data is
large. These redundant attributes not only reduce the mining

efficiency of meteorological data but also reduce the data
mining accuracy. Therefore, it is very important to perform
attribute reduction on collected weather data. In the rough
set theory, which is a data mining method that effectively
deals with fuzzy and uncertain information, one of its core
contents is deleting redundant attributes in the knowledge
base under the condition of keeping the decision ability of
the knowledge base unchanged [5]. Therefore, using attribute
reduction to delete redundant attributes in meteorological
data and improving the mining efficiency of meteorological
data has important practical significance [6]. Many scholars
nationally and abroad have conducted in-depth research and
discussions on this method and have also made remarkable
achievements. It has been proven that the minimum attribute
reduction used for solving information systems is an NP-hard
problem. Therefore, many scholars use heuristic algorithms
to improve the reduction efficiency. You Z et al. discuss
the attribute kernel and attribute reduction operation of
multiple decision tables in the distributed environment and
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proposes an information entropy reduction algorithm based
on the vertical distribution in the multidecision table [7]. This
method reduces the communication cost in the process of
distributed reduction and improves the reduction efficiency
through parallel and conditional information entropy and
elements in the transmission class. Heuristic-based attribute
reduction improves the reduction efficiency to some extent,
but there are still some shortcomings. To further improve
the reduction efficiency, many scholars combine rough set
attribute reduction with other optimization algorithms. The
coevolution reduction algorithm, combined with the quan-
tum frog group, was proposed by Ding Weiping et al. in
[8]. Using the optimal execution experience of the frog
group and elite individuals to guide the model group to
the target direction quickly, the convergence efficiency and
global search ability of the attribute reduction are improved,
but the cooperative coevolution reduction algorithm is suit-
able for high performance. Dimensional data sets greatly
reduce the performance of data reduction with smaller data
dimensions. Chen ] et al. proposed an efficient rough set
clustering algorithm based on a genetic algorithm [9]. The
global search ability of the genetic algorithm was used to
improve the convergence speed of the algorithm. Zhang
Rongguang et al. proposed a particle set based on the rough
set attribute reduction algorithm [10]. By introducing the
improved tabu search algorithm, the local search strategy
of the particle swarm optimization was improved, and the
diversity of the population was improved. Based on this back-
ground, attribute reduction based on the genetic algorithm
for the coevolution of meteorological data (AECMD) was
proposed. The algorithm divides the evolutionary population
into two subpopulations. One subpopulation quickly guides
population evolution through the use of elite-assisted cross-
operation, and the other subpopulation maintains population
diversity by introducing random populations in the later
stages of evolution. This assists in crossover strategies to avoid
the impact of random populations on the evolutionary pop-
ulation due to fitness values that are too small. Through the
coevolution of the two populations, the entire evolutionary
process improves the algorithm’s reduction performance.

2. Attribute Reduction in the Roug
Set Theory

2.1. Information System. Formally, an information system
can be described as follows: Let S = (U, A,V, f) [11-18],
where U = {x,x,,...,x,} is a nonempty finite set (i.e., the
domain A = C U D is an attribute set, where C and D
represent a conditioned attribute set and decision attribute
set, respectively). V = Vo U V,, V- represents the conditioned
attribute values, and Vp, is a decision attribute value. f :
U x A — V is an information function, which gives a value
to each object in the information system. In the information
system, S represents a cluster of equivalence relations on
U.If B ¢ Sand B # 0, we define IND(B), which is an
indiscernibility relation.

IND (B) = [ ) IND ({b}) W

beB

Obviously, IND(B) is an equivalent relationship.
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2.2. Attribute Reduction and Attribute Core. Attribute subsets
P and Q are the equivalence relation clusters on the domain
U. C and D are the conditional attribute sets and decision
attribute sets, respectively, and P ¢ C, Q < D. Q'sP positive
region is recorded as POS,(Q) (7, 19-29]:

POS,(Q = |J P.(X) 2

XeUu/Q

If POSp(Q) = POSp_i,)(Q), @ € P, then it is said that a can
be saved in Q; otherwise, a is necessary in Q.

In the attribute subset P, all sets of the Q necessary
relations in the knowledge base are called Q cores of P, as
CORE(P). In the information system, if the attribute subset
B is relative to an independent D, and POSg(D) = POS.(D),
then B is a D relative reduction in C, and the collection
of all C'sD-reductions is denoted as RED(C). Because of
CORE(P) = NRED(P), therefore the attribute core is the
intersection of all reductions and cannot be deleted in the
attribute reduction process of the information system. Thus,
the core of the information system can be regarded as the core
of the attribute reduction [30].

2.3. Attribute Independence Degree. Let the information sys-
tem S = (U,A,V, f), where R is an equivalence relation
clusteron U and P, Q < R; then define the dependence degree
of Qon P as [31]

|POS, (Q)]

3
Ul (3)

y(P,Q =yp(Q) =

| denotes the base of the set; POS »(Q) denotes the positive P
of Q in the universe U.

3. Coevolutionary Reduction in the Adaptive
Genetic Attribute

The number of populations during evolution is limited. After
several iterations, the population is composed of individuals
with higher fitness values. At this time, the diversity of the
population is low, which makes the selection and crossover
operators lose their primary roles. In the process of evolu-
tion, different operators have different effects on population
diversity. In the process of the selected operator iteration, the
population evolution phenomenon of “survival of the fittest”
is embodied, but it reduces the diversity of the population, the
crossover operator keeps the diversity of the population, and
the mutation operator improves the diversity of the species
[32].

3.1. Adaptive Genetic Algorithm

3.1.1 Fitness Function. The fitness function is a method that
calculates the individual’s ability to adapt to the surrounding
environment. It is a key step in calculating the degree of
an individual’s superiority and inferiority. It is also a key
process in combining the genetic algorithm with the attribute
reduction of the rough set. The purpose of attribute reduction
is to remove redundant attributes as much as possible to
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obtain an optimal solution. Therefore, the design of the fitness
function should meet the two requirements of strong classi-
fication ability and deletion of redundant attributes as much
as possible. For this reason, the individual degree of attribute
dependency and individuals with conditional attributes are
introduced as parameters into the fitness function. The fitness
function formula is as follows (4):

N-R

F(x)=(1-21) Nx+)\*rf€‘(D) (4)

where N represents the number of conditional attributes and
R, represents the number of individuals whose gene value
is “1”7 in x; r;(D) is the attribute dependency of D in the
individual s whose gene value is “1”; and A € (0,1) is the
adjustment parameter.

3.1.2. Selecting the Operator. Selecting operators is a key
factor in the reduction in population diversity, which reflects
the evolutionary direction of the survival of the fittest
and determines the search performance of the algorithm
[33]. Roulette strategy determines the selection probability
according to the fitness of an individual. At the beginning
of the iteration, individual differences are greater, and the
diversity of the population is abundant. Through this method,
the evolutionary phenomenon of the survival of the fittest
can be well represented. However, as the iteration progresses,
the individual fitness value of the population decreases, and
the performance of the selection operator is also greatly
weakened. Therefore, the selected operator is improved in this
paper, as shown in

fi _fmin
PizN— 5
Zj:l (f] - fmin) ©)

where f, ., represents the minimum fitness value of the
population and f; represents the individual fitness value of
the probability of the current selection.

After calculating the individual fitness value of the popu-
lation, the population is sorted in descending order according
to the size of the fitness value. When selecting the operation,
the individual fitness value is subtracted from the minimum
fitness value in the contemporary population, and the roulette
selection operation is performed. After the individual fitness
value subtracts the minimum fitness value of the population,
the degree of difference between individuals increases, which
enriches the population diversity and balances the selection
pressure.

3.1.3. Cross and Mutation Operators. The traditional genetic
algorithm uses fixed crossover probability and mutation
probability, which may lead to slow convergence and prema-
ture convergence. Algorithm premature convergence affects
the evolution of better individuals; the population tends
to become static, with limited population diversity, and
causes the crossover and mutation operators to become
ineffective. The standard adaptive genetic algorithm measures
the individual’s superiority and inferiority by comparing the
individual fitness with the average fitness value. When the

fitness value is greater than the average fitness value, the
individual is considered to be a good individual and has
a small probability of crossover and mutation. Premature
convergence is caused by the individuals in the population.
To avoid the multiplication of individuals being slightly larger
than the average fitness value, causing the population to be
single, this paper proposes using the average fitness value of
an individual that is greater than the average fitness of the
population as a measure of individual merit. This standard
increases the probability of crossover and mutation in this
part of the evolution process and avoids overproliferation. At
the same time, from the point of view of the entire iterative
process of the algorithm, due to the higher diversity of the
population at the beginning of the iteration, the population
has a greater probability of crossover and mutation. As
the iteration proceeds, the population gradually starts to
converge, and the population’s crossover and mutation prob-
ability also gradually decreases. Based on this, the crossover
and mutation operators P, and P,,, respectively, are improved
as follows:

Pc = 1+elxp (bl t) 1 o (6)

—————+Cy, f<
l+exp(b -t) ' Jemas

Zl'exp(f_fmax)_l_M f>f
p -] l+exp(b-t) P T eme )

— 1 M, f <
L+exp(b,-t) ! Jrmax

where f,,.. represents the maximum fitness value; f,,..
represents the average fitness value of the individual whose
fitness value is greater than the average fitness value; G
represents the evolution algebra; b, and b, represent the
changing curvature of the crossover probability and mutation
probability with regard to evolution algebra, respectively; C,
and M, represent the convergence limit of the crossover
probability and mutation probability, respectively; and [,
represents the control factor.

3.1.4. Population Diversity. Population diversity is a prereq-
uisite for the evolution of genetic algorithms. Population
diversity directly affects the performance of the algorithm. If
the population P is binary coded, the population size is n, and
the total gene length is L, the population diversity measure is
defined as follows:

div (P(£) =1- ﬁ

n

L n
. z (max Za,j, Z (1 - alj) )
j=1 j=1

i=1

j=1

n n
— min Z“lj’ (1 - alj) >
=1
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Input: S = (U, AV, f),C;, M, 1, M,,

Output: Attribute reduction red

1. Initialization:

1.1 Calculate the dependency r&(D) of the decision attribute D on the condition attribute C according to formula (3).

1.2 Let Core(C) = 0, for any attributes g, € C, ifrgf{uk}(D) —1&(D) # 0, then Core(C) = Core(C) U {ay}; if rg,,, (D) = r&(D), then
Core(C) is the minimum reduction in the base attribute D for the condition attribute C; otherwise, step 3 is performed.

1.3 For any attributes g, € C, if g, € Core(C), then the corresponding chromosomal gene position is I; else, the random selection
of 0 and 1 as their chromosomal gene is performed.

2. Start the iterative process:

2.1 According to formula (3), calculate the individual attribute dependency value, calculate the individual fitness value by formula
(4), and then sort the population in descending order according to the size of the fitness value.

2.2 Select the first M different individuals to compose the elite library Elite(t) and let t = 0; from the population P(t), select

the n/4 individuals to form subpopulations A and B according to formula (5).

2.3 Subpopulation A undergoes evolutionary operations:

(1) The elite algorithm assists in the crossover and randomly selects the elite individuals in the elite bank and the individuals in
the child population A to complete the collaborative cross-operation

(2) Perform the mutation operation to obtain subpopulation A(t + 1).

2.4 Evolution of subpopulation B: If the number of iterations is higher than t/4, generate random populations and perform elite
assisted crossover operations; otherwise, perform mutation operations to obtain subpopulation B(f + 1).

2.5 Combine the populations A(t + 1) and B(t + 1) to obtain the population Temp(t + 1) and calculate the fitness value of the
population Temp(t + 1).

2.6 If Temp(t + 1) has an individual fitness value greater than that of P(t), replace P(t) with the smallest fitness value to obtain

to update the elite library and get Elite(t + 1);

P(t + 1) and P(t + 1)) sorted in descending order. Take the first M different individuals in P(t + 1)

2.7 It is determined whether the termination condition is satisfied. If it is satisfied, it ends; otherwise, start over at 2.1.

ALGORITHM I: Attribute reduction based on the genetic algorithm for the coevolution of meteorological data (AECMD).

where Z;lzl a; and 27:1(1 — ay;), respectively, represent the
number of the 1 and 0 loci of all individuals in the binary cod-
ing group; max{};_, a;, >, (1-a;)}—min{}_, a;, ¥, (1~
a;)} indicates the distribution of the L gene, and 0 and 1 are
indicated in the population.

3.1.5. Elite Individuals Assist in Cross-Operation. 'This paper
is inspired by [34] to design a new crossover algorithm
assisted by elite individuals. Reference [34] uses the same elite
individuals to cross-operate with crossover individuals. This
kind of operation can quickly lead the population towards
elite individuals, but it also greatly reduces population diver-
sity. The crossover operation of this paper is to randomly
select an elite individual E; from the elite pool and complete
the crossover operation with the cross individuals to avoid
the individual elite individuals from guiding to reduce the
diversity of the population. The following formula shows:

x; = (X X Xjoo o Xpey 00 Xp)

e]. = (ejl’ ej2’ e ejk’ cee ejk+i e ejL)

)
U

!
X = (xl’xz,...e],k,...ejk_ﬂ,...xL)

3.2. Cooperative Evolution of the Adaptive Genetic Attribute
Reduction Algorithm. The attribute dependence degree, as
the basis of measuring the importance of the condition
attributes in the information system to the decision attribute,
provides a standard measure for evaluating the importance of
the conditional attributes in the information system. As a self-
organized global optimization search algorithm, the genetic
algorithm improves the convergence speed and optimization
efficiency of the algorithm. The fitness function is used
to connect attribute reduction with the genetic algorithm.
The number of attributes and the attribute dependency are
introduced into the function, which explains the concept
of attribute reduction in the rough set. The algorithm for
the interval value attribute reduction based on the genetic
algorithm is shown in Agorithm 1.

4. Experiments and Results

4.1. Experimental Data. To reduce the influence of the region
on precipitation, the experimental data (i.e., annual daily
values) were selected from 5 meteorological stations in
Huaian (58145), Yancheng (58151), Sugian (58131), Yangzhou
(58245), and Lianyungang (58044) from 2005 to 2014, and
the amount of effective data was 16750. In addition to the
site number, latitude, longitude, time, and other attributes,
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TABLE 1: Meteorological attribute identification.

Attribute name Identification Attribute name Identification
air temperature 1 cloudiness 1

air humidity 2 evaporation 12
pressure 3 wind direction 13

wind speed 4 cloud height 14

solar radiation 5 dew point 15

light intensity 6 3 h surface isobaric 16
visibility 7 6 h precipitation 17
surface temperature 8 cloud type 18

soil temperature 9 sunshine 19

soil moisture 10 precipitation decision attribute

TABLE 2: Experimental variable table.

Variable name Pcl Pc2

Pml Pm?2 fo4 A

Variable value 0.9 0.6

0.1 0.001 0.7 0.35

TABLE 3: Precipitation equivalent partition table.

Identification Precipitation (mm) Level Value of decision attribute
R, 0 No rain 0

R, 0.1-9.9 Light rain 1

R, 10.0-24.9 Moderate rain 2

R, 25.0-49.9 Heavy rain 3

R, 50.0-99.9 Storm rainfall 4

R; 100 Heavy rainstorm 5
the data set also included 20 attributes, such as tempera- 1.0 5
ture, humidity, and pressure, of which precipitation was a 0.9 ] e Zif;]‘i .

decision attribute, and the rest were conditional attributes.
The corresponding classification of conditional attributes,
experimental variables, and precipitation levels is shown in
Tables 1, 2, and 3, respectively.

4.2. Results Analysis. Since attribute reduction is based on
discrete data, the ACIM algorithm is used to discretize the
meteorological data and reduce operations.

4.2.1. Performance Analysis of the Improved Genetic Algorithm.
The AECMD algorithm improves individual metrics in the
evolution process and avoids population diversity imbalance
in the evolutionary process by introducing a random pop-
ulation. To analyze the variation in the population diversity
in the evolutionary process of the AECMD algorithm, the
precipitation attributes are reduced by the AECMD algorithm
and the attribute reduction algorithm based on the adaptive
genetic algorithm (ARAGA). To directly analyze the diversity
of the algorithm, the termination condition is set to meet
the maximum number of iterations. A piece is set to meet
the maximum number of iterations. Because the initial
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FIGURE 1: Change process of the population diversity.

population is randomly generated, it is not guaranteed that
the initial population of the algorithm is the same, and the
evolutionary processes of the two attribute reductions are the
same. The diversity in the iteration is shown in Figure 1.
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From Figure 1, we can see that, in the initial stage
of the iteration, the population diversity of the two algo-
rithms is more abundant, and then it begins to decrease
rapidly. With the evolution, the ARAGA algorithm can
improve the diversity of the population, but the diversity
of the population is unstable. Finally, the diversity of the
population can be maintained at a lower level, and the
search performance of the algorithm needs to be improved.
In comparison, the diversity of the AECMD algorithm is
relatively stable, and the diversity of the population can be
maintained at a high level, which effectively avoids prema-
ture convergence of the algorithm and ensures the conver-
gence performance of the algorithm. The elite individual
plays an important role in the evolution of the population.
To analyze the convergence performance of the AECMD
algorithm using the genetic algorithm, the changes in the
optimal individual and the average fitness value in the
iterative process of the AECMD and ARAGA algorithms are
recorded. The two changes are shown in Figures 2 and 3,
respectively.

Because the initial population is different, the initial
optimal individuals are not necessarily the same. From
Figure 2, we can see that the AECMD algorithm starts to
converge in the twenty-second generation, and the ARAGA
algorithm begins to converge after 42 times and then con-
verges slowly. From the change curve of the average fitness
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TABLE 4: Average optimal subset number.

Algorithm TSDPSO-AR ARAGA AECMD
Number 5.7 53 5

value, it is found that the initial average fitness of the ARAGA
algorithm is higher at the beginning but, with the evolution,
the advantages of the AECMD algorithm gradually become
prominent. The evolution mechanism based on the elitist
strategy accelerates the convergence speed of the AECMD
algorithm.

4.2.2. Reduction Performance Analysis. To further analyze
the effect of the AECMD algorithm on the performance of
meteorological data reduction, the precipitation properties
of the data set are reduced with the rough set attribute
reduction algorithm based on the Tabu Discrete Particle
Swarm Optimization [10, 35-39] (TSDPSO-AR) algorithm.
To compare the performance of reduction, the classification
of every reduction attribute subset is carried out in the
KNN (k-Nearest Neighbor, K=3) classifier. The training data
and test data were carried out at a 4:1 ratio. To avoid
contingency, cross-operations are used to calculate the accu-
racy of the precipitation prediction. The average optimal
subset and prediction results are shown in Tables 4 and 5,
respectively.

Combined with Tables 3 and 4, we can find that the
classification ability of the AECMD algorithm is stronger
than that of the other two algorithms. The AECMD algorithm
improves the search ability of the algorithm by improving
the genetic operators and improves the convergence speed
of the algorithm with an elitist strategy. It can also be found
that the accuracy of precipitation prediction is high for the
no rain and light rain categories, and the accuracy of the
prediction decreases with the increase in rainfall level. This
is due to the uneven data distribution for different levels
of rainfall. With the increase in rainfall grade, the number
of corresponding samples is greatly reduced. At this time, a
wrong prediction may have a greater impact on the accuracy
of the classification; therefore, the corresponding prediction
accuracy is also low.

5. Conclusion

In this paper, the crossover operator and mutation operator
of the adaptive prediction algorithm are improved, and the
evolutionary population is divided into two subgroups. One
subpopulation improves the convergence speed by using
the elite-assisted cross-operation. The other subpopulation
maintains the population diversity in the evolutionary pro-
cess by introducing a random population, and the two
subpopulations are coevolved and complete the iterative
operation. Finally, an elitist strategy based on the coevolution
mechanism of the genetic algorithm, combined with attribute
reduction, is used to complete the precipitation reduction
operation and improve the reduction performance of the
meteorological data.
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TABLE 5: Prediction accuracy of precipitation.

Site TSDPSO-AR ARAGA AECMD
RO 82.10.04 (%) 80.40.05 (%) 84.20.03 (%)
R1 78.40.03 (%) 76.20.07 (%) 81.80.04 (%)
R2 54.70.07 (%) 53.60.03 (%) 56.10.02 (%)
R3 47.50.05 (%) 46.90.06 (%) 48.70.03 (%)
R4 42.30.05 (%) 42.10.04 (%) 43.90.07 (%)
R5 26.20.09 (%) 25.60.08 (%) 27.40.06 (%)
Data Availability [9] D. Li, Z. Chen, and J. Liu, “Analysis for Behavioral Economics

The data used to support the findings of this study are
avaijlable from the corresponding author upon request.
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With the rapid development of the 5G network and Internet of Things (IoT), lots of mobile and IoT devices generate massive
amounts of multisource heterogeneous data. Effective processing of such data becomes an urgent problem. However, traditional
centralised models of cloud computing are challenging to process multisource heterogeneous data effectively. Mobile edge
computing (MEC) emerges as a new technology to optimise applications or cloud computing systems. However, the features of
MEC such as content perception, real-time computing, and parallel processing make the data security and privacy issues that exist
in the cloud computing environment more prominent. Protecting sensitive data through traditional encryption is a very secure
method, but this will make it impossible for the MEC to calculate the encrypted data. The fully homomorphic encryption (FHE)
overcomes this limitation. FHE can be used to compute ciphertext directly. Therefore, we propose a ciphertext arithmetic operation
that implements data with integer homomorphic encryption to ensure data privacy and computability. Our scheme refers to the
integer operation rules of complement, addition, subtraction, multiplication, and division. First, we use Boolean polynomials (BP)
of containing logical AND, XOR operations to represent the rulers. Second, we convert the BP into homomorphic polynomials
(HP) to perform ciphertext operations. Then, we optimise our scheme. We divide the ciphertext vector of integer encryption into
subvectors of length 2 and increase the length of private key of FHE to support the 3-multiplication level additional. We test our
optimised scheme in DGHV and CMNT. In the number of ciphertext refreshes, the optimised scheme is reduced by 2/3 compared
to the original scheme, and the time overhead of our scheme is reduced by 1/3. We also examine our scheme in CNT of without
bootstrapping. The time overhead of optimised scheme over DGHV and CMNT is close to the original scheme over CNT.

1. Introduction

With the rapid development of the 5G network and Internet
of Things (IoT), mobile devices and IoT devices are more con-
venient to access the internet and generate massive amounts
of data. Since these data come from edge network devices,
traditional centralised cloud computing models are difficult
to process these multisource heterogeneous data quickly and
efficiently. If we migrate some of the features of cloud com-
puting to an edge network as [1-3], it will be beneficial to data
collection and calculation. Therefore, mobile edge computing
(MEC) emerges as the above requires. Edge computing [4]
is a method of optimizing applications or cloud computing
systems by taking some portion of an application, its data, or

services away from one or more central nodes (the “core”) to
the other logical extreme (the “edge”) of the internet which
contacts with the physical world or end users. In one vision
of this architecture, specifically for IoT devices, data comes in
from the physical world via various sensors, and actions are
taken to change physical state via various forms of output and
actuators; by performing analytics and knowledge generation
at the edge, communications bandwidth between systems
under control and the central data centre is reduced. The
MEC is to put any computer program that needs low latency
nearer to the requests in particular for mobile networks such
as 5G. MEC allows terminal devices to migrate storage and
computing tasks to network edge nodes. The architecture of
edge computing is shown in Figure 1.
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FIGURE 1: The architecture of mobile edge computing.

MEC covers a wide range of technologies including
wireless sensor networks, mobile data acquisition, mobile
signature analysis, cooperative distributed peer-to-peer ad
hoc networking, and processing. The foundation of MEC
is traditional network, wireless network, mobile network,
and Internet of Vehicles (IoV), in which a large number of
network infrastructure technologies and services are applied.
Include energy efliciency and spectral efficiency tradeoff in
device-to-device [5], QoS-aware interdomain multicast [6],
efficient cross-layer relay node selection model [7], mobile
anchors assisted localization [8], and vehicular communica-
tions [9]. Mobile edge computing (see Figure 1) is a service
for multiple entities (mobile devices and IoT devices). Many
entities put their real-time data (outsourced data in cloud
computing) on mobile edge computing for analysis or stor-
age. The extensive features of mobile edge computing such
as data collection, real-time analytics, and parallel processing
make the privacy issues that exist in the cloud computing
environment become more prominent. Therefore, the secu-
rity of outsourced data remains a fundamental issue for data
security of MEC. The red dotted lines (see Figure 1) represent
safety risk between the different entities and mobile edge
computing, such as IoV and smart home services provided
by mobile edge computing. In IoV, the location information
of the vehicle and the online browsing records generated by

the owner are collected by the mobile edge calculation, so as
to feed back the precise navigation information of the vehicle,
and the push information for the owner’s preferences. In this
process, the data of the owner and the car are exposed to the
mobile edge computing, which is extremely unsafe. In smart
home, many sensors monitor environment changes in the
room, such as temperature, humidity, surveillance video, etc.,
through mobile edge calculation storage and analysis, giving
the best home environment settings. This process is also
unsafe. Traditional methods, including intrusion detection,
access control, and virtual isolation, can only protect data
from being stolen by external attackers. For internal attacks
(honest and curious mobile edge computing), data security
is still not guaranteed. The encrypted data are relatively
considered a safe storage status. However, it is unable to
satisfy the computability of ciphertext data. If we want the
edge computing to be able to do nontrivial computations
with the ciphertext data, and therefore the problem is severe
to solve. The nontrivial computations include deep learning
for the IoV with Edge Computing [10], offloading com-
putation for MEC [11]. The fully homomorphic encryption
(FHE) overcomes this limitation. Gentry described the first
encryption scheme that supports both addition and multipli-
cation base on ciphertexts, i.e., FHE scheme [12]. The FHE
scheme allows anyone to perform arbitrary computations
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on encrypted data, despite not having the secret decryption
key.

The development of FHE can be partitioned into three
generations [13]. The first generation includes Gentry’s orig-
inal scheme using ideal lattices [12], the somewhat simpler
scheme of van Dijk et al. [14], and some optimisations for first
generation in public key size [15-17]. All these schemes
have a problem of rapidly growing noise, which affected
both efficiency and security. The second generation begin
with Brakerski-Vaikuntanathan [18, 19] and Brakerski et al.
[20] and is characterized by modulus-switching and key-
switching techniques for controlling the noise, resulting in
improved efficiency, including LWE [18], Ring-LWE [19],
and NTRU (21, 22] hardness assumption. The third gener-
ation begins with the scheme of Gentry et al. [23]. Third-
generation schemes are usually slightly less efficient than
second-generation ones, but they can be based on somewhat
weaker hardness assumptions.

In the homomorphic evaluation of FHE, different circuits
in the real world are realized by multiplication homomor-
phic, addition homomorphic, and decryption homomorphic
(ciphertext refresh). The application of FHE is ciphertext
arithmetic operation and ciphertext retrieval. Gentry, Halevi,
and Smart propose the first evaluation of a complex circuit,
i.e., a full AES-128 block evaluation [24] by using a BGV [20]
style scheme. The scheme makes use of batching [25, 26], key
switching, and modulus switching techniques to obtain an
efficient levelled implementation. Chen Y. et al. [27] propose
the integer arithmetic over ciphertext and homomorphic data
aggregation by using a BGV style scheme. The scheme uses
the HElib library to implement homomorphic evaluation
for addition, subtraction, multiplication, and division of un-
signed integrins. Gai K. et al. [28] propose the blend arith-
metic operations on tensor-based FHE over real numbers
and proposes a novel tensor-based FHE solution [29]. Yang
J. et al. [30] propose the secure tensor decomposition using
FHE scheme.

In [24], AES-128 block evaluation cannot implement
carry operation. In [27], the integer arithmetic over ciphertext
just implement 2-4 bits arithmetic operation of unsigned
integer. In [28], the blend arithmetic operations do not
implement division operation over tensor-based FHE over
real numbers. Therefore, the [24, 27, 28] cannot be used as
a complete homomorphic evaluation of a signed inte-
ger arithmetic operations scheme by using addition and
multiplication homomorphism in MEC. The homomor-
phic evaluation of integer arithmetic operations is an
important foundation for nontrivial computations with the
ciphertext data. Therefore, it is significant to construct
homomorphic evaluation of integer arithmetic operations
scheme.

Contribution. We propose the homomorphic evaluations of
integer arithmetic operations base on DGHV [14] and its
variants [15, 31, 32] in mobile edge computing. And we
use the features of homomorphic encryption to prevent
sensitive data from being stolen. At the same time, we
can also calculate ciphertext data in mobile edge comput-
ing.

(i) Our scheme refers to the integer operation rules
which are expressed in Boolean polynomials (BP) that
only contains logical AND, XOR operations. Then, we
convert BP into homomorphic polynomials (HP) by
using addition and multiplication on ciphertexts.

(ii) We propose judgment choose Boolean polynomials
(JCBP) to solve the constantly choose problem in the
multiplication and division. Then we convert JCBP
into judgment choose homomorphic polynomials
(JCHP) by using addition and multiplication on
ciphertexts.

(iii) We optimise the process of homomorphic evalua-
tion of integer arithmetic operations. We divide the
ciphertext vector of integer encryption into subvec-
tors of length 2 and add the length of the private key of
FHE to support the 3-multiplication level additional,
except for the 15-multiplication level required by
bootstrapping.

(iv) We test the optimized scheme in DGHV [14] and
CMNT [17]. In the number of ciphertext refreshes,
the optimized scheme is reduced by 2/3 compared
to the original scheme, and the homomorphic eval-
uation time overhead of integer arithmetic opera-
tions is reduced by 1/3. We also test our scheme
in CNT [31] of without bootstrapping. The time
overhead of optimized scheme over DGHV [14] and
CMNT [17] is close to the original scheme over CNT
[31].

Organization. In Section 2, we will introduce DGHV [14],
the variants of DGHV [17, 31, 32] and some homomorphic
evaluation in detail. In Section 3, we modify the polynomials
of integer arithmetic operation according to the computation
process of complement, addition, subtraction, multiplication,
and division of integer in the computer. We also propose
the BP of integer arithmetic operation and convert the BP
into the HP of integer arithmetic operation. In Section 4,
we analyse the noise ceiling and optimize the process of
homomorphic evaluation of integer arithmetic operations.
In Section 5, we show our implementation and experimen-
tal result. We show the efficiency and conclusion of our
scheme.

2. Related Work

Fully homomorphic encryption scheme over the integers
and its variants are an essential branch of homomorphic
encryption research. Also, we propose the homomorphic
evaluations of integer arithmetic operations base on DGHV
and its variants. We use DGHV and its variants to encrypt
data and upload ciphertext data to a MEC data center. The
server of MEC can process ciphertext data by using features
of homomorphic encryption. Our scheme involves homo-
morphic encryption and ciphertext computing. Therefore,
we will introduce the original homomorphic encryption
scheme DGHV [14] and its variants on integer, including
shorter public keys CMNT [17], public keys compress and
modulus switching CNT [31], batch encryption CCKL+



[32]. Below we will replace [14, 17, 31, 32] with DGHYV,
CMNT, CNT, and CCKL+. At the same time, we will also
introduce some ciphertext computing techniques related to
our scheme, including full AES-128 block evaluation [24] by
using a BGV style scheme, integer arithmetic over ciphertext
and homomorphic data aggregation [27], the blend arith-
metic operations on tensor-based FHE over real numbers
[28].

2.1. DGHYV and Variants Scheme. The DGHV scheme is de-
scribed by van Dijk et al. base on integer and to simplify
[12]. The advantages of DGHV include simple encryption
process and being easy to understand. However, it has a
weakness that the noise in ciphertext increases rapidly with
the multiplicative level increases. The scheme is based on a
set of public integers: x; = g;p + 1, 0 < i < 7, where the
integer p is secret. We use the same notation as in DGHV.
The DGHYV use the following parameters (all polynomial in
the security parameter A):

(i) y is the bit-length of the x;s.

(ii) # is the bit-length of private key p.

(iii) p is the bit-length of the noise 7;.

(iv) 7 is the number of x;’s in the public key.
(v) p' is used for encryption.

For a specific 7-bit odd integer p, DGHV use the following
distribution over y-bit integers:

Y

D {Choosecp—Zﬂ[O%) re—12

p(p) —
¢))
n (_2'0, ZP) : Output x=q-p+ 7‘}

KeyGen(A). Generate a random odd integer p of size # bits
as a sk. For the public key, sample x; «— 9, ) for0 <i < 7.
Relabel so that x;, is the largest. Let x, be odd and [x,], even.
Let pk = (xy, X{...,%,) and sk = p.

Encrypt(pk,m € {0,1}). Choose a random subset S <
{1,2,...,7} and a random integer r € (-2°,2"), and output
ce— [m+2r+2%,.4x]

Decrypt(sk,c). Output m' =
2)(Le/pl mod 2).

((c) mod p) mod 2 = (c mod

Evaluate(pk,C,c,,c,,...,¢). Given the function F with t
input, and ¢ ciphertexts ¢;, convert logic AND and logic XOR
of F into addition and multiplication, performing all the
addition and multiplication, and return the resulting integer.

The following parameter set is suggested in DGHV: p = A,
p' =211 =0(A*),y = O(A°), T = y + A. The public key size
is then 6(A!).

The CMNT scheme is described by Coron et al. to reduce
the public key size of the DGHV scheme from 6(A'%) down
to G(A”). CMNT scheme applies a new parameter 8 by
the form xfj = X *xjymodxy, 1 < i,j < Bto
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generate the T = % integers xl(j used for encryption. CMNT
scheme enables reducing the public key size from 7 down to
roughly 2+/7 integers of bits. CMNT scheme uses an error-
free x,, that is, x, = q,p, since otherwise, the error would
grow too large. Additionally, for encryption CMNT scheme
consider a linear combination of the x;j with a coefficient
vector b = (b ;) instead of bits; this enables reducing
the public key size further. The vector b with components
in [0, 2%).

The CMNT scheme takes p = A, 7 = O(A%), and y =
6()\°) as in the DGHV scheme. However, it takes o = A, /32 =
6(A?), and p' = 4\. The main difference is that instead of
having 7 = O(1”) integers x;’s, CMNT scheme has only 23 =
0()?) integers x;. Hence the public key size becomes G(1)
instead of O(A'°).

Coron and Naccache et al. describe the CNT scheme. The
CMT describes a method that can compress the public key
size of the DGHV scheme and optimise the noise manage-
ment technique by modifying the modulus switching tech-
nology [20]. The noise ceiling of CNT scheme increases only
linearly with the multiplicative level instead of exponentially.
So, a levelled DGHYV variant was implemented. This scheme
gives two optimisations for homomorphic encryption on
DGHYV as below.

The first optimisation is public keys compression. First
generate the secret key p of size # bits and use a pseudo-
random function f with random seed se to generate a set of
x; € [0,2),1 <i < 7. Finally, compute §; that x; = y; — 9 is
small modulo p and store §; in the public key, instead of the
full x;s.

The second optimisation is Modulus-Switching Tech-
nique. The CMNT show how to adapt Brakerski, Gentry, and
Vaikuntanathan’s (BGV) FHE framework [20] to the DGHV
scheme over the integers. Under the [20] framework, the
noise ceiling increases only linearly with multiplicative depth,
instead of exponentially.

The CNT scheme takes p = A, = 6(A?), y = 6(\°),
a =06, 7 ="06()%,and p’ = O(\?). The new public key of
CNT scheme has size y+7e(n+A) = 6()°) instead of 6(A'?)
of DGHV.

J.H. Cheon et al. describe the CCKL+ scheme. It extends
DGHYV to support the same batching capability as in RLWE-
based schemes [20, 25], and to homomorphically evaluate a
full AES circuit with roughly the same level of efficiency as
[24]. The CCKL+ scheme is a merger of two independent
works [33, 34] built on the same basic idea but with different
contributions. Its security under the (stronger) Error-Free
Approximate-GCD assumption already DGHV, CMNT, and
CNT.

The CCKL+ scheme extends the DGHV scheme by
packing ¢ plaintexts m,---m,_; into a single ciphertext,
using the Chinese Remainder Theorem (CRT). For somewhat
homomorphic encryption, this allows us to encrypt not only
bits but elements from rings of form Z,. The CKLL+ scheme

takes p = 24, = 60\, y = 6\, « = 6(\*), and
7 = 6()\%) as in CNT scheme, with p' = 0(\), a = 6(1Y),
and € = 6(1?).
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TaBLE 1: The parameters of DGHV, CMNT, CNT and CCKL+, and public key storage size.

FHE scheme A 0 1 Y pE length pk size

DGHV A 21 0(1?) o)) 0 (A" 41GB

CMNT A 4) 6(A?) 6(1°) 6(N) 800 MB

CNT A 6(2?) 6(A?) 6(1°) 6(X°) 10.1 MB

CCKL+ A 31 0(\?) 0(\) 0(\%) 5.6 GB

We can conclude (see Table1) that the CNT scheme
performs best in public key storage and only 10.1 MB. We
test public key size of DGHV by using “large” parameters
of CMNT, and up to 41 GB. The CNT scheme has better
noise management technique, in which the noise ceiling
increases only linearly with the multiplicative level. Therefore,
the CNT scheme supports more multiplication level than
other schemes. The CCKL+ scheme implements batch FHE
scheme to encrypt a plaintext vector to a ciphertext by
using the CRT. However, each one of the components in the
plaintext vector is required to be independent. If we encrypt
a plaintext vector, the encryption result is a plaintext vector
using DGHV, CMNT, and CNT scheme, and the encryption
result is a ciphertext by using CCKL+. Therefore, when we do
arithmetic operations on the ciphertext of a plaintext vector,
we can perform carry operation by using DGHV, CMNT, and
CNT scheme, instead of using CCKL+.

2.2. Homomorphic Evaluation. The advantage of homomor-
phic evaluation is implementing various operations in the real
world on ciphertext and is not only multiplication homomor-
phic, addition homomorphic, and decryption homomorphic
(ciphertext refresh). The FHE abstracts various operations
of the real world as a collection of circuits consisting of
logical XOR and logical AND. The homomorphic evaluation
is to implement different circuits in this collection of circuits.
Below we will introduce some relevant schemes for homo-
morphic evaluation of arithmetic operations.

Gentry, Halevi, and Smart propose the first evaluation of
a complex circuit, i.e., a full AES-128 block evaluation [24]
by using a BGV [20] style scheme. The scheme makes use
of batching [25, 26], key switching, and modulus switching
techniques to obtain an efficient levelled implementation.
After that, Gentry, Smart, and Halevi publish significantly
improved runtime results. Compared to the earlier imple-
mentation [21], Gentry et al. use the latest version of the
HEIib library [35]. Two variations of the implementation are
reported: one with bootstrapping and one without bootstrap-
ping.

Chen Y. et al. [27] propose the integer arithmetic over
ciphertext and homomorphic data aggregation by using a
BGV [20] style scheme. The scheme uses the HElib library
[35] to implement homomorphic evaluation for addition,
subtraction, multiplication, and division of unsigned inte-
grins. However, the scheme report time overhead of inte-
ger arithmetic over ciphertext without bootstrapping and
modulus switching (somewhat homomorphic encryption).
The length of integer ciphertext only sets 2, 3, 4 bits
and sets 128 security level to guarantee right result. The

scheme does not optimise the operations of integer arithmetic
over ciphertext with bootstrapping and modulus switch-
ing.
Gai K. et al. [28] propose the blend arithmetic operations
on tensor-based FHE over real numbers and propose a novel
tensor-based FHE solution [29]. The scheme uses tensor laws
to carry the computations of blend arithmetic operations
over real numbers. However, blend arithmetic operations
only include addition and multiplication. The scheme does
not implement blend arithmetic operations with the divi-
sion.

3. Homomorphic Evaluation of the Integer
Arithmetic Operations

Integer addition, subtraction, multiplication, and division are
operated by complement addition and shift. One bit full-
adder uses XOR (€P) gate to get sum and uses AND (A)
gate to get carry. Below we will explain our notation. The

integer arithmetic operations will take & = @, ;- -,
B =10, - boand d" = a, -y, B =0, b,

as inputs. &/ and & are the complements. o/ and %" are
two's complement of &/ and 9. However, in complement
operation, ¢/ is original code, &/* is the complement of the
of. The A = (a,_,,...,a,) represents ciphertext vector of .
Leta; = Enc(2;),0 <i <n-1.The A" = (a,;_ |,...,a5)
represents ciphertext vector of &%, a] = Enc(e;[), 0 < i <
n — 1. The B represents the ciphertext vector of %, b; =
Enc(4;), 0 <i<n-1.TheB" = (b, _,,...,b;) represents
ciphertext vector of 3%, b/ = Enc(4;),0 < i < n— 1. The
2, B, A, and B* are inputs of homomorphic evaluation of
the integer arithmetic operations. The # is big enough. We
do not consider the overflow about integer arithmetic opera-
tions.

3.1. Homomorphic Evaluation of the Complement Operations.
Fixed-point number use the complement to finish arithmetic
operations. The rules of converting original code into com-
plement:

(i) Positive number: a positive complement and the same
original code.

(ii) Negative number: negative complement is the symbol
for the numerical bit reverse and then at the bottom
(LSB) plus 1.

Given the original code &/, apply the XOR and AND to get
complement ¢/*. The MSB «,,_; is the signed bit of &/, and
the size of the remaining bits ,,_, - - - @ represent the value.



Given an initialised carry ¢_, = 0, we output the &/*. The BP
of complement:

c_1 =0

01' = @i Vv 01'_1 (2)

&/1* = (a’i@ﬁ’n&i—l)
0<i<n-2

We convert ¢; into a BP by using XOR gate and AND gate. The
BP:¢;,=a;c; 1 ®a;®c;,_;, 0<i<n-2. Duetoinitialised
carry ¢_; = 0, we can convert ¢; into a polynomial without
<_y:
i+1
ci=y > []e;mod2 3)

k=1|S|=i+1 jeS

where 8 = {@;, - @y}, 0 <i <n-3,|S8|is the Himming
weight of the &. We can convert above polynomials into
HP of complement by using addition and multiplication on
ciphertexts. The HP of complement:

- (z y naj> mod x,

k=1|S|=i+1 jeS
4)

* *
a; = (a; +a, *¢;_;) mod x,

0<i<n-2

where ¢; represents the ciphertext result of ¢;, and Dec(c;) =
¢;. Leta, | = a,_;. The x is the largest odd public key in
FHE. We can get ciphertext complement 2[* by using above
HP.

3.2. Homomorphic Evaluation of the Addition and Subtraction
Operations. Integer complement addition operation needs to
calculate results in order from low to high. Every result bit
requires an addend bit, an augend bit, and a carry bit from
the low. Every carry bit requires an addend bit, an augend bit,
and a carry bit from low as well. By iterating above operations,
we can get the result of complement addition. We set integer
complement &/ and & as inputs to calculate & = o + %,
where & = 4,_,:--3,. The n is big enough. We do not
consider the overflow of the &. The BP of addition:

c_; =0
'ji = ‘@i ®ﬂl ®0i—1
(5)
¢ =elb;®c, (e ®)
0<i<n-1

We can convert above BP into HP of addition by using addi-
tion and multiplication on ciphertexts. The HP of addition:

¢_, = Enc(0)
3, = (a; +b; + ¢;_;) mod x,
(6)

¢; = (a;b; + ¢;_1a; + ¢;,_;b,) mod x,

0<i<n-1
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where the 8; is i-th ciphertext of result vector &€ =
(8,_1>"** 8¢, and Dec(A) + Dec(B) = Dec(©).

The addition operation can do integer subtraction oper-
ation. If we calculate & — %, we can convert % to B, and
calculate o/+%" by using integer addition operation. In order
to get ", we need to use the complement operation to get
%' = ﬂ;_l ---ﬂ('), and then let 4, | = ﬁ;_l ®l,4] = ﬂl{, 0<
i < n—2. The HP of subtraction contains two parts, including
HP of complement and HP of addition.

3.3. Homomorphic Evaluation of the Multiplication Opera-
tions. Integer multiplication operation is based on Booth’s
multiplication algorithm [36]. It is a multiplication algorithm
that multiplies two signed numbers in twos complement
notation. We set multiplicand &/, and multiplier 9. Booth’s
algorithm examines adjacent pairs of bits of the multiplier
2 in signed two's complement representation, including an
implicit bit below the least significant bit, Z_; = 0. Also, we
denote by & the product accumulator. The steps of the basic
algorithm for multiplication operations:

(1) We reinitialise the value of &, &/, and 2.

(i) of: o = o < n, arithmetic left shift (n + 1) bits.
A =a,, - ay0--0.

(ii) A" A" = o™ < n, arithmetic left shift (n + 1)
bits. " =, -+ y0--0.

(iil) 2. fill the most significant » bits with 0. To the
right of this, append the value of 2. Fill the LSB
witha 0. =0---04, - 4,0.

(2) Determine the two least significant (rightmost) bits of
P.

(i) If #_, = #,;, do nothing. Use & directly in the
next step. Arithmetic right shift 1 bit.

(ii) If #,#_, = 01, find the value of » = &P + .

Ignore any overflow. Arithmetic right shift 1 bit.

(iii) If #y4_, = 10, find the value of P = P + ~.

Ignore any overflow. Arithmetic right shift 1 bit.

Repeat above second steps until they have been done n — 1
times. Drop the LSB from 9. According to second steps
mentioned technique, we can summarise a judgment choice
Boolean polynomial (JCBP):

ICBPmult (ﬁO’ ﬁ—l’ 'Q{*’ ﬂ)

@)
=(by@b_))|bod” +E_ |

We use P; to represent i-th times iteration. The BP of multi-
plication operation:

g)i = g)i—l + ICBPmult (ﬁO’ ﬁ—l’ d*, 52{)
Pi=P 1 >»1 (8)

0<i<n-1



Wireless Communications and Mobile Computing

where > represent the arithmetic right shift. We can convert
formula (7) into HP of addition by using addition and multi-
plication on ciphertexts. The HP of JCBP,,,,;,(&,, &_,, 4™, &f):

JCHP,, 1., o (B0, b_1, A", R, 7, switch (&, A))

)
= [(by+b_;) (62" +b_,2A) + 2r] mod x,

The A and A represent ciphertext vector of reinitialising
o and &*. The r = (ry,...,7,_;) is @ noise vector, and
r; «— ZN(=2F,27), 0 <i < n—- 1. The HP of multiplica-
tion:

P,
=P,
+JCHP . 1, ot (o, b_y, &, 2, 1, switch (&, ) (10)

P, =P, ~>1

0<i<n-1

where ~> represent the right shift of ciphertext vector ,,_;.
When the right shift of §3,,_; by 1 ciphertext slot, the most
significant component of ,,_, is filled with a copy of the
original most significant component. The final value of ,,_,
is the signed ciphertext product.

3.4. Homomorphic Evaluation of the Division Operation.
Division is the most complex of the basic arithmetic opera-
tions. For a simple computer that operate with an adder cir-
cuit for its arithmetic operations, a variant using traditional
long division, called nonrestoring division, provides a simpler
and faster speed. This method only needs one decision and
addition/subtraction per quotient bit, and need not restoring
step after the subtraction. We set dividend &/ and divisor
RB. The B* is two's complement of . The R is the partial
remainder, and the @ is quotient. The basic algorithm for
binary (radix 2) nonrestoring division is as follows:

(1) Reinitialize value of %, #*, &, and Q.

(i) %B: B = B > n, do arithmetic left shift # bits.
B=0_ - 0,0---0.
(ii) B*: B* = B* > n, do arithmetic left shift n
bits. B* =4, _ -+ 4,0---0.
(iii) #: R = o > n, do arithmetic right shift » bits.
R =79 Fo
(iv) @: @ = g,_, - ¢ fill it n bits with 0.

(2) Determine the one most significant (a signed bit) bit
of A.

(i) If #,,_, = 0, fill the LSB of @ with 1 digit, do
logical left shift 1 bit. Find the value of # = 2 *
R+ RB".

(ii) If #,,_; = 1, fill the LSB of @ with 0 digit, do
logical left shift 1 bit. Find the value of # = 2 *
R+ B.

(3) Repeat above second steps until they have been done
n— 1 times.

(4) Convert the quotient @. We suppose original @ =
11101010.

(i) Start: @ = 11101010.
(ii) Mask the zero term (Signed binary notation
with one’s complement): @ = 00010101.

(iii) Subtract @ = @ - @: @ = 11010101.

(5) The actual remainder is & = % > n. Final result
of quotient is always odd, and the remainder & is
in the range -% < % < 3. To convert to a
positive remainder, do a single restoring step after @ is
converted from a nonstandard form to standard form.
IfZ# <0, find thevalueof @ = @-1and # = % + AB.

According to the second step mentioned technique, we can
summarise a judgment choice Boolean polynomial (JCBP):

JCBP i, (#3015 By B”) = #2, 1 B+ (#9, ®1) B (11)

We use %; to represent i-th times iteration. The BP of division
operation:

R; = 2R;_; +JCBPy;, (3,1, B, B")
0<i<n-1
= 71 @1

Pn-t-i O0<i<n-1 (12)

@=0-@
Ry 1 =R, >n
where 7, ,, | represent the MSB of ;. Finally, doing the fifth

step corrects @ and &,,_,. We can convert above BP into HP of

addition by using addition and multiplication on ciphertexts.
The HP of JCBP;;,(74,,_1>» B, B*):

JCBP i, v o (201, B, B, 1, switch (&, 1))
(13)
= [15,.,B + (v, + Enc (1)) B + 2r] mod x,

where 2 and B” represent ciphertext vector of reinitialising
% and B*, respectively. The HP of division:

R;
=2R;,
+JCBP;, . o (t2,-1, 8", B, 7, switch (&,1))
0<i<n-1 (14)
Qo1 = (igpy + Enc(1)) modx, 0<i<n-1
Q-92-2

N, =R,_,~>n
where R; = (r;,, |, - 1;) represents ciphertext vector of

R; and Q=(q,,_; - - q,) represents ciphertext vector of Q. )



represent q; = (q; + Enc(1)) mod x, 0 < i < n. Finally, we
need to correct Q and R,,_; by the following operations:

Q=[r, 1, (Q-Enc(1))] mod x,

(15)
R = [rn—l,n—l (R, +B)] mod x,

The final value of & and fR is the result of HP of division.

4. Noise Analysis and Optimization

In Section 3, we describe the homomorphic evaluation of
the integer arithmetic operations including complement,
addition, subtraction, multiplication, and division. In this
section, we will analyse the noise ceiling and optimisation
for our scheme. Under the DGHYV scheme, the noise ceiling
increases exponentially with the multiplicative degree. When
ciphertexts have noise at most 27 < p/2, the ciphertexts
cannot be decrypted correctly. Therefore, we need bootstrap-
ping to control noise of ciphertexts, but using bootstrapping
to refresh ciphertext will reduce the efficiency of DGHV.
We will show the noise ceiling about the homomorphic
evaluation of the integer arithmetic operations in this section.
Moreover, we will describe an optimisation for the process of
integer arithmetic operations to reduce time overhead in FHE
with bootstrapping.

4.1. Noise Analysis of Our Scheme. According to Section 3, we
show the noise ceiling and items of homomorphic evaluation
of the n bits signed integer arithmetic operations. We denote
by HE-IAO the homomorphic evaluation of the integer
arithmetic operations and use HE-com, HE-add, HE-sub,
HE-mul, HE-div to represent five operations of HE-IAO. The
details are shown in Table 2.

Proof. According to homomorphic evaluation of the comple-
ment operations formula (3),

i+1

cl.:z Z H@jmodZ, 0<i<n-2 (16)

k=1|8|=i+1 jeS

i+1
According to binomial theorem, the term of formula (3) can
be represented as (1+x)">~1 = Y7 (";2) x'~1,when x = 1.
Therefore, the polynomial ¢; of term is up to 2% — 1, and
degree amounts to n— 2. Because of ¢! = (2;® ¢, ¢;_;) 0 <
i<n-1, @i* of term amounts to 2”72, and degree amounts
ton-—1.

According to homomorphic evaluation of the addition
operations formula (5), the degree of carry formula ¢; =
l;®¢;_(e; ®4;) is higher 1 than ¢,_;, and the term of ¢;
is higher 2 = term(<¢;_,) + 1 than ¢,_,, where term(¢,_,) rep-
resents the term of ¢, ;. The degree of ¢, = (&, amounts
to 2, and the term of ¢, = &, amounts to 1. The degree of
<,_, amounts to #, and terms of ¢,_, amount to 2"' — 1. The
MSBof§s, =@, @4, , ®c,_, where the degree of 5, _,
amounts to #, and the term of 4, , amounts to 2" + 1. If
we do not consider complement operation, subtraction and

Yisi=i [1jese has (77 ) terms, and degree amounts to i + 1.
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TaBLE 2: The degree ceiling and items of homomorphic evaluation
of the n bits signed integer arithmetic operations. Above showing the
HP of integer arithmetic operations n-th iterations ciphertext results’
degree and term.

HE-TAO degree term
HE-com n-1 22
HE-add n 2741
HE-sub n 271
HE-mul ye 2t -
HE-div @2t -

TaBLE 3: The noise ceiling of homomorphic evaluation of the # bits
signed integer arithmetic operations. The base of the log is 2.

HE-TAO noise ceiling
HE-com p'log(ﬂ_l) +log2™?
HE-add p'log(ﬂ) +log (2" +1)
HE-sub P 4 log (27 +1)
HE-mul rlogy-2!

oy2n—4
HE-div p'log(P 4o

addition have the same process. Therefore, the degree and
term are the same as the addition. Multiplication and division
require iteration n — 1 times addition and shift. The processes
of multiplication and division are particularly complicated,
we can't find the formula to express the degree. According to
our calculations, the degree of multiplication and division is
close to the 2 to the power of 2n — 4. Therefore, the degree of
multiplication is not more than y « 2*%, and the degree of
division is not more than @+ 2**~*. The term of multiplication
and division is too high, and the degree has made noise more
than the limitation of correct decryption. O

We can conclude (see Table 2) the degree of homomor-
phic evaluation of addition and subtraction is 6(n), and the
depth of the homomorphic evaluation of multiplication and
division is O(y s 2*"*). We use items that represent the [,
norm of HP (the coeflicient vector of HP). The noise ceiling
of homomorphic evaluation of the # bits integer arithmetic
operations can be calculated by the following polynomi-
al:

rlog

Noise = p ‘L log

7| a7)

where d represents the degree of HP and logd represents

multiplication level of HP. |7| is the I, norm of HP. p' is
the noise of length in every ciphertext. The noise ceiling
of homomorphic evaluation of the # bits integer arithmetic
operations is shown in Table 3.

We can conclude (see Table 3) the noise of homomorphic
evaluation of the n bits signed integer arithmetic operations.
The noise increases very rapidly. In the homomorphic eval-
uation of the complement, addition, and subtraction, noise
increases up to O(p'n). In the homomorphic evaluation of the

multiplication and division, noise is more than 6(p'y«22"™*).
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FIGURE 2: The optimised addition operations; each colour block represents same position subvectors of ; and §, the length of each colour
block is L, “r shift” represents ciphertext vector right shift one position, “recrypt” represents ciphertext refresh. This figure shows the degree

change of each component of §; and §.

4.2. Optimization of Our Scheme. From the analysis of noise
ceiling in Section 4.1, we need to control the noise increases
by using ciphertext refresh, or modulus-switching technique
in each multiplication level of homomorphic evaluation of
the n bits signed integer arithmetic operations. However,
the ciphertext refresh or modulus-switching technique will
reduce our scheme efficiency. Therefore, we will describe an
optimisation for our scheme in this section. The optimisation
can reduce the number of ciphertext refresh and improve
efficiency.

Because the integer arithmetic operation is completed
based on the addition operation, we optimise the homo-
morphic evaluation of the integer addition. We divide the
ciphertext vector of integer encryption into subvectors of
length L. The homomorphic evaluation of arithmetic oper-
ations between the subvectors in the same position do not
need ciphertext refresh, and the subvectors in different posi-
tions need to refresh ciphertext-carry once. Therefore, the
optimised scheme need not ciphertext refresh in each multi-
plication level and reduces the number of ciphertext refresh.
We take addition operations of the product accumulator to
explain our optimisation. In the homomorphic evaluation
of the multiplication operations, the product accumulator
P, is as formula (9). The formula (9) is a polynomial of
degree three, and P, is a ciphertext vector of degree one.
We denote by § vector of JCHP,,,, . ». We divide the
ciphertext vector of ; and § into cipﬁertext subvectors
of length L. The ciphertext operations of subvectors of the
same position are the same as homomorphic evaluation of
the addition operations (without ciphertext refresh). The
ciphertext operations of subvectors of different position need
to refresh ciphertext-carry once (see Figure 2).

The subvectors of P; and § generate ciphertext-result
block and ciphertext-carry. In every ciphertext-result block,
the maximum degree is 3L — 2 (leftmost), and the minimum
degree is 3 (rightmost). The ciphertext-carry degree is 3L +
1 in each subvector of the different position. Each cipher-
text of ciphertext-result block and ciphertext-carry can use

ciphertext refresh (recrypt) to reduce degree up to one. The
number of ciphertext refresh of once product accumulator
(P; + §) for ciphertext-carry:

(i) If nis divisible by L, it will generate n/L— 1 ciphertext-
carry, and the number of ciphertext refresh is cnt =
n/L — 1 times.

(ii) If n is inalienable by L, it will generate |n/L]
ciphertext-carry, and the number of ciphertext refresh
is cnt = |n/L| times.

Homomorphic evaluation of the multiplication operations
needs n— 1 times product accumulator, and whole operations
need (n—1) e cnt times ciphertext refresh for ciphertext-carry,
and (n — 1) « n times ciphertext refresh for ciphertext-result
block. Total times of ciphertext refresh for homomorphic
evaluation of the multiplication operations:

CNT=(n-1)en+(n—-1)ecnt (18)

In the original homomorphic evaluation of the multi-
plication operations, every multiplication level needs once
ciphertext refresh. Whole operations need (n — 1)(3n — 3) +
n(n — 1) + 2n — 3 times ciphertext refresh. We apply above
optimisation to the homomorphic evaluation of the com-
plement, addition, subtraction, multiplication, and division
operations, and setn = 16, L = 1, 2, 3, 4. We show the number
of ciphertext refresh of the original scheme (L = 0) and an
optimised scheme (L = 1,2, 3,4) as Table 4.

In order to implement our optimisation, we need to adjust
the parameters of homomorphic encryption and make FHE
support the log(3L+ 1) multiplication level additional, except
for the 15-multiplication level required by bootstrapping.
Therefore, we reset the length of the private key: 7 > p' o
O(AMog?A) + p' o 2°8CLD 4 og(2M7! 4 1). We set security
parameter A = 52, the length of noise p' = 24,and 6 = 15,
©® = 500. Parameters are set as Table 5.
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TaBLE 4: The number of ciphertext refresh of homomorphic evaluation of the integer arithmetic operations.
HE-IAO L=0 L=1 L=2 L=3 L=4
HE-com 29 29 22 20 18
HE-add 45 31 23 21 19
HE-sub 74 60 45 41 37
HE-mul 944 494 367 335 303
HE-div 1095 585 437 397 359

TABLE 5: Concrete parameters, based on the “small” parameters of CMNT scheme, and reset the length of public key # and y. Fixed A, p' and

the number of public keys 7, only changed # and y according to L.

parameters A o' n y T

L=0 52 24 1632 2.0 10° 1000
L=1 52 24 1728 2.5 10° 1000
L=2 52 24 1801 3.0 10° 1000
L=3 52 24 1874 3.5¢10° 1000
L=4 52 24 1993 42410° 1000

5. Experimental Result

Our optimisations described in our scheme were incorpo-
rated in our code, which is built on top of GnuMP. We tested
our implementation on a desktop computer with Intel Core
i5-3470 running at 3.2 GHz, on which we run an Ubuntu
18.04 with 8 GB of RAM and with the gcc compiler version
6.2. We regard this desktop computer as an edge data centre
to test our scheme efficiency in edge computing. We choose
the ciphertext vector of 16 and 8 bits signed integer as input.
Due to our optimisations for the FHE with bootstrapping,
we test our original scheme (L = 0) and optimised scheme
(L = 1,2,3,4) in DGHV and CMNT scheme (see Figures
3(a), 3(b), 3(c), 3(d), and 3(e)). In CNT scheme, we only
use modulus-switching technique to control noise. So, we
test the original scheme in CNT scheme (see Figures 4(a)
and 4(b)). In our figures, “HE-com (CMNT 16)” represent
the homomorphic evaluation of the complement operations
and calculate the ciphertext vector of 16 bits signed integer
in the CMNT scheme. “HE-com (DGHYV 8)” represent the
homomorphic evaluation of the complement operations and
calculate the ciphertext vector of 8 bits signed integer in
DGHYV scheme. The explanation of other legends is the same
as above. We show the following experimental results based
on the Section 4.2 parameter settings.

We can conclude (see Figures 3(b), 3(c), 3(d), and 3(e))
that L = 2 is best parameters setting for homomorphic
evaluation of the addition, subtraction, multiplication, and
division. However, the time overhead of homomorphic eval-
uation of the complement operations is monotone increasing
at L (see Figure 3(a)). When L = 0, the time overhead is the
absolute minimum. When L = 0 and L = 1, the number of
ciphertext refresh is the same. Also, the degree of complement
operations is 2n — 3. When n = 16, the degree is 29 in
L = 0. It is the same as L = 1. The reduced time overhead
of the optimised complement operations cannot offset the
computation cost caused by the increase in ciphertext length.
However, the relative minimum value appears at L = 2

(see Figures 3(a), 3(b), 3(c), 3(d), and 3(e)). It shows that
our optimisation is useful and can reduce the time overhead
for our scheme, except homomorphic evaluation of the
complement operations. Namely, we divide the ciphertext
vector of integer encryption into subvectors of length 2 and
make DGHV and CMNT scheme to support the log(3 « 2 +
1) = 3 multiplication level additional. The optimisation of
our scheme can achieve the best results. In the number of
ciphertext refreshes, the optimised scheme is reduced by 2/3
compared to the original scheme over DGHV and CMNT,
and the homomorphic evaluation time overhead of integer
arithmetic operation is reduced by 1/3.

The DGHV and CMNT schemes are different with CNT
scheme in noise management technology. The DGHV and
CMNT schemes use bootstrapping to control noise, and
the CNT scheme uses the modulus switching technology to
control noise. Our optimization is used for homomorphic
evaluation of integer arithmetic operations which are imple-
mented by DGHV and CMNT schemes (with bootstrapping),
rather than by CNT scheme (modulus-switching). Therefore,
we just compare the beat result (L = 2) of our scheme based
on DGHYV and CMNT schemes with CNT scheme (L = 0).
We can draw a conclusion (see Figures 4(a) and 4(b)) that
the time overhead of our optimised scheme based on DGHV
and CMNT schemes (bootstrapping) with L = 2 close to the
time overhead of basing on CNT (modulus-switching) with
L = 0. Italso shows that our optimisation is effective. And our
optimized scheme can be applied to mobile edge computing
to solve privacy data computing problems in ciphertext.

6. Conclusion

We implement the homomorphic evaluation scheme of
integer arithmetic operations under DGHV and its variants
in edge computing. We use the features of homomorphic
encryption to prevent sensitive data from being stolen in
edge computing. At the same time, we can also calculate
ciphertext data in edge computing and improve the QoS
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FIGURE 3: Tested (a) HE-com, (b) HE-add, (c) HE-sub, (d) HE-mul, (¢) HE-div CPU time.

of edge computing. Through scheme design, noise analysis,
scheme optimisation, and experimental comparison, the
different performance of homomorphic evaluation of the
integer arithmetic operations is obtained under different FHE
schemes. Although we optimise our scheme in Section 4.2,

the time overhead of our scheme is still high. The primary
open problem is to improve the efficiency of the FHE scheme.
This requires us to work together to find a natural FHE
scheme or to continue to optimise the FHE architecture to
achieve more efficient noise management techniques.
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github.com/limengfeill87/Homomorphic-Encryption.git).
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