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+e deviation of the conveyor belt is a common failure that affects the safe operation of the belt conveyor. In this paper, a deviation
detection method of the belt conveyor based on inspection robot and deep learning is proposed to detect the deviation at its any
position. Firstly, the inspection robot captures the image and the region of interest (ROI) containing the conveyor belt edge and
the exposed idler is extracted by the optimized MobileNet SSD (OM-SSD). Secondly, Hough line transform algorithm is used to
detect the conveyor belt edge, and an elliptical arc detection algorithm based on template matching is proposed to detect the idler
outer edge. Finally, a geometric correction algorithm based on homography transformation is proposed to correct the coordinates
of the detected edge points, and the deviation degree (DD) of the conveyor belt is estimated based on the corrected coordinates.
+e experimental results show that the proposedmethod can detect the deviation of the conveyor belt continuously with an RMSE
of 3.7mm, an MAE of 4.4mm, and an average time consumption of 135.5ms. It improves the monitoring range, detection
accuracy, reliability, robustness, and real-time performance of the deviation detection of the belt conveyor.

1. Introduction

Belt conveyor is continuous transportation equipment in
modern production with the advantages of large capacity,
being suitable for long distance, low freight, high efficiency,
stable operation, convenient loading and unloading, being
suitable for bulk material transportation, etc. It has become
one of the three main industrial conveyances together with
automobile and train and has been widely used in coal,
mines, ports, electric power, metallurgy, chemical industry,
and other fields [1]. +e operating condition of the belt
conveyor is harsh, and the deviation fault occurs due to
improper installation and adjustment, manufacturing er-
rors, bearing idler failure, uneven distribution of materials,
adhesion of slime to the driving pulley and the bend pulley,
etc. [2]. +e deviation fault of the belt conveyor can lead to
the tearing of the conveyor belt, the material spilling, and the
belt conveyor damage. To ensure safe operation, it is re-
quired to detect the deviation of the conveyor belt.

At present, the main detection method of the deviation
fault is to install two sets of deviation switches on the racks on
both sides of the conveyor belt. Once deviation occurs, the
conveyor belt pushes the action arm of one set of the deviation
switch to deflect, and the deviation switch is triggered and
sends an alarm signal. If the conveyor belt continues to de-
viate to the set stop position, it triggers another set of de-
viation switch and it will control the belt conveyor to stop.
+is method can only detect two fixed belt deviation positions
and cannot estimate the deviation degree (DD). Meanwhile, it
often gives false alarms to cause downtime and affect pro-
duction. In addition, the deviation switch is prone to be
damaged by the conveyor belt running at high speed, and its
reliability and accuracy are poor. Since the deviation fault
cannot be effectively detected, the longitudinal tearing, the
belt breaking, and the belt conveyor damage occur frequently.

In order to detect the deviation of the conveyor belt
effectively, in recent years, researchers have paid consid-
erable attention to themachine vision-basedmethods, which
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are contactless and more reliable. Yang et al. [3] proposed a
deviation detection method based on the image segmen-
tation algorithm. +e linear array CCD was used to collect
the images of the lower surface of the running conveyor belt,
and the image segmentation algorithm based on the column
threshold was used to detect the conveyor belt edge,
according to which the deviation of the conveyor belt can be
detected qualitatively. +is method is simple and efficient,
but the lens of the camera is easy to be polluted by materials
and dusts, which affects the imaging quality. Mei et al. [4]
proposed a deviation detection method based on the image
enhancement algorithm, which used the adaptive threshold
and the image enhancement algorithm to detect the con-
veyor belt edge, and calculated the offset and the distortion
of the conveyor belt, according to which the DD was esti-
mated and the deviation fault was predicted. +is method is
efficient and accurate, but still with the defect that the lens
is susceptible to contamination. +e neural network (NN) is
with prominent nonlinear mapping and feature extraction
capability. It has been applied to minimally invasive surgery,
the control of robotic manipulators, mechanical fault de-
tection, human activities monitoring, robot tool dynamics
identification, medical images [5–11], etc. and has dem-
onstrated superior performance. Liu et al. [12] proposed a
deep learning-based deviation detection method of the belt
conveyor, which has reliable object detection and anti-
jamming ability, but the error of the estimated DD is large.
+e cameras of the abovementioned deviation detection
methods are all installed in fixed positions and can only
detect the fixed positions. However, the deviation fault may
occur at any position of the belt conveyor. +erefore, it is
more suitable to use an inspection robot to detect the de-
viation along the belt conveyor. An inspection robot is a
great substitute for human beings to perform periodic in-
spection tasks in dangerous scenes and has been widely used
in the power system [13] and construction [14]. In recent
years, it has been implemented in coal mines [15], but the
deviation detection along the belt conveyor is still unsolved.

To address this issue, a deviation detection method of the
belt conveyor based on inspection robot and deep learning is
proposed in this paper, which provides a more intelligent
solution for the monitoring of the belt conveyor. +e main
idea is to combine the deep learning algorithm and the
digital image processing technology to detect the deviation
of the conveyor belt on an inspection robot. To summarize,
our contributions are listed as follows:

(1) +e novel deviation detection method is proposed.
+e inspection robot is applied to detect the devi-
ation at any position along the belt conveyor. In
order to determine the relative position of the
conveyor belt, the idler outer edge is used as a ref-
erence, and the deep learning algorithm is intro-
duced to enhance the ability of the inspection robot
to deal with the complex environment. In addition,
the digital image processing algorithms are com-
bined to detect edges and correct distortion.

(2) +e ROI detector based on MobileNet SSD (M-SSD)
is designed to detect the conveyor belt edge and the

exposed idler in real time. +e prediction source
layers of M-SSD are customized to improve the
detection accuracy and speed.

(3) A conveyor belt edge detection method based on the
Hough line transform is designed to detect the
conveyor belt edge, and it is more robust than other
methods. An elliptical arc detection algorithm based
on template matching is proposed to detect the idler
outer edge. +e template elliptical arcs are generated
by the linear transformation of a semicircle, and this
method can detect the idler outer edge efficiently.

(4) A novel geometric correction method is proposed.
+e geometric correction is simplified from three-
dimensional (3D) projection transformation into a
combination of plane homography transformation
and plane geometric transformation. +e DD is
estimated by the proposed DD estimation method,
and it is effective in different DDs.

+e rest of this paper is structured as follows. Section 2
details the proposed deviation detection method and its
components. Section 3 presents the experimental platform
and the result analysis. Section 4 concludes our work and
gives the further research directions.

2. Materials and Methods

2.1. Schematic of the Belt Conveyor Deviation Detection
Method. +e inspection robot runs on the rack track beside
the belt conveyor, and it moves parallel to the central axis lc
of the belt conveyor . A mobile camera is fixed on the metal
frame of the inspection robot, and its optical axis is per-
pendicular to lc. +e mobile camera captures the image
containing the conveyor belt and the exposed idlers, and the
lateral axis of the image is parallel to lc. +e proposed
method combines the deep learning algorithm and the
image processing technology, as shown in Figure 1. It can be
summarized in two phases. In phase 1, the ROI containing
the conveyor belt edge and the exposed idler is extracted. In
phase 2, the conveyor belt edge and the idler outer edge are
detected, and the DD is estimated based on the corrected
coordinates of them. +is method combines the antijam-
ming ability of deep learning and the precision of digital
image processing and detects the deviation in complex and
changeable background environments.

Phase 1 is composed of three steps: (1) the algorithm
captures the image continuously and crops the image to two
subimages with the same size, named imgO and imgI, re-
spectively. (2) We input the two subimages to the well-
trained ROI detector OM-SSD to extract the ROI containing
the conveyor belt edge and the exposed idler, named ROI_O
and ROI_I, respectively, and they may contain the outer
idler or the inner idler (the idler on the outer side of the
conveyor belt appears in the upper half of the image, and
the inner side one appears in the lower half, which are called
the outer idler and the inner idler, respectively). (3) If the
ROIs are extracted successfully, we step into phase 2; oth-
erwise, the procedure will be aborted and we go with the next
image. Phase 2 consists of the following four steps: (1) the
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conveyor belt edge is detected by using the Hough line
transform-based algorithm. (2) +e idler outer edge is de-
tected by the elliptical arc detection algorithm based on
template matching. (3) +e coordinates of the conveyor belt
edge point and the idler outer edge point are corrected by
implementing the geometric correction algorithm based on
homography transformation; then, the length of the exposed
idlers can be calculated. (4)+eDD is estimated based on the
length of the exposed idlers.

2.2. ROI Extraction Algorithm Based on M-SSD

2.2.1. *e Framework of the ROI Extraction Algorithm.
ROI extraction can be regarded as object detection.
According to the detection stage, the methods of deep-
learning-based object detection can be divided into 2 cat-
egories: two-stage and one-stage detection methods. +e
two-stage detection method is represented by faster RCNN
[16], which is comprised of two stages. In stage 1, the
proposal bounding boxes and the objectness scores are
predicted simultaneously, and in stage 2, the region pro-
posals are used for detection and regression. Faster RCNN
can be considered as a combination of fast RCNN [17] and
region proposal network (RPN), and it performs well in the
public datasets. However, fast RCNN and RPN have to be
trained alternately to share the parameters of the convo-
lution layers and the prediction layers, which makes it
inconvenient for integration and implementation. +e one-
stage detection method is represented by SSD [18] and
YOLO [19], and they do not have an explicit generation stage
of the proposal bounding boxes. Compared with YOLO and
faster RCNN, SSD adopts pyramid architecture, imitates
RPN to generate default boxes at each position frommultiple
source layers, and predicts each classification score of each

default box, thus making full use of each feature maps and
avoiding the alternative training of the classification network
and RPN, which makes it more flexible and widely used in
different applications [18, 20].

2.2.2. Object Detect Network Based on MobileNet. +e su-
perior nonlinear mapping capability of the convolution
neural network (CNN) is mostly derived from the depth
and the capacity of the network, and the model goes
deeper and larger for better performance in accuracy, such
as AlexNet [21], VGGNet [22], GoogLeNet [23], and
ResNet [24]. However, the training and deployment of
them require higher hardware costs (memory and GPU),
which limit their application in embedded and mobile
devices. +erefore, streamlining the network has become
an active research area in recent years [25–27]. +e key
point of the network pruning is to balance the tradeoff
between accuracy and costs, that is, to reduce the pa-
rameters and computations dramatically with a slight
degradation in accuracy. MobileNet [27] is an efficient
CNN specified for mobile vision applications. +e core is a
streamlined architecture named depthwise separable
convolution (DSC). Given an input feature map of size
DW × DH × M, a convolution kernel of size DK × DK × N,
the standard convolution assuming stride one and pad-
ding, has the computational cost of

MAddss � DWDHMDKDKN, (1)

where MAdds is the multiadds [27], DW, DH, and M are
the width, height, and number of channels of the input
feature map, respectively, the width and the height of the
convolution kernel are DK, and the number of channels is
N. +e DSC divides the standard convolution into two

Geometric
correction

algoritm based
on homography
transformation

The conveyor
belt edge

detection by the
Hough line

transform-based
algorithm

DD estimation
algorithm

Edges and
points

Edges and
points

The idler outer
edge detection
by the template
matching-based

algorithm

ImgI

ImgO

Image input

Crop OM-SSD

ROI_I

ROI_O

(a) (b)

Figure 1: Schematic of the deep-learning-based belt conveyor deviation detection method. +e inspection robot captures an image and
divides it into imgO and imgI; then, they are input into the ROI detector (OM-SSD) to extract the ROI_O and ROI_I, respectively.+e ROIs
are converted into gray images, and then, the conveyor belt edge detection algorithm and the idler outer edge detection algorithm are
implemented on them to get the edges. +e points are the midpoints of the detected lines representing the conveyor belt edges and the
vertices of the idler outer edges, respectively. +e coordinates of the points are corrected by the geometric correction algorithm and then
used to estimate the DD. +e distances between the two points in ROI_O and ROI_I represent the lengths of the exposed outer and inner
idler, and the difference between the lengths indicates the DD. (a) Phase 1: ROI extraction. (b) Phase 2: DD estimation.
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parts: a depthwise convolution and a pointwise convo-
lution. +e former is applied as a single filter per each
input channel and outputs a feature map of size
DW × DH × M, and the latter creates a linear combination
of the output by using a simple convolution of size
1 × 1 × N. +en, the computational cost of the DSC with
stride one and padding can be calculated as

MAddsD � DWDHMDKDK + DWDHMN. (2)

+en, the computational cost ratio (CCR) of the DSC
and the standard convolution can be written as

MAddsD

MAddss

�
1
N

+
1

DKDK

. (3)

+e state-of-art networks usually use small kernels [22],
i.e., DK � 3.When the output channel N gets larger, the CCR
can be close to 1/9. In addition, the number of parameters Ps

in the standard convolution is

Ps � DWDHMDKDKN, (4)

while in the DSC, the number of parameters PD is

PD � MDKDK + MN, (5)

and the ratio of them is as follows:
PD

Ps

�
1

DWDHN
+

1
DKDKDWDH

. (6)

It can be proved that the larger the feature map and the
number of the output channels get, the more the com-
putations and the parameters decrease, and the experi-
mental results show that the degradation in performance
of the DSC is almost negligible [27]. With the lightweight
architecture, deep CNNs and object detection frameworks
can be deployed in the embedded devices successfully. +e
feature extraction network of M-SSD is shown in Table 1,
with 22 layers, and all the convolution layers are followed
by batchnorm layers and rectified linear unit (ReLU)
layers, including the standard convolution (Conv) layers
and the depthwise and pointwise convolution layers in the
DSC.

2.2.3. ROI Detector. To detect objects of different sizes,
M-SSD uses L11, L13, L15, L17, L19, and L21 as the pre-
diction source layers in predicting the object bounding box.
For the k-th of the 6 layers, the ratio Sk of the default box to
the input image is determined as

Sk � Smin +
Smax − Smin

m − 1
(k − 1), k ∈ [1, m], (7)

where Smin and Smax are the minimum and maximum of the
ratio, which are 0.2 and 0.9, respectively. m � 6 is the number
of the prediction source layers. To detect objects with dif-
ferent shapes, M-SSD sets different aspect ratios rk for each
default box at each position of the k-th layer, which can be
determined as follows:

rk �

1, 2,
1
2

 , k � 1,

1, 2,
1
2
, 3,

1
3

 , k ∈ [2, 6].

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

In addition, a square default box with a scale of
�����
SkSk+1



is added when k ∈ [2, 6]. Assuming an input image of size
300 × 300 × 3, the number of default boxes is 1917.

In this paper, OM-SSD algorithm for extracting the ROI
containing the conveyor belt edge and the exposed idler is
proposed. On the basis of M-SSD, OM-SSD sets the aspect
ratios of L11’s default boxes to the same ratios as those of
other layers, and L14–L21 are removed; L11 and L13 are the
only source layers for prediction, and the reason is as follows.
For the extraction of the ROI, it is the same thing as detecting
the image of the exposed idler with an extended small patch
of the conveyor belt. Since the distance between the in-
spection robot and the idler does not change very much, the
image size of the ROI varies in a small range, and the default
boxes with unrelated scale contribute almost nothing to the
detection but slowing down the speed [18], so the prediction
source layers L14–L21, which are used to generate large scale
default boxes in M-SSD, are removed. Since the idler is
elongated, the aspect ratio of the exposed idler varies greatly,
so the aspect ratios of L11 are expanded. Since most feature
extraction layers in OM-SSD are DSCs, the number of the
parameters in the model is small, and then, OM-SSD has less
trouble with overfitting [27]. +e original loss function of
SSD [18] is adopted for training:

L(x, c, l, g) �
Lconf(x, c) + αLloc(x, l, g)( 

Nb

, (9)

Table 1: +e backbone of M-SSD.

Layer Input size Operator Stride Output channel
L0 300× 300× 3 Conv 2 32
L1 150×150× 32 DSC 1 64
L2 150×150× 64 DSC 2 128
L3 75× 75×128 DSC 1 128
L4 75× 75×128 DSC 2 256
L5 38× 38× 256 DSC 1 256
L6 38× 38× 256 DSC 2 512
L7 19×19× 512 DSC 1 512
L8 19×19× 512 DSC 1 512
L9 19×19× 512 DSC 1 512
L10 19×19× 512 DSC 1 512
L11 19×19× 512 DSC 1 512
L12 19×19× 512 DSC 2 1024
L13 10×10×1024 DSC 1 1024
L14 10×10×1024 Conv 1 256
L15 10×10× 256 Conv 2 512
L16 5× 5× 512 Conv 1 128
L17 5× 5×128 Conv 2 256
L18 3× 3× 256 Conv 1 128
L19 3× 3×128 Conv 2 256
L20 2× 2× 256 Conv 1 64
L21 1× 1× 64 Conv 2 128
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where Nbis the number of matched default boxes, x is the
match indicator of the default box and the ground truth, c is
the prediction confidence of multiple classes, and l and g are
the parameters of the predicted box and the ground truth
box, respectively. Confidence loss Lconf(x, c) and localiza-
tion loss Lloc(x, l, g) are the main components of the loss
function and are weighted by weight term α, which is set to 1.

In order to extract the ROI efficiently, the input image is
divided into two subimages: imgO and imgI, which may
contain the outer idler and the inner idler, respectively.
+en, they are resized to 300 × 300 × 3 and input into OM-
SSD. +e detector outputs the label indicating the classifi-
cation of the idler and the bounding box of the ROI.

2.3. Conveyor Belt Edge Detection Algorithm Based on the
Hough Line Transform. +e conveyor belt edge in the ROI
can be regarded as a straight line. +e conventional algo-
rithms of line detection can be divided into two categories:
Hough transform-based and line segment-based algorithms
[28]. +e latter has the advantages of high efficiency and
accuracy; however, this method is based on region grow, and
if a long line is blocked or blurred partially, it is often de-
tected as multiple lines. +e former does not suffer from this
drawback and is more robust. +e Hough line transform
maps the edge point (x, y) in the image space to a sine-like
curve in the parameter space by

ρ � xcosθ + ysinθ, (10)

where ρ is the distance of the line and the origin and θ is the
angle between the x-axis and the line. +e curves corre-
sponding to the edge points on the same line will intersect at
a point (ρ0, θ0). +e plausible lines can be obtained by
substituting the coordinates of the intersection points of the
curves into equation (10).

+e conveyor belt edge detection algorithm based on the
Hough line transform consists of six steps and is described in
Algorithm 1.

To reduce noise and keep sharpness, the kernel size of the
Gaussian filter is set to 3, and the standard deviation is 1.0.
+e low and high threshold of the Canny edge detector are
0.2 and 0.4 of the maximum gradient, respectively, and the
accumulator threshold for the plausible lines extraction is set
to 30 empirically. +e prior knowledge of the conveyor belt
edge is as follows. +e angle between the conveyor belt edge
and the x-axis is no more than 15°, and then, the plausible
lines with |θ|> 15° are discarded. In addition, ROI_I may
contain the edges of the upper and lower surface of the
conveyor belt, and generally, the upper one is more
prominent, so the uppermost proposal line is considered as
the conveyor belt edge. ROI_O only contains the upper
surface edge; thus, the longer proposal line at the bottom of
the ROI_O is extracted.

2.4. Idler Outer Edge Detection Based on Template Matching

2.4.1. Features of the Idler Outer Edge in the Image. +e
general structure of the idler is a cylinder, and the shape of
its outer edge is a standard circle. However, the image of

the idler outer edge obtained by the inspection robot is an
elliptical arc with large gaps, varying scales, and inter-
ference with similar arcs, as shown in Figure 2; this is
caused by the following reasons: (1) due to the shooting
position, the angle between the plane of the idler outer
edge and the image plane is not 0°, which results in the
standard circle being compressed vertically, and only the
upper half of the outer idler outer edge can be obtained
and the lower part of the inner idler outer edge is blocked
by the bracket. (2) +e idler outer edge may be sheared
horizontally with variations in scale, which is caused by
the movement of the inspection robot. (3) +e protruding
edge on the idler outer edge will induce a pseudoarc, and
the shadow of the conveyor belt edge on the idler will also
appear as an interference.

2.4.2. Idler Outer Edge Detection Algorithm. +e general arc
detection algorithms can be classified into two categories:
Hough transform-based [30] and gradient region growth-
based algorithms [31]. +e former suffers from tremendous
computation, while the latter is more suitable for the images
with simple content. More importantly, they do not perform
well in detecting an elliptical arc.

+e elliptical arc of the idler outer edge can be generated
by horizontal scaling, vertical scaling, and horizontal
shearing of a semicircle, according to which an idler outer
edge detection algorithm based on template matching is
proposed. Firstly, the template elliptical arcs are generated
based on the prior transformation parameters, and then, the
corresponding template elliptical arcs and the edge points in
Ie are traversed to find the one with the highest matching
confidence. +e proposed algorithm is composed of the
following three steps: (1) given the radius ri and the vertical
scaling factor sj, the coordinate (w, z) of an arbitrary point
on the base arc is determined as

z � sj

�����������

r
2
i − w − ri( 

2


, (11)

where w ∈ [0, 2ri] and ri and sj are used to scale the base arc
horizontally and vertically. Given the horizontal shearing
factor ck, the coordinate (xa, ya) of an arbitrary point on the
template elliptical arc can be determined as

xa � w + ckz,

ya � z.
 (12)

+e images of the representative template elliptical arcs
with different parameters are shown in Figure 3. (2) We
consider Ie(x, y) in Ie as the origin coordinate, count the
number of the edge pixels ne(x, y) on the template elliptical
arc route and the number of the valid pixels nv(x, y), and
traverse all the template elliptical arcs determined by the
combinations of ri � Rmin + iRstep, i ∈ [0, 1, 2, . . . , Nr − 1],
sj � Smin + jSstep, j ∈ [0, 1, 2, . . . , Ns − 1], and ck � Cmin +

kCstep, k ∈ [0, 1, 2, . . . , Nc − 1] (Rmin, Smin, and Cmin are
the minimum values of the radius, the vertical scaling factor,
and the horizontal shearing factor, Rstep, Sstep, and Cstep are
their steps, and Nr, Ns, and Nc are their numbers, re-
spectively), and the matching confidence p(x, y, i, j, k) that
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indicates the probability of a true idler outer edge can be
defined as

p(x, y, i, j, k) � max
ne(x, y)

nv(x, y)
. (13)

Cmin varies with the horizontal location of the ROI in the
image. Assuming that the abscissa value of the left boundary
of ROI_O or ROI_I is xl and its ratio to the width of imgO or
imgI is rx, Cmin can be determined as

Cmin � Cstep floor
rx Cr − Cl(  + Cl

Cstep
 , (14)

by which Cmin is aligned to an integral multiple of Cstep
within [Cl, Cr]. (3) We traverse all of the edge points in Ie,
repeat step (2), calculate all the p(x, y, i, j, k), and then, sort
them in descending order and output the parameters
(x, y, i, j, k) of top K.+e origin coordinate of the idler outer
edge is located in the left half of Ie; thus, only the edge points
on the left half are traversed to speed up. Generally,
matching confidence of the true idler outer edge is higher
than that of the pseudoarc; then, the parameters with the
highest matching confidence are used to describe the idler
outer edge.

We summarize the idler outer edge detection algorithm
based on template matching in Algorithm 2.

Input: ROI image ROI_O or ROI_I.
Output: Coordinates of the start and end points of the proposal line.

(1) Convert ROI_O or ROI_I into gray image;
(2) Denoise the gray image by using Gaussian filter;
(3) Obtain the edge map Ie by using Canny edge detector [29];
(4) Map the edge points in Ie to the parameter space by using Hough line transform, then set the accumulators;
(5) Extract the plausible lines by setting a proper accumulator threshold;
(6) Extract the proposal line from the plausible lines by the prior knowledge of the conveyor belt edge.

ALGORITHM 1: Conveyor belt edge detection algorithm based on the Hough line transform.

(a) (b) (c)

(d) (e) (f)

Figure 2: Typical images of the ROI and their edge maps. With the movement of the inspection robot, the position of the ROI in the image
changes from left to right, the idler outer edge presents an elliptical arc, and the edge map of the ROI_I is disturbed by similar elliptical arcs.
(a) ROI_O on the left, (b) ROI_O in the middle, (c) ROI_O on the right, (d) ROI_I on the left, (e) ROI_I in the middle, and (f) ROI_I on the
right.

(a) (b)

(c) (d)

Figure 3: Typical template elliptical arcs with different parameters. (a) ri � 43, sj � 0.4, and ck � −0.5, −0.3, −0.1, 0.1, 0.3, and 0.5. (b) ri � 43,
sj � 0.8, and ck � −0.5, −0.3, −0.1, 0.1, 0.3, and 0.5. (c) ri � 60, sj � 0.4, and ck � −0.5, −0.3, −0.1, 0.1, 0.3, and 0.5. (d) ri � 60, sj � 0.8, and ck � −0.5,
−0.3, −0.1, 0.1, 0.3, and 0.5.
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2.5. Geometric Correction Based on Homography
Transformation

2.5.1. Equivalence of Conveyor Belt Imaging. Geometric
correction is required for the measurement with a mon-
ocular camera.+e surface of the trough conveyor belt is not
a plane, and distortion will occur when the surface is
projected onto the image plane.

To correct this distortion, the imaging process is
analyzed as follows. +e deviation of the conveyor belt is
defined in its cross-section plane, and the imaging model
is shown in Figure 4. a″ and d″ are the vertices of the
outer edges of the inner and outer idlers, b1 and c1 are the
edge points of the conveyor belt upper surface, and their
projection points on the image plane I are a, d, b, and c,
respectively. +e thickness of the conveyor belt should
not be ignored and is marked as b1b2 or c1c2, where b2 and
c2 are the edge points of the lower surface of the conveyor
belt. According to the geometry, the length of the exposed
idlers a″b2 and c2d″ can be obtained by the internal and
external parameters of the camera as well as the pixel
distance of ab and c d, and they can be used to estimate
the DD of the conveyor belt. However, to obtain these
parameters directly, 3D perspective transformation is
needed, which requires more reference points that are
difficult to get in engineering.

To address this issue, the imaging process is equivalent to
two projections. We suppose there is a horizontal auxiliary
planeI′ with a″ and d″ on it. b′ and c′ are the projection
points of b1 and c1 on I′ with Oc as the perspective center,
and the first equivalent projection is that the image of the 3D
objects such as the conveyor belt and the exposed idlers are
projected to plane I′. +e second one is that the image on I′
is projected to I. +e process of the measurement by a
monocular camera can be regarded as the inverse imaging
process described above.

2.5.2. Geometric Correction Algorithm. As the imaging
process is equivalent to two projections, the geometric
correction is simplified from 3D projection transformation

into a combination of plane homography transformation
and plane geometric transformation.

For any point (u, v) on the image plane I, there is a
nonsingular matrix H of size 3 × 3 and a scale factor ρ that
can map (u, v) to (x′, y′) on I′ linearly. +e homogeneous
expression is as follows:

x′
ρ

y′
ρ

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

xa
′

ya
′

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� H

u

v

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

H �

h11 h12 h13

h21 h22 h23

h31 h32 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(15)

+ere are eight degrees of freedom in H, and four pairs of
calibration points, at least, are needed to solve equation (15).
+e calibration points can be obtained by a rectangular cali-
bration board placed on I′. +e width and aspect ratio of the
calibration board are Wa and Ra, and the calibration points

Input: Edge map Ie, prior transformation parameters Rmin, Rstep, Nr, Smin, Sstep, Ns, Cl, Cr, Cstep and Nc.
Output: Idler outer edge parameters (x, y, i, j, k).

(1) Compute the template elliptical arcs by using equations (11) and (12);
(2) Consider the edge point Ie(x, y) in the left half of Ie as the origin coordinate, compute the matching confidence p(x, y, i, j, k) by

using equation (13);
(3) Traverse all the edge points Ie(x, y) in Ie and repeat step 2, then output the parameters (x, y, i, j, k) with the highest matching

confidence.

ALGORITHM 2: Idler outer edge detection algorithm based on template matching.

a b
c

d I

l

O

The cross section
of conveyor belt

c′

c″

d″ I′
α

a″ b′

b″b2

b1O′c

Oc

c1

c2

γγ

β

Figure 4: +e imaging model of the conveyor belt in the cross-
section plane.
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(ui, vi) (i � 1, 2, 3, 4) are the coordinates of the upper left,
upper right, lower left, and lower right corner of the calibration
board on the image plane I, respectively. +e corrected co-
ordinates (uai, vai) (i � 1, 2, 3, 4) can be defined as

ua1 � u1,

va1 � v1,

ua2 � u1 +

������������������

u2 − u1( 
2

+ v2 − v1( 
2



,

va2 � v1,

ua3 � u1,

va3 � v1 +

������������������

u2 − u1( 
2

+ v2 − v1( 
2



Ra

,

ua4 � ua2,

va4 � va3,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

and then, ρ is calculated by

ρ �
Wa�������������������

u2 − u1( 
2

+ v2 − v1( 
2

 , (17)

and the elements in H can be obtained by solving

uai �
h11ui + h12vi + h13

h31ui + h32vi + 1
,

vai �
h21ui + h22vi + h23

h31ui + h32vi + 1
,

i � 1, 2, 3, 4.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(18)

When the coordinates of a, d, b, and c are detected, they
can be transformed to a″, d″, b′, and c′ by equation (15).+e
vertical projection point of the camera optical centerOC in
plane I′ is OC

′, the vertical and horizontal distance between
OC and a″ in the cross section plane are OCOC

′ and OC
′a″,

and the angle between the idler center axis and the hori-
zontal plane is c; then, the length of the exposed idlers can be
calculated by the plane geometric transformation as follows:

a″b2 � a″b′cosc +
a″b′sinc − b1b2

tan arctan OCOC
′/OC
′a″ + a″b′(  − c( 

,

c2d″ � c′d″cosc −
c′d″sinc − b1b2

tan arctan OCOC
′/OC
′a″ + a″c′(  + c( 

.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(19)

2.6. DD Estimation. +e slope of the conveyor belt edge is
gentle, and the midpoints of the lines detected in Section
2.3 can be regarded as the edge points b and c in the image.
Meanwhile, the vertices of the detected elliptical arcs in

Section 2.4 are used as the vertices a and d in the image.
+en, a″b2 and c2d″ can be calculated by equation (15) and
(19). According to the Chinese industry standard (GB/T
10595-2017), the deviation of the conveyor belt is defined
as the deviation between the centerlines of the conveyor
belt and the belt conveyor, and the conveyor belt is
considered to be in normal operation when the deviation
is within 5% of the belt width, and early warning or
shutdown command should be issued when that exceeds
5% consistently [4].

+e DD is defined as the percentage of the conveyor belt
deviation and its widthWb. When both of a″b2 and c2d″ can
be obtained, the DD is calculated as follows:

DD �
a″b2 − c2d″

2Wb

× 100%. (20)

However, a″b2 and c2d″ are not always available. When
there is only a″b2, the DD should be calculated by

DD �
a″b2 − 0.5 Wi − Wb( 

Wb

× 100%, (21)

where Wi is the groove length of the idler set, which is longer
than a″d″. (Wi − Wb) is the groove length of the exposed
idler set, which can also be obtained from the previous
normal detection results:

Wi − Wb � a″b2 + c2d″. (22)

When there is only c2d″, the DD should be calculated by

DD �
0.5 Wi − Wb(  − c2d″

Wb

× 100%. (23)

If a″b2 and c2d″ are both unavailable, this detection
process will be aborted. +e DD is a signed variable, a
positive one indicates that the conveyor belt deviates to the
outer side, and a negative one indicates that of the inner side.

3. Results and Discussion

An experimental setup was built to validate the proposed
method. To illustrate the advantages of the proposed ROI
detector, OM-SSD is compared with M-SSD in the self-built
dataset. +en, the performance of the deviation detection
algorithm is verified at different standard DDs and shooting
heights, and the preferred shooting height is given through
the comparative experiments. Furthermore, the time con-
sumption of the proposed algorithms is examined on a
NVIDIA Jetson TX2.

3.1. Experimental Setup. +e inspection robot and belt
conveyor experimental platform is shown in Figure 5. +e
inspection robot runs on the rack track beside the belt
conveyor and is equipped with a source light to make up the
poor illumination. +e mobile camera (camera sensor:
SONY IMX298, resolution: 1080 × 1920, aperture: f/2.0) is
fixed on the metal frame, which moves along with the in-
spection robot and is height adjustable. +e belt conveyor is
7.7m in length, 1m in width, and 1.55m in height (from the
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vertex of the side idler outer edge to the ground), and the belt
is 11mm in thickness. +e upper belt is supported by 5 sets
of idlers (diameter: 89mm, c: 30°) and only the side idlers of
each set could be captured, which are named as inner idler
1–5 and outer idler 1–5, respectively.

+e belt conveyor inmine roadway is close to the bearing
wall, so the horizontal distance OC

′a″ cannot vary too much
and is set to 0.35m empirically. Due to the limitation of the
tunnel height and the integrity of the imaging content, the
shooting height from Oc to the ground varies between 2.4m
and 3.0m, and OCOC

′ can be obtained by subtracting the belt
conveyor height from the shooting height. To simulate the
effect of the shooting height, it is set to 2.4m, 2.6m, 2.8m,
and 3.0m, respectively. To simulate the deviation of the belt
conveyor, the standard DD is adjusted to +5%, 0%, and −5%,
respectively. It should be noted that only one set of the idlers
and the corresponding conveyor belt edges can be used to
indicate the standard DD due to the twist of the conveyor
belt when it deviates. In these 12 combinations, the hori-
zontal and vertical perspective angles are set to −60° and 0°,
respectively, the inspection robot captures an image every
0.06m along the conveyor belt from the head to tail, and
then, 12 sets of images are obtained and the images without
idlers are discarded. +e validation dataset of the proposed
deviation detection method is composed of 184 images
containing the specific idlers, which are picked out from
each set, when the standard DD is +5% or 0%, the images
containing the idler 2 are picked out, and when the standard
DD is −5%, the images containing the idler 4 are picked out;
the typical images are shown in Figure 6. Each of the
remaining images is cropped to two subimages of 1080 ×

960 × 3 pixel for the fine tuning of the ROI detector. +e
cropped subimages are randomly sorted and divided into

three sets for training, validation, and testing, and the
number of them is 551, 237, and 388, respectively.

+e desktop computer configured as Intel i7-
7820X3.6GHz CPU, 16GB memory, NVIDIA RTX 2080Ti,
and Ubuntu 18.04 is used for the fine tuning of the ROI
detector, and the performance validation of the proposed
deviation detection method is conducted on a NVIDIA
Jetson TX2, which is configured as Ubuntu 16.04, Python
2.7, OpenCV 4.11, and Caffe. +e algorithm proposed in
Section 2.4 is written in C++ and embedded in the source
code of OpenCV 4.11 to compile. +e integration of all the
proposed algorithms is based on Python 2.7.

3.2. Training Result of the ROI Detector. +e backbone net-
work parameters of OM-SSD adopt the parameters of M-SSD
(https://github.com/chuanqi305/MobileNet-SSD) with a
mean average precision (mAP) of 0.727, which is pretrained
on PASCAL VOC0712. OM-SSD is fine tuned on the dataset
mentioned in Section 3.1. +e optimization algorithm is the
root mean square prop (RMSProp) with a base learning rate of
0.0002, which is reduced by half at the 5000th and 20000th
iteration. +e fine tuning ends after 30000 iterations. Before
deploying the trained model, the batchnorm layers and the
scale layers are merged with the previous convolution layers,
and the compute unified device architecture (CUDA) units are
used in the convolution computation to further speed up the
forward inference. To investigate the influence of the different
prediction source layers on the model, a comparative exper-
iment of OM-SSD with different prediction source layers was
implemented, and the configuration is shown in Table 2, where
the selected layers are used as the prediction source layers, and
all the feature extraction layers behind the last selected one are

Cell
phone

Inspection
Robot Rack

track

Inner idler 5

Inner idler 4

Inner idler 3

Inner idler 2

Inner idler 1

Outer idler 3

Outer idler 2

Outer idler 1

Outer idler 4

Outer idler 5

Conveyor belt

Figure 5: +e inspection robot and belt conveyor experimental platform.
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removed. +e training loss and the mAP of each OM-SSD-x
(x� 1, 2, . . ., 6) and M-SSD are shown in Figures 7 and 8. +e
results show that the final training loss of each model is within
2.5, and the mAP is over 0.98, but the subtle difference may
affect the detection accuracy. Among the models, the training
loss of OM-SSD-2 is less than 2.0 in the late stage and finally
converges to within 1.0, while that of other models is more
than 1.0.+emAP of OM-SSD-2 is over 0.995 in the late stage
and ends up with 0.9995, which is better than that of others,
and this shows that the features used to detect the ROI are
mainly derived from L11 and L13. +e mAP curve of M-SSD
shows a negative spike in the late stage, indicating that the
model is not robust. +erefore, it can be concluded that the
proposed OM-SSD-2 is more suitable for the detection of the
ROI containing the conveyor belt edge and the exposed idler.

3.3. Results of the Deviation Detection

3.3.1. Accuracy of the ROI Detector. +e well-trained OM-
SSD-2 is used to extract ROI from the images in the vali-
dation dataset of the proposed deviation detection method.
According to the shooting sequence, the images in each set

are numbered as 0, 1, 2, . . ., respectively. Due to the different
shooting heights, the number of the images in each set varies
from 11 to 20, and the higher the shooting height, the larger
the number of the images.

+e detection confidences of ROI_Is and ROI_Os are
depicted in Figure 9. When the ROI is detected, the
confidence varies in [0.2, 1.0], and a higher confidence
indicates a more accurate result. +e confidence is 0 when
the ROI is missed. From the perspective of the ROI, the
number of the missed ROI_I and ROI_O is 7 and 19,
respectively, that is, the missed detection rate of ROI_I
(3.8%) is lower than that of ROI_O (10.9%), and the
former shows a higher average confidence (77.6%) than
the latter (44.9%). +e reason is that more textures and
details of the inner idler can be captured, and the features
are more distinguishable. From the perspective of the
shooting height, the missed detection rates at the four
shooting heights are 5.7%, 6.0%, 15.3%, and 2.6%, re-
spectively, and the lower ones are at 2.4 m and 3.0 m.
When the shooting height is 2.4 m, all the ROI_Is are
detected, and the confidences are close to 1.0, while the
ROI_Os are missed 4 times. When the shooting height is

Outer idler 2
Outer idler 2

Outer idler 2
Outer idler 2

Inner idler 2 Inner idler 2 Inner idler 2 Inner idler 2

(a)

Outer idler 2
Outer idler 2

Outer idler 2
Outer idler 2

Inner idler 2Inner idler 2
Inner idler 2

Inner idler 2

(b)

Outer idler 4

Inner idler 4
Inner idler 4 Inner idler 4 Inner idler 4

Outer idler 4
Outer idler 4

Outer idler 4

(c)

Figure 6: Conveyor belt images captured at different DDs and heights. (a) DD�+5%, shooting height from left to right: 2.4m, 2.6m, 2.8m,
and 3.0m. (b) DD� 0%, shooting height from left to right: 2.4m, 2.6m, 2.8m, and 3.0m. (c) DD� −5%, shooting height from left to right:
2.4m, 2.6m, 2.8m, and 3.0m.

Table 2: Configuration of OM-SSD with different prediction source layers.

Layer model L11 L13 L15 L17 L19 L21
OM-SSD-1 ✓
OM-SSD-2 ✓ ✓
OM-SSD-3 ✓ ✓ ✓
OM-SSD-4 ✓ ✓ ✓ ✓
OM-SSD-5 ✓ ✓ ✓ ✓ ✓
OM-SSD-6 ✓ ✓ ✓ ✓ ✓ ✓
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3.0m, the number of the missed ROI_Is increases to 2,
while that of ROI_Os decreases to 1. Part of the reason is
that when the shooting height is lower, the camera is
closer to the inner idler and more textures and details can
be captured, and when the shooting height is higher, more
content of the outer idler can be captured, while some
details of the inner idler are lost. It can be concluded that,
to achieve better ROI detection accuracy, the shooting
height of 2.4 m and 3.0m is preferred.

3.3.2. Accuracy of the DD Estimation. When ROIs are de-
tected, the DD can be estimated by performing the conveyor
belt edge detection, the idler outer edge detection, the
geometric correction, and the DD estimation algorithm.

+e empirical values of the prior transformation pa-
rameters for the idler outer edge detection are shown in
Tables 3 and 4. +e typical results of the conveyor belt edge
detection and the idler outer edge detection are shown in
Figure 10. It can be seen that the conveyor belt edges and the
idler outer edges are detected correctly. Meanwhile, the
conveyor belt edge points and the vertices of the idler outer
edges are marked with circles.

+e estimated DDs at each standard DD and shooting
height are shown in Figure 11. It can be revealed that the
fluctuation of the detection results increased along with
the decrease of the standard DD from +5% to −5%. +is
can be explained by the fact that a larger size of ROI can
lead to higher detection accuracy of the edges, and the
image of the inner idler is bigger than that of the outer
idler. As the standard DD decreases, so does the length of
the inner exposed idler, and the detection accuracy de-
grades. Another reason is that when only one of ROI_O
and ROI_I is detected, errors will be introduced by using
the previous normal detection results. When a false
conveyor belt edge or a false idler outer edge is detected,
the estimated DD deviates from the ground truth. It can
also be revealed that the image number affects the result of
the DD estimation irregularly; that is to say, the horizontal
shearing of the idler image is not the major factor that
affects the detection accuracy, which verifies the valida-
tion of the proposed idler outer edge detection algorithm
indirectly.

For the estimated DDs at each standard DD and
shooting height, the mean and standard deviation (SD) are
used to assess the accuracy and precision, as shown in
Table 5. It shows that the estimated DDs at 2.4m are closer to
the ground truth than that at other shooting heights. When
the standard DDs are +5% and −5%, the means of the es-
timated DDs are 5.04% and −5.03% at 2.4m, which are the
best in all shooting heights, and the SDs are within 0.20%.
When the standard DD is 0%, the mean of the estimated
DDs at each shooting height is within 0.3%. In addition,
RMSE and MAE [32] are used to assess the average accuracy
at each shooting height. As is shown in Table 5, the values of
RMSE and MAE at 2.4m are 0.37% and 0.44%, respectively,
which are the smallest. Considering the width of the con-
veyor belt in the experiment is 1m, the RMSE and MAE are
3.7mm and 4.4mm, respectively, which is much more ac-
curate than the error of 16mm in [12]. Meanwhile, 2.4m is
also the preferred shooting height for the ROI detection.
+erefore, it can be concluded that 2.4m is the preferred
shooting height for the deviation detection of the belt
conveyor.

3.3.3. Time Consumption. +e time consumption of the
proposed algorithm is shown in Table 6. +e average time
consumption of the deviation detection algorithm is
135.5ms and is faster than that of 260ms in [12]. +e time
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Figure 7: +e training losses of different models.
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consumption is mainly composed of three components: the
time consumption of OM-SSD-2, the conveyor belt edge
detection, and the idler outer edge detection algorithm,

and the time consumption of the geometric correction
and the DD estimation can be ignored. During each
deviation detection process, OM-SSD-2 is called twice; if
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Figure 9: Detection confidences at different standard DDs and heights. (a) ROI_O, DD: +5%. (b) ROI_O, DD: 0%. (c) ROI_O, DD: −5%.
(d) ROI_I, DD: +5%. (e) ROI_I, DD: 0%. (f ) ROI_I, DD: −5%.

Table 3: +e prior transformation parameters for the inner idler outer edge detection.

Parameter
Height (m) Rmin (pixel) Rstep (pixel) Nr Smin Sstep Ns Cl Cr Cstep Nc

2.4 65 1 8 0.6 0.05 4 −0.6 0.6 0.05 4
2.6 52 1 8 0.6 0.05 4 −0.6 0.6 0.05 4
2.8 47 1 8 0.5 0.05 4 −0.6 0.6 0.05 4
3.0 43 1 8 0.5 0.05 4 −0.6 0.6 0.05 4

Table 4: +e prior transformation parameters for the outer idler outer edge detection.

Parameter
Height (m) Rmin (pixel) Rstep (pixel) Nr Smin Sstep Ns Cl Cr Cstep Nc

2.4 41 1 8 0.35 0.05 4 −0.5 0.5 0.05 4
2.6 37 1 8 0.25 0.05 4 −0.5 0.5 0.05 4
2.8 36 1 8 0.2 0.05 4 −0.5 0.5 0.05 4
3.0 34 1 8 0.2 0.05 4 −0.5 0.5 0.05 4
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Figure 10: Detection results of the idlers, lines, and arcs. (a) Outer idler, DD: +5%. (b) Outer idler, DD: 0%. (c) Outer idler, DD: −5%.
(d) Inner idler, DD: +5%. (e) Inner idler, DD: 0%. (f ) Inner idler, DD: −5%.
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Figure 11: Estimated DDs at each standard DD and shooting height. (a) DD: +5%. (b) DD: 0%. (c) DD: −5%.

Table 5: Deviation detection results of the belt conveyor.

Height (m)
DD: +5% DD: 0% DD: +5%

RMSE (%) MAE (%)
Mean (%) SD Mean (%) SD Mean (%) SD (%)

2.4 5.04 0.08 −0.24 0.19 −5.03 0.16 0.37 0.44
2.6 4.90 0.07 −0.10 0.17 −4.60 0.50 0.69 0.87
2.8 4.89 0.10 −0.06 0.28 −4.72 0.35 0.56 0.76
3.0 4.72 0.08 −0.15 0.20 −4.54 0.32 0.67 0.93
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one of the inner and outer idler is blocked by the conveyor
belt and not detected, the remaining components will only
be called once.

It is time consuming to perform the homography
transformation on a high-resolution color image (i.e.,
1080 × 1920 × 3). In this paper, all the detection algorithms
are performed on the original image, and the geometric
correction and the DD estimation are implemented on only
four points, and it improves the real-time performance
significantly.

4. Conclusions

In this paper, a deviation detection method of the belt
conveyor based on inspection robot and deep learning is
proposed to detect the deviation at its any position. Firstly,
the image of the belt conveyor is captured by the inspection
robot continuously, and the ROI is extracted by the pro-
posed ROI detector based on M-SSD. Secondly, the Hough
line transform algorithm is used to detect the conveyor belt
edge, and the elliptical arc detection algorithm based on
template matching is proposed to detect the idler outer edge.
Finally, a geometric correction algorithm based on
homography transformation is proposed to correct the
coordinates of the conveyor belt edge point and the idler
outer edge point, based on which the DD of the conveyor
belt is estimated. From the experimental results, the fol-
lowing concluding remarks can be drawn:

(1) +e proposed method can detect the deviation at any
position along the belt conveyor, and with the lens
down, it overcomes the drawback that the lens is
susceptible to contamination in the existing machine
vision-based method. In addition, this method
provides a new intelligent solution for the moni-
toring of the belt conveyor.

(2) +e accuracy of the proposed OM-SSD-2 on the self-
built dataset is 0.9995, and the conveyor belt edge
detection method and the idler outer edge detection
algorithm can detect the edges efficiently.

(3) +e experimental results show that the proposed
method can detect the deviation of the conveyor belt
continuously with an RMSE of 3.7mm, an MAE of
4.4mm, and average time consumption of 135.5ms,
which is better than that of the existing method, and
the preferred shooting height is 2.4m.

In order to further improve the performance of the
deviation detection method of belt conveyor, the following
research can be studied in the future:

(1) +e self-built dataset should be expanded to enhance
the adaptability of the proposed method.

(2) To improve the accuracy of the edge detection and
object detection, complementary information should
be fused into the image, and the thermal infrared
information may be the best choice in mechanical
fault detection.

(3) Due to the powerful nonlinear mapping ability of
deep learning and the convenient access to multi-
spectral data, the deviation detection method based
on an end-to-end deep learning framework and
multispectral information may be the next research
direction, and the CNN-based image registration,
multispectral information fusion, object detection,
and deviation estimator should be investigated,
improved, and integrated.
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(is paper aims at investigating the dynamic characteristics of a microring driven by dual arch electrodes because they are basic
elements of microelectrostatic motors. (e dual arch electrodes surround the periphery of the microring and are arranged
symmetrically to the center of the ring. (e electrodes are fixed while the microring is flexible. (e electrostatic force will deform
the microring, while the deflection of the microring changes the gap between the microring and the electrodes, thereby changing
the electrostatic force. (erefore, this is an electromechanical coupling effect. (e nonlinear partial-differential equation that
governs the motion of the microring is derived based on thin shell theory. (en, based on the assumption of small deflection, the
nonlinear governing equation is linearized by truncating the higher-order terms of the Taylor series expansion of the nonlinear
electrostatic force. After that, the linearized governing equation is discretized into a set of ordinary differential equations using
Galerkin method in which the mode shape functions of the ring are adopted. (e influences of the structural damping of the
microring and the span of the arch electrodes on the forced response and dynamical stabilities of the microring are investigated.
(e results show that the damping ratio has a great influence on the system instability during high-frequency excitation. (e
unstable region of the system can increase with the increase of the electrode span; the response amplitude can also be increased
within a certain range.

1. Introduction

In microelectromechanical systems (MEMS), electrostatic
principle is widely used inmicrosensors/actuators because of
its advantages of easy control, fast response, low power
consumption, and easy integration with IC processes [1].
Electrostatic forces are mainly used in gyroscopes [2],
electrostatic motors [3], torsion micromirrors [4], acceler-
ometers [5], and microswitches [6]. (eir key microstruc-
tures include beams, plates, and rings. In the design of
electrostatic driven microstructures, the energy domain
coupling of electrical and mechanical energies is a very
important issue. Vibration analysis of microstructures based
on different composite materials is the focus of current
research [7–10]. Vibration analysis of microstructures is

different from macrostructures because the force propor-
tional to the area plays a leading role [11]. (e interaction of
energy domains makes the analysis of MEMS complicated.
Electrostatically driven microstructures will bring many
nonlinear characteristics, such as dynamic instability,
jumping, bifurcation, and chaos [12, 13]. Stability is the basic
condition for the system to work. An unstable system does
not have the ability to adjust and cannot work normally
[14, 15].

Since the 21st century, the research contents of elec-
trostatic force in MEMS mainly include pull-in voltage,
damping, stability, and amplitude frequency-response. For
electrostatic driven devices, the driving voltage has a
critical value, and the electrostatic force exhibits a strong
nonlinearity at this value. When the driving voltage exceeds
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this critical value, the equilibrium between the elastic re-
storing force and the electrostatic force is broken, the
microstructure and electrode are attracted together, and
the pull-in phenomenon occurs. (e voltage limit for the
pull-in phenomenon is the pull-in voltage, and the cor-
responding position is called the pull-in position [16, 17].
Farokhi et al. [18] studied the pull-in characteristics of
electrostatically driven microarches and the effect of system
parameters on the pull-in instability. (e electrostatic
switch needs to determine the pull-in voltage to prevent
excessive voltage from causing adhesion failure of the
structure [19]. (e driving principle of the micromotor
includes electrostatic type, electromagnetic type, and pie-
zoelectric type [20–22]. In MEMS, since the existence of
microscale effects, damping has a great impact on the
function of microstructures, so damping cannot be ig-
nored. Bao and Yang [23] surveyed kinds of literature on
various damping models of MEMS microstructures and
introduced related experiments. Belardinelli et al. [24]
established a microbeam mechanical model considering
both pressure film damping and thermoelastic damping
and analyzed the effects of the two types of damping on the
natural frequency of the beam. In the past, the research
objects of electrostatically driven microstructures were
mainly microplates and microbeams. Recently, researchers
have begun to focus on other microstructures, such as the
key components in gyroscopes and electrostatic motors:
rings [25–28]. In the last century, researchers have
established different theoretical models and systematically
studied the inherent characteristics of the ring and the
forced response under harmonic excitation [29]. Xu and
Qin [30] theoretically studied the jump up and down
phenomenon of electrostatically driven microring near the
natural frequency and explored the effect of excitation
voltage on the critical frequency of the jump phenomenon.

Dynamic pull-in instability needs to consider factors
such as damping, AC voltage excitation, and inertial effects
caused by sudden changes in DC voltage, which all affect the
dynamic pull-in process [26]. In addition to studying the
dynamic pull-in instability of the system, the stability of the
system also needs to be considered. Hu et al. [31] studied the
stability of electrostatic driven microbeam system theoret-
ically. (e authors of [32, 33] studied the stability and forced
response of the microring system under the traveling
electrostatic force, which is generated by an electrode. Yu
et al. [34] established a theoretical model of a rotating ring
under a uniform electric field to analyze the inherent
characteristics and dynamic stability of the system. In the
above study of the stationary ring, the electric field is
generated by a constant voltage, without considering the
effect of dynamic voltage.(emicroring is driven by pairs of
electrodes. In the study of electrostatically driven microring,
damping is mostly ignored, but damping has a great in-
fluence on the response and stability of the system.
(erefore, in this paper, the physical model of a pair of
electrostatically driven microrings under alternating voltage
control is established, and the effect of damping on the
system is considered.

(e magnitude of the electrostatic force is proportional
to the square of the voltage and inversely proportional to the
square of the gap between the ring and the electrode. Based
on the theory of thin shells and the electrostatic force model,
a dynamic model of electrostatically driven microring is
established [29, 35]. (e electrostatic force is controlled by a
pair of fixed electrodes applying an AC voltage to control the
deformation of the microring.(is model takes into account
the structural deformation coupling. Based on the small
deflection assumption, the electrostatic force can be ex-
panded using Taylor series to obtain a linear periodic time-
varying system equation. Discrete partial differential equa-
tions use Galerkin method to obtain ordinary differential
matrix equations. First, the system performs modal analysis,
then Floquet theory is used to judge the stability of the
system, and the forced response of the system is obtained by
the RungeKutta numerical integration method. (is paper
studies the stability and the amplitude-frequency response of
the microring, which provides a reference for the design of
the distributed electrostatic force-driven microring.

2. Model

(e main components of an electrostatic motor consist of a
ring-shaped rotor and several pairs of arch-shaped driving
electrodes. (e driving electrodes surround the periphery of
the ring at equal intervals and symmetrically to the center of
the ring. Each pair of the driving electrode consists of two
driving electrodes symmetrical to the center of the ring.
When the motor is working, the voltage is sequentially
applied to each pair of the driving electrode, and the ring is
elastically deformed at the corresponding position. (e
periodic voltage generates a periodic electric field, which
generates a periodic electrostatic force. (e periodic de-
formation caused by the electrostatic force changes the
capacitance between the electrode and the ring, thereby
driving the ring to move [30].

Based on the aforesaid working principle, it is worth-
while to investigate the dynamic characteristics of the ring
under the action of a pair of electrodes. As shown in Figure 1,
a dynamic voltage is applied between the microring and the
electrode, which generates a time-varying electric field to
drive the ring. (e potential difference V is the control
voltage, which is set to V � VD + VA sin( Ωt), where
VD , VA , Ω , andt are DC voltage, AC voltage, AC angular
frequency, and time, respectively. (e average radius and
thickness of the ring are r and h, the span of the two
electrodes is ϕ, and the gap between the ring and the
electrode is g. (ere is a fixed coordinate system X–Y on the
ring, and the radial displacement caused by electrostatic
force at the angular coordinate θ is u(θ,t).

2.1. Equation of Motion. According to the principle of
parallel capacitor plates, the distributed force shown in
Figure 1 can be expressed as
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[H(θ) − H(θ − ϕ) + H(θ − π) − H(θ − π − ϕ)]
εbV

2

2(g − u)
2,

(1)

where ε is the permittivity of the medium between the ring
and electrode, b is the width of the ring, andH represents the
unit step function.

(emicroring of this system is mainly subjected to radial
forces, so its circumferential inertial force is negligible.
According to the thin shell theory [29], the dynamic
equation of the ring subjected to the electrostatic force of
Figure 1 is

EI

r
4

z
4
u

zθ4
+ 2

z
2
u

zθ2
+ u  + ρA

z
2
u

zt
2 � [H(θ) − H(θ − ϕ) + H(θ − π)

− H(θ − π − ϕ)]
εb V

2

2(g − u)
2.

(2)

For easier essay writing, H(θ) − H(θ − ϕ) + H(θ − π) −

H(θ − π − ϕ) is set to f(θ, ϕ). (e authors introduce di-
mensionless variables as

u � u/g, t � t/T,Ω � ΩT, VD � VD

�������

r
3εb

4ϕEIg
3




,

VA � VA

�������

r
3εb

4ϕEIg
3




, V � VD + VA sin(Ωt),

(3)

where T �
�������
ρAr4/EI


. Using the dimensionless variables in

Equation (3), the dimensionless motion equation is
expressed as

z
4
u

zθ4
+ 2

z
2
u

zθ2
+ u +

z
2
u

zt
2 � f(θ, ϕ)

V
2

(1 − u)
2. (4)

Based on the assumption of small deformation, the
nonlinear part of the electrostatic force term is expanded
using the Taylor series concerning the initial equilibrium
position (u� 0), ignoring the higher-order terms and
retaining the linear terms, that is

1
(1 − u)

2 ≈ 1 + 2u. (5)

Finally, a linear time-varying motion equation is ob-
tained as

z
2
u

zt
2 +

z
4
u

zθ4
+ 2

z
2
u

zθ2
+ 1 − 2f(θ, ϕ)V

2
 u � f(θ, φ)V

2
. (6)

Due to the alternating voltage on the left side of the
equation of motion (6), the microring system becomes a
time-varying system, and the driving voltage V can change
the dynamic characteristics of the microring.

2.2. Discretization. For the geometrical periodicity of a
circular ring, the deflection function u(θ, t) can be repre-
sented by

u(θ, t) � 

n

k�2
αk(t)cos kθ + βk(t)sin kθ , (7)

where k is the circumferential wave number and αk(t) and
βk(t) are generalized coordinate functions about time t. (e
term k� 1 is a rigid body mode, so it can be eliminated
[29, 34], such that k � 2, 3 ... n form a complete basis space.
Substituting equation (7) in equation (6) gives

Microring

g
h

r

Y

X

u (θ, t)

θ

ϕ

Figure 1: Schematic diagram of electrostatically driven microring.
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n

k�2
€αk(t) + k

4αk(t) − 2k
2αk(t) + 1 − 2f(θ, ϕ)V

2
 αk(t)  cos kθ

+ 
n

k�2

€βk(t) + k
4αk(t) − 2k

2βk(t) + 1 − 2f(θ, ϕ)V
2

 βk(t)  sin kθ

� f(θ, ϕ)V
2
.

(8)

Since the orthogonality of trigonometric functions, one
can discretize the equation (8) by multiplying equation (8)

with cos(mθ) and sin(mθ)), wherem� 2, 3, 4, ..., which gets
the following two equations:



n

k�2
€αk(t) + k

4αk(t) − 2k
2αk(t) + 1 − 2f(θ, ϕ)V

2
 αk(t)  cos kθ cos(mθ)

+ 
n

k�2

€βk(t) + k
4αk(t) − 2k

2βk(t) + 1 − 2f(θ, ϕ)V
2

 βk(t)  sin kθ cos(mθ)

� f(θ, ϕ)V
2 cos(mθ),

(9)



n

k�2
€αk(t) + k

4αk(t) − 2k
2αk(t) + 1 − 2f(θ)V

2
 αk(t)  cos kθ sin(mθ)

+ 
n

k�2

€βk(t) + k
4αk(t) − 2k

2βk(t) + 1 − 2f(θ)V
2

 βk(t)  sin kθ sin(mθ)

� f(θ)V
2 sin(mθ).

(10)

Integrating equations (9) and (10) over the microring’s
circumference gives
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2
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2π
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2V
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0
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2π

0
f(θ, ϕ)cos(mθ)dθ,

(11)
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€αk(t) + k

2
− 1 

2
αk(t)  

2π

0
cos kθ sin(mθ)dθ − 

n

k�2
2V

2αk(t) 
2π

0
f(θ, ϕ)cos kθ sin(mθ)dθ

+ 
n

k�2
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2

− 1 
2
βk(t)  

2π

0
sin kθ sin(mθ)dθ − 
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k�2
2V
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2π

0
f(θ, ϕ)sin kθ sin(mθ)dθ

� V
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2π

0
f(θ, ϕ)sin(mθ)dθ.

(12)
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Due to the orthogonality of trigonometric functions,
Equations (11) and (12) can be simplified and expressed in
the following matrix expression:

€X 2(n− 1)×1 +[K]2(n− 1)×2(n− 1) X{ }2(n− 1)×1 � Q{ }2(n− 1)×1,

(13)

where X{ }, [K], and Q{ } are generalized coordinates vector,
stiffness matrix, and generalized force vector, respectively.
(ey are specifically expressed as

X{ }
T

� α2(t) α3(t) α4(t) · · · αn(t) β2(t) β3(t) β4(t) · · · βn(t) , (14)

[K] � Kk
 2(n− 1)×2(n− 1)

+ Ke
 2(n− 1)×2(n− 1), (15)

where the stiffness matrix [K] consists of [Kk] and [Ke].
[Kk] is structural stiffness-matrix, which is a diagonal
matrix. [Ke] is electrostatic stiffness-matrix due to the

dynamic voltage. (e elements in the stiffness matrix are
expressed as

K
k
ij � i

2
− 1 

2
, (i � j),

K
k
ij � 0, (i≠ j),

⎧⎪⎪⎨

⎪⎪⎩
(16)

Ke
  �

Ka
 (n− 1)×(n− 1) Kb

 
(n− 1)×(n− 1)

Kc
 (n− 1)×(n− 1) Kd

 
(n− 1)×(n− 1)

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, (17)
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2
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  +
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  ,
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2
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4i
+
sin(2i(π + ϕ))

4i
 , i � j,
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(18)

K
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2
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+

(sin i(π + ϕ))
2
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 , i � j,
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(19)

K
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V
2
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cos(i + j)ϕ

i + j
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  −
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  +
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2
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(− 1)
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−
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  ,
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2
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(20)
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sin(i + j)ϕ

i + j
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  −

sin(i − j)ϕ
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(21)

(e generalized force vector is
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Qα
 (n− 1)×1

Qβ
 

(n− 1)×1
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⎪⎪⎩
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,

Q
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π
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i
+
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i
 ,

Q
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V
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i
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i
+
cos(iπ)

i
 .
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⎪⎪⎪⎪⎪⎪⎪⎩

(22)

2.3.Damping. In this microring system, there is more or less
a certain amount of damping, and it is generally obtained
from experiments. (e effect of damping on the forced

response is to eliminate the transient response and even-
tually reach the steady state. In practical applications, the
steady-state response is the focus of research. Adding
equivalent damping in the radial direction of the ring is to
add the damping term λ _u to equation (4). According to
previous studies, the damping matrix can be set to [29, 36]

[C] �
C1 

C2 
 , C1  � C2  �

2ξω1

⋱

2ξωn− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(n− 1)×(n− 1)

, (23)

where ξ is the damping ratio and ωn is the natural fre-
quencies of the ring. (e damping matrix is a principal
diagonal matrix. Finally, when the system has damping, the
equation of motion expressed by the matrix is

€X 2(n− 1)×1 +[C]2(n− 1)×2(n− 1)
_X 2(n− 1)×1

+[K]2(n− 1)×2(n− 1) X{ }2(n− 1)×1 � Q{ }2(n− 1)×1.
(24)

3. Natural Frequencies and Modes

In this section, the mode of the microring is derived. Table 1
shows the material parameters and geometric parameters of
the microring.

Modal analysis is to find the inherent characteristics of
the system when there is no external force, such as natural
frequency and mode shape. When the system has no elec-
trostatic force and the damping is neglected, equation (24)
can be simplified to

€αk(t)

€βk(t)
  +

k
2

− 1 
2

0

0 k
2

− 1 
2

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

αk(t)

βk(t)
  �

0

0
 ,

(25)

where k � 2, 3, 4 · · ·. (e generalized coordinate functions
αk(t) and βk(t) are usually set to

αk(t)

βk(t)
  �

αk

βk

 e
iωkt

, (26)

where αk and βk are the amplitudes of αk(t) and βk(t),
respectively. Inserting equation (26) into equation (25)
yields the following matrix expression:

k
2

− 1 
2

0

0 k
2

− 1 
2

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦

αk

βk

  � ω2
k

αk

βk

 . (27)

Generally, the amplitudes αk and βk are not zero, and the
natural frequency can be obtained, namely, ω2

k− 1 � (k2 − 1)2,
(k � 2, 3, 4, . . .). (e corresponding natural modes of the
microring are cos kθ + sin kθ, (k � 2, 3, 4, . . .). Figure 2
shows the first three natural modes of the microring.

4. Dynamic Analysis

4.1. Forced Response. (e differential equations (24) are
numerically solved using the Runge-Kutta method. It is
necessary to reduce the order of the second-order differential
equations and transform them into the state space.(e space
state vector is defined as

Y{ }4(n− 1)×1 �
X{ }

_X 

⎧⎨

⎩

⎫⎬

⎭. (28)

Equation (24) is transformed into the state space and
expressed as

_Y  � [A] Y{ } +[B] F{ }, (29)

where

[A]4(n− 1)×4(n− 1) �
[0]2(n− 1)×2(n− 1) [I]2(n− 1)×2(n− 1)

− [K]2(n− 1)×2(n− 1) − [C]2(n− 1)×2(n− 1)

⎡⎣ ⎤⎦,

(30)

[B]4(n− 1)×4(n− 1) �
[0]2(n− 1)×2(n− 1) [0]2(n− 1)×2(n− 1)

[0]2(n− 1)×2(n− 1) [I]2(n− 1)×2(n− 1)

 , (31)

Table 1: Material parameters and geometric parameters.

Properties value
Density ρ� 2.7×103 Kg/m3

Young’s modulus E� 6.8×1010 Pa
Mean radius r� 0.02m
Radial thickness h� 3×10− 4m
Gap g � 6×10− 5m
Width b� 5×10− 3m
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F{ }4(n− 1)×1 �
Q{ }2(n− 1)×1

Q{ }2(n− 1)×1
 , (32)

where [0] and [I] are the zero matrix and the unit matrix,
respectively. Since the [A] matrix contains [K], the matrix is
periodically time-varying.

4.2. Stability. According to the static stiffness terms
(17)–(21), the stiffness term of this system is related to the
voltage, and the voltage changes periodically with time, so
the system is a periodic time-varying system. (e stability of

periodic time-varying systems is an important subject.
According to the characteristics of the system, Floquet
theory is used to analyze its stability.

To analyze the stability of the system, the homogeneous
part of equation (29) needs to be considered, that is,

_Y  � [A] Y{ }. (33)

(e parameter matrix [A] is a periodically time-varying
matrix with the period of T � 2π/(2Ω), and set 4(n − 1)

linearly independent initial conditions:

Y(0){ }1 �

1

0

0

⋮

0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

, Y(0){ }2 �

0

1

0

⋮

0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

, · · · , Y(0){ }4(n− 1) �

0

0

0

⋮

1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (34)

(e solution of equation (33) in a period T is solved by
the RungeKutta numerical method, namely,
Y(T) 1, Y(T) 2, . . . , Y(T) 4(n− 1)

, and the solutions of
these homogeneous equations are formed into a matrix [D]:

[D] � Y(T) 1, Y(T) 2, . . . , Y(T) 4(n− 1)
 . (35)

(e stability of the system can be determined by the
eigenvalues (μi) of matrix [D] [37]. (e system is stable if all
the eigenvalues have magnitudes less than unity, i.e., |μi|< 1,
unstable if at least one eigenvalue greater than unity, i.e.,
|μi|> 1, and marginally stable if at least one eigenvalue with
unit magnitude and multiplicity less than unity.

5. Results and Discussion

To investigate the dynamic characteristics of the electro-
statically driven microring system, the stability of the system
is first analyzed, and then the amplitude-frequency response
curve of the system is solved. (e following stability analysis
and forced response analysis are developed using the first

three modes. Considering that the microring is driven by
three pairs of electrodes, the maximum electrode span is π/3,
so the electrode span range is [0, π/3]. (e authors selected
the angular coordinate θ � 0 for dynamic characteristics
analysis.

5.1. Unstable Region. Damping is a factor that cannot be
ignored in the system. Here, we first consider the impact of
damping on system stability. Using the stability analysis
method in Section 4.2, the unstable region of the system
under different damping is studied.

Figure 3 shows the unstable region of the system when
the AC voltage Vd � 0.5 and the electrode span ϕ � π/3. (e
four figures show the unstable regions of the system when
the damping ratios ξ � 0.0001, 0.001, 0.01, and 0.1, respec-
tively. It can be seen that the unstable region mainly appears
at the natural frequency and 2ω1,3ω1,ω1/2, and 2ω1/3. When
the damping ratio is less than 0.01, the system is most likely
to show instability at ω1 and 2ω1. When the damping ratio is
equal to 0.1, the system is most likely to show instability at

2nd mode
90

60

30

0

330

300
270

240

210

180

150

120

(a)

3rd mode
90

60

30

0

330

300
270

240

210

180

150

120

(b)

4th mode
90

60

30

0

330

300
270

240

210

180

150

120

(c)

Figure 2: (e first three natural modes.
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Ω � ω1. (e system easily exhibits instability at the first-
order natural frequency. When the damping ratio changes
from 0.0001 to 0.001, the unstable region of the system
changes little. When the damping is increased, the change in
the unstable region at high frequencies is relatively large.
When the damping ratio is equal to 0.1, the unstable region
near the first-order natural frequency is most obvious.

(e electrode span ϕ also affects the unstable region of
the system. Figure 4 shows the unstable region of the system
under different electrode span when the damping ratio
ξ � 0.001. It can be seen that increasing the electrode span
increases the width of the unstable region and also decreases
the minimum voltage value of the unstable region.

From Figure 5, one noticed that the relationship between
the minimum voltage value of the unstable region and the
electrode angle when the excitation frequencies are ω1 and
2ω1. As shown in Figure 5, increasing the angle of the
electrode decreases the minimum voltage value in the un-
stable region. Combined with Figure 4, it can be seen that
increasing the electrode span increases the unstable region.
When the electrode angle is small, the minimum voltage
value Vmin will decrease rapidly as the electrode span ϕ
increases. As the electrode span increases, the change rate of
the voltage value becomes slower. When the electrode span
is close to π/3, the change rate of the lowest voltage is close to
zero.

5.2. Amplitude-frequency Response. (e equation (29) is
solved under zero initial conditions to obtain the forced
response of the microring system.

(e amplitude-frequency response is shown in Figure 6
when DC voltage Vd � 0.5, AC voltage amplitude Va � 1
and damping ratio ξ � 0.001. (e electrode span interval is
[0, π/3]. Response amplitude changes with electrode span. In
addition to the peaks near the natural frequency in the
figure, there are also obvious peaks at ω1/2 and 2ω1. (e
square of the potential difference can be written
V2 � V2

D + 2VDVA sin(Ωt) + V2
A(1 − cos(2Ωt))/2. When

the voltage frequency is Ω, the electrostatic force has two
frequency componentsΩ and 2Ω at the same time, so a peak
appears atω1/2. Due to the existence of electrostatic force, an
electrostatic stiffness matrix [Ke] is introduced. (e elec-
trostatic stiffness couples the generalized coordinates αk(t)

and βk(t), so that the system has a peak at the non-natural
frequency 2ω1.

Figure 7 shows the relationship between the maximum
system response and the electrode span. Other parameters
are Vd � 0.5, ξ � 0.001, ϕ � π/3, andVa � 1. It can be seen
that when the electrode span is [0, π/4], the response am-
plitude increases as the electrode span increases. When the
electrode span range is [π/4, π/3], the response amplitude
increases slowly, and finally the response amplitude de-
creases as the electrode span increases.
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6. Conclusions

Based on the linearized model of the electrostatic force
considering coupling with microring deformation, a
dynamic model for a microring system has been estab-
lished. Due to the coupling effect between the electro-
static force and the deformation of the microring, the
stiffness of the microring is related to the electrostatic
force parameters. (en, the time-varying voltage makes
the stiffness matrix of the system have time-varying
characteristics, which in turn causes the dynamic char-
acteristics of the system to become complicated. (ough
the dynamic model obtained in this paper, the dynamical
stability and response of the system with various pa-
rameters of the damping and electrode span are analyzed.
Some conclusions are summarized as follows:

(1) (e unstable region of the system is mainly at the
natural frequency and the frequency multiplica-
tion. Damping has a greater impact on unstable
regions at high frequencies. When the damping is
large, the unstable region of the system mainly
appears near the first-order natural frequency.

(2) As the electrode span increases, the unstable area
of the system increases and the minimum value of
the voltage in the unstable region and the rate of
change of the minimum voltage value decrease.
(e response amplitude increases first and then

decreases as the increase of the electrode span.
(ese are very helpful for the design of the elec-
trostatically driven microring system.
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Metal roof enclosure system is an important part of steel structure construction. In recent years, it has beenwidely used in large-scale public
or industrial buildings such as stadiums, airport terminals, and convention centers. Affected by bad weather, various types of accidents on
metal roofs frequently occurred, causing huge property losses and adverse effects. Because of wide span, long service life and hidden fault of
metal roof, the manual inspection of metal roof has low efficiency, poor real-time performance, and it is difficult to find hidden faults. On
the basis of summarizing the working principle of metal roof and cause of accidents, this paper classifies the fault types of metal roofs in
detail and establishes a metal roof monitoring and fault diagnosis system using distributed multisource heterogeneous sensors and Zigbee
wireless sensor networks. Monitoring data from strain gauge, laser ranging sensor, and ultrasonic ranging sensor is utilized compre-
hensively. By extracting time domain feature, the data trend characteristics and correlation characteristics are analyzed and fused to
eliminate erroneous data and find superficial faults such as sensor drift and network interruption. Aiming to the hidden faults including
plastic deformation and bolt looseness, an SVM fault diagnosis algorithmbased onRBF kernel function is designed and applied to diagnose
metal roof faults. .e experimental results show that the RBF-SVM algorithm can achieve high classification accuracy.

1. Introduction

Metal roof enclosure system has been rapidly developed in
public buildings and industrial buildings due to its excellent
structural performance, beautiful appearance, and envi-
ronmental protection [1, 2]; its typical applications are
shown in Figure 1. Metal roof enclosure system in service
period just in major cities of China covers no less than 1
billion square meters since 2008 and grows at a rate of no less
than 50,000 square meters per year; therefore, its safety and
reliability have drawn extensive attention.

Metal roofs are susceptible to extreme weather and other
factors during usage. In recent years, accidents of metal roof
have occurred occasionally. In 2010, 2011, and 2013, the
metal roof of Beijing Airport T3 terminal was lifted up by
wind three times; these accidents caused more than a
thousand flights to delay, which seriously affected the
normal operation of Beijing Airport. In 2016, metal roof of
the Guangzhou Baiyun Airport terminal building was

rippled off by a weak wind, and the speed of the wind did not
exceed the design safety threshold of the metal roof. .e
No.3 typhoon “Tian Ge” in 2017 caused a large number of
metal roofs in Zhuhai to be destroyed [3]. By far, the so-
lutions of these problems are mainly to reinforce the safety
check calculation in the design phase to improve the roof
bearing capacity threshold or increase the wind-proof clamp
and other reinforcement measures at local negative high-
pressure area, but these methods mainly focus on the the-
oretical model and general regularity analysis; they do not
have the support of real-time monitoring data, there is few
research on the real-time monitoring system of metal roof
during service period, and this is the bottleneck that needs to
be broken in wind-resistance and disaster prevention en-
gineering of large-span building metal roof [4]. .e metal
roof of airport rippled off by wind can be shown in Figure 2.

In view of the damage of metal roof enclosure system,
this paper used structural health monitoring technology
(SHM) [5]to replace traditional manual inspection; the real-
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time monitoring of metal roof can reduce the occurrence of
accidents effectively. .is kind of technology has become a
global research hotspot and is widely used in large-scale civil
infrastructure [6], such as airports, high-rise buildings [7],
large-span buildings, stadiums, railways [8], and pipelines [9].

At present, the automatic monitoring methods of civil
structures are mainly divided into two categories: intelligent
robot monitoring and sensor network monitoring. Robot

monitoring is often used in harsh environments, and the
monitoring area is limited. Because of the wide span, stable
working environment and long period of performance
changing of metal roof, distributed sensor network moni-
toringmethod should be considered in priority inmetal roofs.

Sensor network monitoring obtains monitoring data of
building structure by embedding or pasting sensors on the
surface of the monitored structure, and based on this, fault

Grand National �eatre

Beijing Daxing Airport Metal roof stucture

Stadium

1.Metal roof panel
2.Insulating layer
3.Bracket
4.Soundproof layer
5.Purlins
6.Dust layer
7.Base plate

1

2

3

4
5

6
7

Figure 1: Widely used metal roof enclosure system.

Figure 2: .e metal roof of airport lifted off by wind.
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diagnosis and health evaluation of the building structure are
carried out [10]. .e construction of sensor network
monitoring system is mainly divided into three parts, which
are sensor selection, monitoring network construction, and
data storage and analysis. In the sensor selection part, Yan
et al. [11] in Southwest Jiaotong University designed a bridge
structure health monitoring system for Hutong Yangtze
River Bridge. In this paper, not only the large amount of data
and wide coverage of sensor features were considered, the
correlation between the collected data was also used. In this
way, the accuracy of fault diagnosis was increased and, at the
same time, some hidden faults can be discovered by data
fusion algorithm [12]. In data transmission part, wireless
sensors are widely used in the project, for example, in order
to monitored the health of bridge structure, Alampalli et al.
[13] realized the monitoring system using wireless network;
they also used big data cloud computing technology to
evaluate the health of the bridge. In Poland, SALA [14] in
Polish Academy of Sciences established a health monitoring
system for a 40-meter long steel truss bridge using wireless
sensor network, and they also used solar energy to power the
piezoelectric ceramic strain gauges in order to save the
energy consumption. In this paper, we use Zigbee [15]
wireless network combined with Profibus and Internet to
form a star topology for data transmission; the master and
slave PLC communicate structure can improve the data
processing capacity significantly. In data analysis and fault
diagnosis algorithm part, there are mainly three ways to
process the data, the method based on modern signal
processing technology [16–18], the method based on sta-
tistics [19], and the method based on machine learning and
data mining techniques. In recent years, machine learning
[20] and data mining techniques are widely used in SHM
technology, such as Bayesian neural networks [21], wavelet
packet analysis, posterior probability SVM, DS evidence
theory, and OLSVM [22] algorithm. In this paper, in order to
comprehensively consider the trend characteristics and
correlation characteristics of large amount of monitoring
data, the support vector machine (SVM) algorithm based on
RBF kernel function is used for fault diagnosis of mental
roof..is algorithm canmulticlassify themonitoring data by
using multidimensional feature value input, and it can also
improve the classification accuracy through grid search
method, so as to achieve accurate fault diagnosis of the metal
roof.

.is paper is divided into three sections. .e first section
analyzes the damage mechanism of metal roof failure and
selects the appropriate sensors and transmission scheme to
build the metal roof health management system. .e second
section summarizes the types of faults that need to be
distinguished by algorithms and introduces the preprocesses
of monitoring data. In the third section, the RBF-SVM al-
gorithm to classify the monitoring data is realized, and we
use grid search method to optimize the parameters of RBF-
SVF. Finally, the classification results are evaluated in the last
section of the paper.

2. Metal Roof Failure Causes Analysis and Fault
Monitoring System Composition

Metal roofs are exposed to the natural environment for a
long period; therefore, they are easily affected by external
weather conditions. Wind destroying is the main cause of
metal roof damage [23]. .is section will first analyze the
types and causes of metal roof failures, and then based on the
failures, a metal roof online monitoring and health man-
agement system will be established.

2.1. Summary of Failure Reasons of Metal Roof. .e research
object of this paper is standing seam metal roof enclosure
system, which is widely used on the roof of industry
buildings. Standing seammetal roof is a metal roof enclosure
system formed by roofing panels, fixed supports, purlins,
and pressed bottom plates. When the roof is subjected to the
upward wind suction, the wind force is transmitted to the
fixed support through the interboard nip connection
structure and then transmitted to the purlins by the self-
tapping screw and finally transmitted to the main structure
safely. .e metal panel is fixed on the purlins by a T-shaped
bracket, and the board rib of the roof panel is clamped on the
plum head of the T-shaped support so that the panel is fixed
on the purlin of the roof. .e structure of the system is
shown in Figure 3. .e main damage form of metal roof is
excessive deformation and displacement perpendicular to
the longitudinal direction of the roof panel, which causes the
metal roof panel to be plastically deformed or even rippled
off. Since the metal roof is not fixed in the lateral direction,
the main monitoring object is the longitudinal stress and
displacement of the metal roof. .e lateral displacement is
only used as a reference factor for monitoring the fatigue
damage of the roof panel without excessive analysis.

Combined with the research and analysis of metal roof
accidents in recent years, the types and causes of metal roof
failures are summarized as follows:

(1) Plastic deformation: during the long-term service of
metal panels, due to the influence of alternating
loads, especially the wind load, metal panels are
plastically deformed, resulting in a decrease in the
wind-resistant performance of the metal panels,
affecting the safety of the metal roof.

(2) Lateral slip: standing seam metal roof is connected
with the purlins by the T-shaped bracket. When the
ambient temperature changes, the metal roof will
deform due to the thermal expansion and con-
traction, resulting in the internal stress of the metal
roof becoming larger. Repeated stress changes can
cause fatigue damage to the metal roof, so attention
should be paid to the lateral slip of the metal roof
due to temperature.

(3) Longitudinal deformation: under weather load such
as wind and snow, longitudinal deformation will
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occur, which is the main reason affecting the health
of metal roofing. Excessive longitudinal deforma-
tion easily leads to plastic deformation of metal roof
and affects fatigue life and makes the roof more
easily to be lifted up by wind.

(4) Bolt looseness: standing seam metal roof is fixed on
the purlins by bolts. .e bolts may tend to loosen
during long-term service, which leads to the safety
hazard of themetal roof being damaged by the wind.
.erefore, the bolt looseness also affects the metal
roof, and this kind of fault is difficult to be moni-
tored by one kind of sensor; we use two types of
monitoring data to diagnose this fault.

.e main fault forms and causes of standing seam metal
roof are summarized in the following Table 1:

2.2. Real-TimeMonitoring andHealthManagement System of
Metal Roof Enclosure System. On the basis of summarizing
the fault types and causes of metal roof, a distributed
multisource heterogeneous sensors’ scheme was selected to
establish a wireless transmission network and a data backup
storage system to monitor the health of metal roof in real
time.

In this system, three kinds of sensors are used to im-
plement distributed multisource heterogeneous monitoring
on metal roof; distributed monitoring can obtain moni-
toring data in different areas of the roof, making the data
more comprehensive. Multisource heterogeneous sensors
can take advantage of the correlation of different types of
data, which can not only ensure the accuracy of the data but
also diagnose the hidden faults through data fusion. .e
sensors include a stress sensor, a laser ranging sensor, and an
ultrasonic ranging sensor. .e terminal node sensor is
shown in Figure 4. .e type and function of the sensor are
shown in Table 2:

.e metal roof real-time monitoring and health man-
agement system includes three subsystem modules: data

acquisition module, wireless network transmission module,
data backup and interface module. .e function and rela-
tionship among different modules are shown in Figure 5.

.e data acquisition module consists of distributed
sensors which layout in different areas of the roof. .e
data transfer to the STM32 SCM was combined by
ADS1256 high-precision A\D acquisition chip. .en, the
measurement data is transmitted to Zigbee wireless net-
work transmission module; the transmission module uses
Zigbee protocol to transfer data to the PLC master and
slave station for data processing by wireless mode. PLC
S7-1500 CPU is used for master station of the system;
meanwhile, PLC S7-1200 CPU is used for slave station,
and finally, the collected data is converted into decimal
readable data by calculation in PLC and transfer to upper
computer. .e data is stored in database of the upper
computer. .e interface of the system is developed in
upper computer by WinCC, and it realizes the real-time
monitoring and fault diagnosis of the metal roof by an-
alyzing the data stored in its database. Since mature so-
lutions are mostly used in this monitoring system, its
economic cost can be disregarded compared with metal
roofing system. Meanwhile, it is more valuable to reduce
the hidden danger caused by metal roof failure through
real-time data analysis.

3. Metal Roof Fault Classification and Data
Preprocessing Based on Monitoring Data

.e data collected by the metal roof real-time monitoring
system is saved in the database of the upper computer, and
the fault of metal roof can be diagnosed by getting data from
the database. Because of the large number of distributed
sensors, it will be difficult to analyze all sensor data.
.erefore, the stress and displacement thresholds should be
set according to the physical properties of the metal roof.
.en, we calculate the proportion of the sensors where the
stress and displacement reach the threshold in the region

(a)

Board rib

Metal roof panel

T-shaped bracket

Metal roof panel

(b)

Figure 3: .e structure of metal roof enclosure system. (a) .e structure of standing seam metal roof. (b) .e panel is fixed on the purlins
with T-shaped bracket.
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and select the sensor data from the region with high fault
proportion for fault diagnosis.

3.1.MetalRoof FaultClassificationBased onMonitoringData.
Considering the metal roof itself fault and network trans-
mission fault, the fault types are mainly divided into three
categories, metal roof fault, sensor fault, and network failure.
Metal roof fault mainly includes three types, long-term
plastic deformation of the panel, rain and snow

accumulation-induced or wind-induced longitudinal de-
formation, and bolt of T-shaped bracket looseness; sensor
faults include zero drift of sensor acquisition data and short-
term interference of the sensor, and network failure is the
interruption of data transmission. .e fault types of metal
roof are summarized in Table 3.

.emetal roof fault diagnosis process is divided into two
levels. In the first level, the faults can be diagnosed by the
real-time monitoring system, they are easy to be distin-
guished. However, some faults are difficult to distinguish or
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Figure 5: Structure diagram of whole system.
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Figure 4: Terminal node sensor layout.

Table 2: Type and function of the sensor.

Fault forms Sensor Function
Plastic deformation Strain gauge, laser ranging sensor Compare with past data to calculate the plastic deformation value
Lateral slip Ultrasonic ranging sensor Monitoring lateral slip distance

Longitudinal deformation Strain gauge, laser ranging sensor Cooperate with each other to monitor the longitudinal stress and
displacement

Bolt looseness Strain gauge, laser ranging sensor Cooperate with each other to find the hidden fault

Table 1: Main fault and causes of metal roof.

Fault forms Fault causes Expression form
Plastic deformation Alternating loads cause damage accumulation Deformation and decrease of wind-resistant
Lateral slip Temperature load Inner stress and lateral deformation
Longitudinal deformation Alternating loads, especially the wind Longitudinal stress and deformation
Bolt looseness Alternating wind loads Increase of longitudinal displacement
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they need two kinds of data to diagnosis, so in the second
level, machine learning algorithm is used to classify complex
or hidden faults of metal roof enclosure system. .e specific
diagnosis process is shown in Figure 6.

In the second level, the support vector machine (SVM)
algorithm based on RBF kernel function is used to classify
the fault type. .is part mainly focuses on the faults that are
complex or hidden and diagnosed the fault by correlation of
data measured by multisource heterogeneous sensors. Based
on the built-up metal-roof real-time monitoring system, the
monitoring data of metal roof in different fault states are
obtained from experimental system, and the monitoring
data are preprocessed by time domain analysis to extract the
characteristic quantity under different conditions of metal
roof, and then the training set of RBF-SVM is established by
corresponding the characteristic quantity and fault. Finally,
the training set is used for training the RBF-SVMmodel and
realizing the fault diagnosis of the metal roof.

3.2. Data Preprocessing Method. In the data preprocessing
process, the correlation characteristics of different kinds of
data collected by the heterogeneous sensors can effectively
avoid the error data from faulty sensor and ensure the ac-
curacy of fault diagnosis and fault early warning. .e SVM
algorithm’s training needs to select representative data to
include various situations from a large number of detection
and experimental data, thus these groups of data may come
from different dates. .e typical data selected are shown
partly in Figure 7, in which the types of data are denoted..e
red curve in Figure 7 is the strain data from strain gage, the
blue curve is the displacement data collected by the laser
ranging sensor, the state of the metal roof is judged by the
trend information of the data collected by these two sensors,
and the correlation information of the data collected by two
heterogeneous sensors avoids the error data and makes fault
diagnosis more accurate.

For convenience in comparing, the data shown in the
abovementioned figure ignores the impact of the numerical
dimension on result. .e monitoring data are normalized to
be distributed between 0 and 1, and the formula is as follows:

y′ �
y − ymin

ymax − ymin
. (1)

Different causes of roof deformation will lead to
different trends of detection data of different sensors,
which is the advantage and necessity of using a variety of
sensors for data acquisition. .e dataset shown above
contains four types of data, which are the monitoring data
under normal roof condition, the monitoring data when
the roof is longitudinally deformed, the monitoring data
when the sensor fault occurs, and the monitoring data
when the bolts are loosen. It can be seen from Figure 7 that
under normal condition, the stress and displacement data
of roof panel only have little changes and there is no
obvious fluctuation. Two types of data from heteroge-
neous sensor have high correlation. In this condition, the
states of sensor and roof are both normal. When the roof is
longitudinally deformed, monitoring data from laser
ranging sensor and strain gage have same trend changes,
which means they have high correlation. In this condition,
it can be judged that the roof has undergone longitudinal
deformation. When in the sensor fault condition, one of
the sensors experiences a zero drift fault, the data from
two sensors are less of correlation and the data of one
sensor is in rise trend. As for the bolt loosen fault, it is
difficult to find by manual inspection; however, it can be
diagnosed by heterogeneous sensor system. When the
bolts fixed on purlins are loosen, the panel will be dis-
placed in the longitudinal direction in a large extent but, at
the same time, the strain value of the panel is less and it
changes slower than the displacement, just like the dataset
shown in Figure 7; the displacement data change in a large
range, while the strain value changes less. In this situation,
we can assume that the bolt of metal roof has loosened.

Considering the above information, five kinds of sta-
tistics are selected as input characteristics: average and
standard deviation of metal roof longitudinal displacement
data and roof panel strain data are selected to reflect trend
information, and difference between displacement and the
strain data variance and correlation coefficients of these two
types of data are selected to reflect correlation information.
.e statistic calculation formula is shown in Table 4.

In order to avoid the influence of data value range on the
fault diagnosis result, the input characteristics quantity
needs to be normalized, and the formula is as follows:

yin �
yi − μ
σ(μ)

, (2)

Table 3: Fault types of metal roof enclosure system.

Fault types of metal roof enclosure system

Metal roof fault
Panel plastic deformation

Panel longitudinal deformation
Bolt looseness of bracket

Sensor fault Zero drift
Short-term interference

Network failure Transmission interruption
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Figure 6: Fault diagnosis process.
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where μ is the average of characteristics, σ(μ) is the stand
deviation of the characteristics, and yin is the normalized
characteristics.

Finally, 593 sets of characteristics quantities are selected
for training and testing including 70% of training set and
30% of testing set. .e input characteristics quantity and
labels are shown in Table 5; labels 0–4 respectively express
the normal data of themetal roof, the strain sensor fault data,
the laser ranging sensor fault data, the roof large longitudinal
deformation data, and the bolt looseness data.

4. Metal Roof Fault Diagnosis Algorithm
Based on RBF-SVM and Parameter
Optimization Method

.rough data preprocessing, the trend information and
correlation information of monitoring data are obtained. By
using these two types of information, multiclassification of
monitoring data can be realized, and in this way, fault di-
agnosis of metal roof can be achieved. In the classification
algorithm, SVM has automatic model selection, which can
transform training into quadratic programming problem

and it also has good learning ability of small sample. RBF
kernel function SVM algorithm can meet the distinction of
different fault types of metal roof and reduce computational
complexity to ensure the efficiency of the fault diagnosis
algorithm.

4.1. SVM Algorithm. SVM is an efficient data classification
algorithm. By finding support vectors in dataset, it estab-
lishes a hyperplane and classifies the data. For a simple two-
dimensional linear separable problem, a straight line can be
established to separate the data; while in fault diagnosis of
metal roof, the monitoring data needs to be classified into
multiple categories. .erefore, it is necessary to map the
characteristic quantity of the monitoring data to a high-
dimensional feature space H and then construct the (gen-
eralized) optimal hyperplane in H to realize multi-
classification of monitoring data.

.e simple SVM classifier is used in binary classification.
Assume that input points set xi  ∈ Rd consists of two types
of points. If the points xi belong to the first class, then yi � 1,
or if they belong to the second class, then yi � −1. Assuming
that training sample set is

Table 4: Statistics and formulas.

Statistics Formulas

Trend information

Average of strain μ � 
n
t�1 yt/nAverage of displacement

Standard deviation of strain σ(μ) �

�����������������

(1/N) 
N
i�1 (yt − μ)2



Standard deviation of displacement

Correlation information
Normalized difference between strain and displacement Cov(x, y) � E[xy] − E[x]E[y]Variance between strain and displacement
Correlation coefficients between strain and displacement ρxy � (Cov(x, y)/σ(x)σ(y))
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Figure 7: Sensor dataset.
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D � (x1, y1), (x2, y2), ... , (xm, ym) , yi ∈ −1, +1{ }, the goal
of the support vector machine is to find a hyperplane that
satisfies the classification requirements according to the
principle of minimum structural risk and linearly divide the
dataset.

In the sample space, the divided hyperplanes can be
described by the following linear equation:

ωT
x + b � 0, (3)

where ω � (ω1;ω2; . . . ;ωd) is the normal vector, which
determines the direction of the hyperplane; b is the dis-
placement term, which determines the distance between
the hyperplane and the origin. .e distance from any
point in the sample space to the hyperplane can be written
as follows:

r �
ωT

x + b




‖ω‖
. (4)

Assuming that hyperplane (ω, b) can classify training
samples correctly, for (xi, yi) ∈ D, if yi � +1, then
ωTxi + b> 0, or if yi � −1, then ωTxi + b< 0. In this way, the
formula can be expressed as follows:

ωT
xi + b≥ 1, yi � +1,

ωT
xi + b≤ 1, yi � −1.

⎧⎨

⎩ (5)

.e training sample pointing closest to the hyperplane
makes the equal sign true. .ey are called as “support
vectors,” and the sum of distances of two different classes of
support vectors to the hyperplane can be expressed as
follows:

c �
2
ω

. (6)

It is called gap. .e optimal hyperplane can not only
separate the samples of the two classes without error but also
maximize the gap of two classes. .e classification problem
can be transformed into a minimum value problem with
constraints, and it can be expressed as follows:

min
w,b

1
2
‖ω‖

2

s.t. yi ωT
xi + b ≥ 1, i � 1, 2, ..., m.

(7)

.is is the basic formula of SVM algorithm.

Table 5: .e training and testing dataset of RBF-SVM.

Strain avg Strain std Disp. avg Disp. std Diff. Rolling corr. Rolling cov. Labels
17.4860 0.1268 0.7000 0.0000 0.2371 0.81 0.02 0
17.4510 0.1408 0.7000 0.0000 0.2329 0.81 0.02 0
17.6995 0.1513 0.7000 0.0000 0.2624 0.81 0.02 0
17.8022 0.1273 0.7500 0.0504 0.2686 0.81 0.02 0
... ... ... ... ... ... ...
22.1410 0.0452 4.1244 0.3018 0.3829 0.15 0.02 1
22.0745 0.0544 4.1063 0.2647 0.3771 0.04 0.01 1
22.0267 0.0494 4.1418 0.2892 0.3673 −0.09 −0.01 1
21.8738 0.0779 4.0773 0.3007 0.3568 −0.19 −0.03 1
... ... ... ... ... ... ...
22.8608 0.0787 1.8000 0.0000 0.7435 −0.66 −0.11 2
22.8713 0.1005 1.8000 0.0000 0.7447 −0.63 −0.10 2
22.9087 0.1093 1.8000 0.0000 0.7492 −0.59 −0.09 2
... ... ... ... ... ... ...
23.6892 0.1238 1.9000 0.0000 0.8298 0.90 0.01 3
23.5877 0.1108 1.9000 0.0000 0.8177 0.92 0.01 3
23.6752 0.1132 1.9000 0.0000 0.8281 0.93 0.01 3
... ... ... ... ... ... ...
21.1118 0.0458 −0.4192 0.0876 0.2560 0.05 0.00 4
21.1899 0.0339 −0.2800 0.0783 0.2434 0.39 0.01 4
21.2004 0.0303 −0.0523 0.1014 0.1989 0.58 0.03 4
21.2044 0.0314 0.1271 0.0638 0.1629 0.69 0.04 4
17.4860 0.1268 0.7000 0.0000 0.2371 0.81 0.02 0
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In the basic principles, most are ideal hypotheses.
However, in the process of using SVM for fault diagnosis,
fault data cannot be linearly divided. It is necessary to allow
the SVM algorithm to make errors in dividing certain
monitoring data to avoid overfitting. In this situation, soft
margin is used, and nonnegative slack vector ξi is added to
the formula, so the target function of problem has changed
as follows:

min
w,b

1
2
‖ω‖

2
+ C 

m

i

ξi

s.t. yi ωT
xi + b ≥ 1 − ξi ξi ≥ 0, i � 1, 2, ..., m,

(8)

where C 
n
i�1 ξi is the penalty term; C is the penalty factor,

which controls the degree of penalty for wrong samples. .e
higher the C value, the higher the penalty for the error, and
the stricter the linear classification. It is important to choose
the optimal C in SVM, and the optimization algorithm will
be mentioned in the following part of the paper.

Meanwhile, the fault diagnosis of metal roof is a non-
linear multiclassification problem. In order to realize the
nonlinear multiclassification, Kernel function can be used to
map the original nonlinear multiclassification sample into
the high-dimension space H, transform the nonlinear
classification problem into the linear classification problem,
and, at the same time, use penalty term to ensure the ac-
curacy of classification. Kernel function K(x, xi) can be
expressed as follows:

K x, xi(  � ϕ(x) · ϕ xi( . (9)

According to the classification sample, by selecting the
appropriate kernel function K(x, xi) instead of the inner
product operation in the high-dimensional space, the
linear classification after a linear transformation can be
realized, and the computational complexity is not in-
creased. Similar to the optimization method without
linear transformation, in order to solve the dual problem,
the Lagrangian multiplier is used to construct the La-
grangian function. .e final optimal classification func-
tion is as follows:

f(x) � sgn 
n

i�1
α∗i yiK x, xi(  + b

∗⎡⎣ ⎤⎦. (10)

In this paper, we use RBF kernel function to optimize the
SVM algorithm called RBF-SVM, the formula is as follows:

K(x, y) � e
− c‖x− y‖2

. (11)

4.2. Grid Search (GS) Method Parameter Optimization and
Result Analysis. In RBF-SVM algorithm, in order to solve
the nonlinear multiclassification problem, the penalty factor
and RBF kernel function are used to reduce overfitting and
computational complexity. .e value of the penalty factor C

and kernel parameter c determines the classification accu-
racy. .e smaller parameter C and c make the decision
surface smooth and the model simple, thus the accuracy is
reduced. On the contrary, the larger parameter C and c

increase the accuracy of themodel andmake themodel more
complex. .e common methods of parameter optimization
in SVM are grid search method, genetic algorithm, and
particle swarm optimization algorithm, the latter two of
which are heuristic algorithms. .e grid search method can
find the optimal solution of a given range of parameters, but
the speed is slow. .e heuristic algorithm has too many
parameters, and different parameters have a great impact on
the results, which increases the difficulty of using the al-
gorithm, and it may fall into the local optimal solution. Grid
search method [24] provides different combinations of Cand
c values for RBF-SVM in an exhaustive way and calculates
the classification accuracy of each combination by cross-
validation method. Finally, it selects the combination with
the highest accuracy to ensure RBF-SVM has the highest
accuracy. In the division of the grid, the parameter interval
can be enlarged to make a tradeoff between the local op-
timization and the computational efficiency.

As Figure 8 shows, 5-fold cross-validation is used to find
the best combination of values C and c. .e classification
accuracy of each combination is shown in the figure by
different colors, color red expresses the high accuracy and
color blue expresses the low accuracy. .e abscissa of the
figure represents the value of c and the ordinate represents
the value of C. Finally, the combination with the highest
classification accuracy is selected, the value of C is 106, and
the value of c is 10− 4.

According to the classification result and confusion
matrix, the RBF-SVM algorithms have a good accuracy and
recall rate, and it can be used to diagnosis metal roof fault
correctly. .e fault of metal roof can be divided into lon-
gitudinal deformation, laser ranging sensor fault strain
sensor fault, and bolt looseness. With this method, it can not
only distinguish the metal roof fault accurately but also
effectively distinguish the error data caused by sensor fault
and hidden fault like bolt looseness..emetal roof real-time
monitoring system and the fault diagnosis algorithm that
were proposed in this paper make the metal roof monitoring
more intelligent and reduce the security risk of metal roof
effectively.
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5. Conclusion

In order to reduce the safety hazards of widely used metal
roof enclosure system, this paper introduces a metal roof
real-time monitoring system and fault diagnosis algorithm.
Based on analysis of causes and types of faults in the metal
roof, the distributedmultisource heterogeneous sensors with
wireless network are used to monitor the state of the metal
roof. It makes themonitoring andmaintenance of metal roof
change from manual inspection to real-time monitoring,
which improves accuracy and reduces security risks.

Compared with traditional monitoring system, this system
uses the distributed network to collect data from metal roofs
with wide span and large area; meanwhile, it uses multi-
source heterogeneous sensors to ensure the accuracy of
monitoring data and find the hidden fault of metal roof, and
Zigbee wireless network can reduce the damage of roof and
make it easy to install. In fault diagnosis algorithm, not only
the trend information of data is considered but also the
correlation information is used to improve the accuracy of
fault diagnosis and find the hidden fault of metal roof. In the
process of optimizing the RBF-SVM algorithm, grid search

0.1

1.0

10.0

100.0

1000.0

10000.0

100000.0

1000000.0

10000000.0

C_
ra

ng
e

Ac
cu

ra
cy

_r
at

e o
f S

V
M

Accuracy for gridsearch

0.9

0.8

0.7

0.6

1e
 –

 0
8

1e
 –

 0
7

1e
 –

 0
6

1e
 –

 0
5

0.
00

01

0.
00

1

0.
01 0.

1

1.
0

10
.0

Gamma_range

Figure 8: Grid search method parameter optimization. After parameter optimization, classification result and confusion matrix of RBF-
SVM algorithm can be obtained as shown in Tables 6 and 7.

Table 6: Fault diagnosis result of RBF-SVM.

Classification Accuracy P Recall rate R F1-score Data number
Longitudinal deformation 1.0 1.0 1 24
Laser ranging sensor fault 1.0 1.0 1 16
Strain gage sensor fault 0.98 0.88 0.93 16
Normal data 1.0 1.0 0.93 99
Bolt looseness 1.0 1.0 1.0 23
Average/sum 0.99 0.99 0.99 178

Table 7: Confusion matrix of RBF-SVM.

Classification Longitudinal deformation Laser ranging sensor fault Strain gage sensor fault Normal data Bolt looseness
Longitudinal deformation 24 0 0 0 0
Laser ranging sensor fault 0 16 0 0 0
Strain gage sensor fault 0 0 14 2 0
Normal data 0 0 0 99 0
Bolt looseness 0 0 0 0 23
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method is used to improve the classification accuracy. After
the verification by experimental data, the RBF-SVM algo-
rithm we used can achieve the 99% of classification accuracy
and recall rate. In the test dataset, 176 of 178 sets of data are
correctly classified, which have a high classification accuracy.
.e research on metal roof real-time monitoring system and
fault diagnosis algorithm will promote the development of
intelligent monitoring and maintenance of metal roof and
reduce the safety risk of it effectively.
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Bimanual robots have been studied for decades and regulation on internal force of the being held object by two manipulators
becomes a research interest in recent years. In this paper, based on impedance model, a method to obtain the optimal target
position for bimanual robots to hold an object is proposed.We introduce a cost function combining the errors of the force and the
position and manage to minimize its value to gain the optimal coordinates for the robot end effectors (EE). To implement this
method, two necessary algorithms are presented, which are the closed-loop inverse kinematics (CLIK) method to work out joint
positions from desired EE pose and the generalized-momentum-based external force observer to measure the subjected force
acting on the EE so as to properly compensate for the joint torques. To verify the effectiveness, practicality, and adaptivity of the
proposed scheme, in the simulation, a bimanual robot system with three degrees of freedom (DOF) in every manipulator was
constructed and employed to hold an object, where the results are satisfactory.

1. Introduction

Robots were invented mainly to help human being to carry
out tasks, reducing the intensity of human labour, for ex-
ample, grasping, holding, or moving an object. In such a
process, we need robot to keep the object fixed on the end
effector (EE) in a proper manner andmove along the desired
trajectory. Researchers have made effort to perfect these
movements in many specific aspects. For instance, in [1], the
optimal grasp rectangle for determining the correct position
to pick up an object is obtained. Precision of robotic
grasping is considered in [2], using probabilistic postgrasp
displacement estimation method. Inspired by the scheme of
human grasping, [3] presents a controller with tactile
sensing and the grasp force can be adjusted as needed; for
example, the object slips or not. In [4], the object with
dynamics parameters and deformable shape is considered
and the grasping forces can be regulated based on a similar
tactile framework. 'e application scenarios of these mo-
tions vary from daily life (cloth grasping or towel folding [5])

to industry (plate and belt assembling [6]), military [7], and
so on. 'e literature also demonstrates the fact of a trend of
research on holding a target object by robots.

'e above-mentioned implementations are related to
managing to make an object “stick” to EE of one manip-
ulator. 'ese methods are good, but not better than mul-
tirobot system (MRS) to some extent [8]. Compared to a
single manipulator, MRS is more complex but competent
due to its higher redundancy, larger loading capability, and
stronger robustness [9]. It has also been employed in many
fields, for example, welding [10], assembly [11], and source
seeking [12]. Generally, thanks to the aforementioned ad-
vantages, MRS is more prominent to handle complicated
manipulations, such as curving and screwing. In the domain
of MRS, the bimanual robotic system [6, 13] or the hu-
manoid (dual-arm) robotic system [14, 15] has drawn a lot of
attention from scientists and specialists.

In the specific domain of the bimanual robot system, the
collaboration of the two manipulators becomes one of the
research hotspots in the past decades [16–18].'e regulation
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of the internal force of a held object or the two robotic
manipulators is a pronounced tendency and plenty of related
methods appear. An adaptive global neural network control
law for bimanual robots system is reported in [13] to si-
multaneously guarantee the internal forces to converge
within a small neighbourhood of the desired values. Based
on relative impedance models, in bimanual robots tele-
operation system, [19] improves the internal force control
performance by deducing the desired position; [20] im-
plements the proposed method on the two manipulator
systems to carry out hold-and-move task also in the tele-
operation field and the authors separately handle the ori-
entation, position, and force regulation problem. A
symmetric strategy is developed in [21] for redundant dual-
arm robots to regulate both arm’s pose and force coordi-
nation. In [22], a hybrid force/position controller is designed
based on a fuzzy observer and a two-arm robot is applied to
demonstrate the effectiveness in simulation. Researchers
have done a great deal of work on achieving either better
force control or the minimum position/orientation tracking
errors. However, when they are in pursuit of a nice control
performance on one side (e.g., force), they may sacrifice the
performance on the other side (e.g., position/orientation).

Sometimes, we need a compromise between the be-
haviours of the force and the position; for example, when
two robots are commanded to manipulate a deformable
object from one place to another, they are informed to hold
the object either with a desired internal force or along a
predesigned trajectory (EE poses). However, few works take
both of them into consideration in bimanual robot ma-
nipulation but just take one of the many items into account;
for example, [23] focuses on only the position item. Hence,
in this paper, we bend our effort for finding a suitable
method to determine the optimal compromise when two
robots cooperate in holding an object. 'anks are due to the
linear-quadratic approaches presented in [24, 25], which, in
a geometric way, explain the optimal intersection point of
the force and the position in impedance model-based
control. It gives us the inspiration to construct a similar cost
function to estimate the control performance containing the
force and the position tracking in the bimanual manipu-
lation task. Methods to obtain the optimal solution to such
kind of cost function in impedance model-based linear/
nonlinear system can be found in the literature; for example,
[26] seeks help from iterative adaptive dynamic program-
ming algorithm, and [27, 28] solve it by constructing the
Hamilton-Jacobi-Bellman equation (HJB) while a neural
network-based computational method is provided in [29] to
handle the algebraic Riccati equation (ARE) that usually
accompanies the HJB. 'e techniques in [29] make the
solution to the HJB accessible, which is confirmed by re-
searchers who apply the method into robot-environment
interaction [30]. Inspired by these papers, in this paper, we
construct a suitable performancemeasure to fit the bimanual
robots’ collaboration situation in order to gain an optimal
regulation for force and position.

To facilitate the proposed method, we still need two
auxiliary techniques to transfer the Cartesian tasks into
robot joint space control problems. First, environmental

forces surely affect the tracking performance of a robot;
therefore, before we compensate the contact force acting on
each EE, we need to measure how heavy the contact force is
at the current time. In this respect, [31] introduces several
ideas that we can turn to; for example, the technique re-
garding generalized momentum [32] can be an appropriate
choice and is adopted by many researchers to design force
observer without installing sensors on EE [33–36]. Second, a
specific coordinate in the task space is the target pose we
need to command our EE to move to, but we can only
indirectly control the joint actuator, not directly the EE.
Hence, position mapping from the task space to the joint
space should be calculated. In this regard, the closed-loop
inverse kinematics (CLIK), which has been studied for
decades [37–40], is a sophisticated algorithm to obtain joint
positions in real time and becomes our option in this paper.
In the latter sections, we are going to introduce these two
supplementary approaches to make our proposed bimanual
robotic system complete.

'e contributions of this paper lie in the following:

(i) 'is paper constructs a relatively complete bimanual
robot simulation system, which contains two 3-de-
gree-of-freedom (DOF) robots (different from those
simple 2-DOF robots employed in many papers) and
provides basic and practical techniques to make this
system function well when it carries out tasks. 'ese
techniques include inverse kinematics algorithm
CLIK and force observer that plays the role of a force
sensor installed on the EE. Such a basic platform,
with multiple robots and basic control algorithms,
provides possibilities for the researcher to conduct
simulation within a larger range of application
scenarios.

(ii) We take both the force and the position regulation
into consideration in the scenario that bimanual
robots cooperate to hold an object. Despite the fact
that we might be not able to minimize both tracking
errors of the two factors (force and position), we
make the sum of the two closed to the minimum
values by modelling the object as an impedance
model and constructing proper cost function to suit
the solving procedure. And to work out the optimal
solution, a model-free computational algorithm is
introduced.

'e structure of the paper is organized as follow: Section
2 (Methods) develops the proposed method, including the
restatement on the purpose of this paper, some preliminary
knowledge, and the introduction of the force observer and
the CLIK; right after Methods comes Section 3 (Simulations
and Analysis) that involves the simulation configuration,
procedures, results, and analysis; the final section (Con-
clusions) summarizes the whole paper.

2. Methods

In this section, we are going to (1) explain the optimal target
(namely, the significance) of minimizing the sum of the
tracking errors of both the force and the position, (2)
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develop the adaptive optimal method on regulation on force
and position of bimanual robots in holding an object, and (3)
present the preliminary techniques (force observer and
CLIK) that contribute to the bimanual manipulating system.
A brief introduction of the whole control system of the
bimanual robots is depicted in Figure 1, which will be
explained gradually in the following subsections.

2.1. Geometrical Interpretation on Minimizing the Sum of the
Errors. When robots interact with physical objects in the
form of an impedance model, it is usually commanded to
“touch” them with its EE moving to a certain position or
approaching the object’s centre point until it senses a desired
counterforce. In these cases, a single error of either force or
position is considered and can be properly minimized.
However, in many other cases, we need the tracking of both
the force and the position to reach a relatively good per-
formance rather than just one of them. And the following are
the explanation of what the relatively “good” point (the
optimal target) is.

Let us consider a deformable object’s physical model to
be

f � g( €x , _x, x), (1)

where f denotes the subjected force, x, _x, and €x represent
the deformation, deforming velocity, and deforming ac-
celeration of the object, respectively, and g(·) is the mapping
with regard to the object’s impedance model.

In implementation, we desire that the object subjects to a
certain force fd with a certain deformation state xd, but we
do not know the exact parameters in g(·). Hence, in most
cases, fd ≠g( €x, _x, xd). 'erefore, referring to [24, 25], we
can obtain an optimal point (fopt, xopt) that is the nearest to
the desired set (fd, xd) and satisfies the condition
fopt � g( €x, _x, xopt). It can be explained geometrically via
Figure 2 [25].

Note 1. If we take _x or €x into consideration, it will turn
out to be a three- or four-dimensional optimization
problem.

Only in such an optimal point (fopt, xopt), can the sum
of tracking errors of the force and the deformation be the
minimum; namely,

fopt − fd 
2

+ xopt − xd 
2

� min f − fd( 
2

+ x − xd( 
2

 .

(2)

If we add weights Wf and Wx to the tracking errors in
equation (2), it turns out to be

Wf fopt − fd 
2

+ Wx xopt − xd 
2

� min Wf f − fd( 
2

+ Wx x − xd( 
2

 .
(3)

In the case of bimanual robots holding an object, f

becomes the object’s internal force and x equals the distance
between the EEs of the two robotic arms. We can adjust
weights Wf and Wx to achieve different tracking perfor-
mance. Particularly, if Wf � 0 and Wf ≠ 0, that is, pure

position control, while Wf ≠ 0 with Wx � 0 represents pure
force control.

Considering the 3D space of the task space, f and x

denote generalize force (force and torque) and position
(position and orientation) with 6 dimensions in each; the
performance measure can be written in a quadratic form as

Γ � e
T
fWfef + e

T
xWxex, (4)

where ef � f − fd and ex � x − xd are tracking errors of
force and position.

If we need to guarantee the tracking performance within
a certain time interval [ta, tb], equation (4) needs to be
modified into equation (5):

Γ � 
tb

ta

e
T
fWfef + e

T
xWxex dt. (5)

By minimizing equation (5), we can obtain the optimal
performance from ta to tb.

Optimal trajectory
generator CLIK PD

controller

Compensation

Force
observer

Robot i
(i = 1, 2)

Control
input xd,o

Control
input fd,o

ef,i

fi

xo

τext,i

xr,i qd,i

qi, xi

τi

ex,i

Position
assignment

Target
object



Figure 1: 'e whole system structure of the bimanual robot
manipulation.

xd

fd

f

(xd, fd)

(x, f )

f = g (~, ~, x)

(xopt, fopt)

x

Figure 2: A 2D graph to explain the geometrical optimal point of
the force and the deformation, which locates at the intersection
between the line f � g( ∼ , ∼ , x) and the line perpendicular to it
and passing through (fd, xd).
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2.2. Adaptive Optimal Regulation on Force and Position.
In object holding tasks, as we do not move the object, we
ignore the acceleration information. Let us consider the
object to be held as a damping-spring model whose ex-
pression is written as

− fo � Co _xo + Koxo, (6)

which is a specific situation of equation (1) with xo and _xo

denoting the object’s deformation and its deforming velocity
and fo standing for its internal force.

In such case with the object being a damping-spring
model, considering the preliminary knowledge in the pre-
vious subsection, with reference to [30, 34], the cost function
is set to be

Γm � 
tf

0
xo − xd,o 

T
Wx xo − xd,o 

+ fo − fd,o 
T
Wf

fo − fd,o dt,

(7)

where tf stands for the system running final time; xd,o, fo,
and fd,o are the user-desired deformation, the estimated
subjected force (the real internal force is usually inaccessible
and the estimated value is obtained through force observer),
and the user-desired object subjected force, respectively;
Wx ≥ 0 and Wf ≥ 0 denote the weights for trajectory
tracking error and force tracking error, respectively. Wx and
Wf can be defined according to the tracking demand; for
example, if we require precision in force tracking, Wx can be
set to closed 0 while Wf ≠ 0, and likewise, the situation with
Wx ≠ 0 and Wf closed to 0makes the position tracking more
accurate.

'e absolute value of subjected force on EE fext,i (the
subscript i � 1, 2 is used to distinguish between robot 1 and
robot 2) equals the internal force of object fo in a relatively
static condition and the estimation of the subjected force on
EE fext,i usually converges to the real value. In this paper and
in the application scenarios, we have

fo � fext,i


 � fext,i



 � fo. (8)

In this paper, we want the object internal force to be
minimized when it is held by two robots, namely, using a
minimum force to hold an object; therefore, we set the
desired internal force:

fd,o � 0. (9)

'en, equation (7) in this paper can be rewritten as

Γm � 
tf

0
xo − xd,o 

T
Wx xo − xd,o  + fext,i 

T
Wf

fext,i  dt.

(10)

In order to employ the optimal control [29] in trajectory
tracking problem, we define a linear system to determine the
xd,o as

_ηo � Uηo,

xd,o � Vηo,
(11)

where ηo is treated as a system state; U and V are two
matrices to be determined. 'en equation (7) can be re-
written as

Γm � 
tf

0
x

T
o x

T
d,o 

Wx − WxV

− V
T

Wx V
T
WxV

 
xo

xd,o

  + e
T
fWfef dt

� 
tf

0
ξT

Qξ + e
T
fRef dt,

(12)

where ξ � xT
o ηT

o 
T
, ef � fext,i − fd,o � fext,i,

Q �
Wx − WxV

− V
T
Wx V

T
WxV

 , and R � Wf. Let us view ξ as a

state in another system, modified from equation (6), whose
state-space form is

_ξ � Aξ + Bef, (13)

where A �
− C

− 1
o Ko 0
0 U

  and B �
− C

− 1
o

0
 .

In this system, ef is treated as the system input. 'rough
linear optimal control theory [41] and the provenmodel-free
adaptive dynamic programming (ADP) algorithm in [29], an
optimal control law

ef � − Koptξ, (14)

can be acquired such that the performance index (equation
(12)) is minimized without knowing A or B. 'e key point is
to obtain the feedback gain matrix K (⟶ Kopt), which can
be computed via the flowing steps (refined and depicted in
Figure 3).

Step 1. Take ef � − K0ξ + ] as the input on the time interval
[t0, tl], in which K0 is stabilizing and ] is the exploration
noise to meet the persistent excitation (PE) condition.
Compute δξ,ξ , Iξ,ξ , and Iξ,ef

through

δξ,ξ � ξ t1(  − ξ t0( , ξ t2(  − ξ t1( , . . . , ξ tl(  − ξ tl− 1(  
T
,

Iξ,ξ � 
t1

t0

ξ ⊗ ξdt, 
t2

t1

ξ ⊗ ξdt, . . . , 
tl

tl− 1

ξ ⊗ ξdt 

T

,

Iξ,ef
� 

t1

t0

ξ ⊗ efdt, 
t2

t1

ξ ⊗ efdt, . . . , 
tl

tl− 1

ξ ⊗ efdt 

T

,

(15)

with “⊗ ” denotes the Kronecker product and

ξ � ξ21, ξ1ξ2, . . . , ξ1ξp, ξ22, ξ2ξ3, . . . , ξ2ξp, . . . , ξ2p− 1, ξp− 1ξp, ξ2p 
T
,

(16)

until the following condition is satisfied:

rank Iξ,ξ , Iξ,ef
   �

p(p + 1)

2
+ pr, (17)

where p is the number of elements in ξ and r is the number
of elements in ef.

Step 2. Solve Pk and Kk+1 according to
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Pk

vec Kk+1( 
⎡⎣ ⎤⎦ � ΘT

kΘk 
− 1
ΘT

kΞk, (18)

where “vec” is the operator that “stretches” a matrix to a
vector; that is, ifX � [c1, c2, c3] with c1, c2, and c3 are column
vectors, then vec(X) � [cT

1 , cT
2 , cT

3 ]T, and

Pk � P1,1, 2P1,2, . . . , 2P1,p, P2,2, 2P2,3, . . . , 2P2,p,

. . . , Pp− 1,p− 1, 2Pp− 1,p, Pp,p
T
,

Θk � δξ,ξ , − 2Iξ,ξ Ip ⊗K
T
k R  − 2Iξ,ef

Ip ⊗R  ,

Ξk � − Iξ,ξvec Qk( ,

(19)

where Ip is a unit matrix with p dimensions, Pi,j (i, j �

1, 2, 3, . . . , p) are the elements of Pk, and

Qk � Q + K
T
k RKk. (20)

Note 2. 'e solution of P∗ is the key point to the well-
known algebraic Riccati equation (ARE) before deriving the
optimal feedback gain matrix Kopt [29].

Step 3. Let k⟵ k + 1 and repeat Step 2 until
‖Pk − Pk− 1‖≤ ε, where ε> 0 is a predefined constant.

Step 4. Use equation (21) as the approximate optimal
control law.

ef � − Kkξ. (21)

Remark 1. It is noticed that the above procedure does not
rely on A or B in equation (13), which shows one of its
favourable properties that the optimal solution is applicable
to that system with unknown dynamics parameters, for

example, an object with unknown mass, damping, or spring
parameters. In many application scenarios, these parameters
are usually inaccessible.

2.3. Generalized-Momentum-Based Force Observer. As
mentioned in equation (7), we need to observe the robot’s
subjected force to replace the object’s internal force. 'us, in
this subsection, the target is to construct a force observer to
“sense” the force act on the EE without installing sensor
hardware on it.

'e two-robots dynamics model in the bimanual system
can be expressed as

M1 q1( €q1 + C1 q1, _q1(  _q1 + G1 q1(  � τ1 + τext,1,

M2 q2( €q2 + C2 q2, _q2(  _q2 + G2 q2(  � τ2 + τext,2,

⎧⎨

⎩ (22)

where qi ∈ Rni stands for the joint position of robot i (i �

1, 2) (ni is the joint number of robot i); Mi(qi) ∈ Rni×ni

denotes the inertia matrix of the robot i; Ci(qi, _qi) ∈ Rni×ni is
the centripetal and Coriolis coupling matrix; Gi(qi) ∈ Rni

represents the gravitational force; τi ∈ Rni is the control
input torque, and τext,i ∈ Rni is the torque act on joints
caused by the subjected force fext,i on the EE.

Property 1. Mi(qi) is a symmetric and positive definite
matrix [42].

Property 2. 'e result of _Mi(qi) − 2Ci(qi, _qi) is a skew-
symmetric matrix [42].

As it is known [43], the relationship between τext,i and
fext,i is

fext,i � Ji τext,i, (23)

Define
(1) a stabilizing K0
(2) initial interation times k = 0
(3) time for step 1 tl
(4) time interval tl – tl – 1

Start

Let ef = –K0ξ + ν and compute δξ,ξ, Iξ,ξ, and Iξ,ef within tl

Solve Pk and Kk+1 through

Let k ← k + 1 If || Pk – Pk–1 || ≤ є
for all k > 0?

Use ef = –Kk ξ as the optimal control law

= (OT
kOk)–1OT

kHk
Pk

vec(Kk+1)

Stop

No

Yes



Figure 3: 'e flowchart of the procedures for obtaining the approximate optimal control law.
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where Ji is the Jacobian matrix of robot i. Hence, we can
estimate fext,i indirectly via observing τext,i. Referring to the
concept of generalized momentum [32] and its applications
[33–36], we define pi as the generalized momentum with

pi � Mi _qi. (24)

'en, we have

_pi � Mi€qi + _Mi _qi

� _Mi _qi + τi + τext,i − Ci _qi − Gi,
(25)

and with properties in [42], the derivative of inertia matrix
M with respect to time is

_Mi � Ci + C
T
i . (26)

Substituting equation (26) into equation (25), we obtain

_pi � C
T
i _qi + τi − Gi + τext,i

� ui + τext,i,
(27)

where we define ui � CT
i _qi + τi − Gi.

According to [32, 36], the observer for the generalized
momentum pi can be written as

_pi � ui + Li pi − pi( , (28)

where

τext,i � Li pi − pi(  (29)

is the estimation of τext,i. Next, we obtain the estimated value
of the subjected force fext,i with the help of equation (23).
'at is,

fext,i � Ji τext,i, (30)

which will be used to compare with the desired contact force
fd,i(� fd,o � 0).

2.4. EE Pose Assignment and CLIK Algorithm. 'e basic
problem of the bimanual robot system is to drive the robot
EEs to first touch and then hold the object. In this aspect, we
should have the desired trajectory and the way to convert the
trajectory into desired Cartesian space to joint angles.

So far, the optimal control input e
opt
f is obtained according

to equation (21), then, the optimal deformation is derived

x
opt
o � −

1
K1

e
opt
f + K2ηo , (31)

where [K1 K2] � Kk.
Considering the object being held by two manipulators,

we have to transform the optimal deformation x
opt
o of the

object into certain reference positions xr,i for each EE. To
this end, we apply a simple symmetric way (a more com-
plicated way is introduced in [21]) for robots to hold the
object. As depicted in Figure 4, the reference robots’ EE
position xr,i is obtained

xr,i � xO + Ti, (32)

where xO �
PO

OO

  (different from object deformation xo) is

the target holding centre within the object with PO and OO

denoting the object’s position and orientation, respectively,

and Ti �
TPi

TOi

  is the transformation from the centre to the

EE with TPi
and TOi

being the position and the orientation
transformation. To be specific,

TPi
� ±

1
2
x
opt
o

cos αo

cos βo

cos co

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

TOi
�

03×1, i � 1,

− πI3×1, i � 2,

⎧⎪⎨

⎪⎩

(33)

where αo, βo, and co, as shown in Figure 4, represent the
desired orientation of the object and i � 1 and 2 represents
the robot i on the left (i �1) and the right (i � 2) of the object.

Finally, the Cartesian space coordinate xr,i can be
reached through CLIK [37–40]. From Figure 1, we can see
that we need to derive desired joint position qd,i based on the
information of the robot’s current state (qi, and xi) and the
target EE position xr,i.

In CLIK, the inverse kinematics problem of a class of
serial-link manipulators is treated as a dynamical problem.
As we usually use serial-link robots in the bimanual ma-
nipulator system, the computation from the joint space
velocity to the task space velocity is described as

_qd,i � J
†
i _xr,i + kEexr,i , (34)

AA′: two EEs just touch the object.

Robot 1

Robot 2

Z

Y

X

α0
β0

γ0

A′

B′ C′

D′

O
D

C B
A

BB′: a deformation (distance) for a desired force.
CC′: an optimal deformation xoopt.
DD′: a desired deformation (distance).
O : the target holding centre.

Figure 4: A symmetric way to hold the object by two robots, where
two EEs approach the object centre symmetrically.

6 Complexity



where exr,i
� xi − xr,i is the EE tracking error.

'en, the target joint position, which is employed as the
input of the PD controller in Figure 1, is derived by

qd,i � 
tc

0
J
†
i _xr,i + kEexr,i dt, (35)

where tc represents the current time.

3. Simulations and Analysis

In this section, we conduct two groups of simulations on
MATLAB platform, in which two 3-DOF robots are
employed to hold an object. 'e first group aims to dem-
onstrate the importance of the force observer and the CLIK.
'e second group mainly shows the significance of the
synchronously optimal regulation on force and position in
bimanual robots holding tasks. Some basic information on
the bimanual robot system is listed in Table 1.

3.1. SimulationGroup1. In the first group of simulation, two
cases are conducted. Case 1 is a demo, commanding two
robot EEs to collaborate to approach an object before
holding it. Case 2 is a comparison between the situations
with and without using force observer.

Case 1. In this case, we suppose that there exists an object
(Co � 0.01, Ko � 1) that (randomly) locates within the in-
tersection of the two robots’ workspace, shown in Figure 5.
From 0 s to 2 s, we generate two paths for both robots, and
they move their EEs from the initial positions to the holding
target positions through the derived desired joint position
qd,i obtained via CLIK. From 2 s to 6.5 s, the two robots are
commanded to hold the object according to the desired
object desired deformation trajectory xo � 0.2(1 − e− (t− 2)),
where U � − 1 and V � 0.2. Finally, from 6.5 s to 10 s, based
on the aforementioned pose assignment method and
according to the desired object poses, new EE trajectories are
generated. And as robots move along the two paths, the
object also turns along the desired poses. Some sample
frames are posed in Figure 5, and some changing variables as
time goes by are depicted in Figure 6.

Based on the results, it is not hard to tell that (1) the CLIK
algorithm plays an important role in generating the qd,i,
enabling EEs to move precisely along the desired path so as
to enable the object to deform and turn along the desired
trajectory (Figures 6(e)–6(f)); (2) the force observer per-
forms well in estimating the subjected forces acting on EEs
such that the estimated object internal force is worked out
(Figures 6(b) and 6(c)).

Case 2. In this case, we demonstrate the importance of the
developed force observer by comparing the deformation
tracking errors (namely, the tracking performance of EEs) in
the conditions with and without using force observer. We
place the object in the centre between the initial position of
EEs, seen in Figure 7, and then command the two robots to
hold the object for a while along the desired trajectory
xd,o � 0.2(1 − e− t). 'e object’s deformation information

collected from the two conditions is illustrated in Figure 8. It
is apparent that, under the circumstance without employing
force observer, the subjected force is not sensed, and thus,
the compensation for the joint torque is 0 resulting in that
the PD controller is always not able to address the EE po-
sition steady-state tracking error. We can also see larger
steady-state errors as the external force goes up when using
the same holding path but different object impedance pa-
rameters (Ko � 1, 5, 10) of the object. We can conclude that,
without force observer, the steady-state errors stay larger as
the external force becomes heavier.

'erefore, we can tell that, in the task of bimanual
robots holding an object, the compensation for the contact
force is of great importance. In other words, the force
observer acts like a sensor installed on the EE and senses
the contact force before informing the system to make up
for the joint control torques so as to enable EEs to precisely
move along the desired paths. In order to demonstrate the
effectiveness of the force observer in estimating the sub-
jected external torques and forces, some other pieces of
information corresponding to the simulation of Figure 8(g)
are displayed in Figure 9. Figures 9(a)–9(d) show how the
estimated joint torques (derived from equation (29)) and
the estimated external forces (calculated from equation
(30)) are closed to the real joint torques and the real
subjected external forces, respectively, and Figure 9(e)
illustrates slight error between the object’s internal force
and the resultant force of fext,2,x and fext,2,y (namely, the
estimated object’s internal force).

3.2. Simulation Group 2. In the second group of simulation,
we also have two cases to illustrate how the impedance
model-based optimal regulation method works. Case 3
shows a comparison between the optimal solutions obtained
via the paper-introduced algorithm without knowing model
parameters (A and B in equation (13)) and the solutions by
solving algebraic Riccati equation (ARE) based on known A

and B. Case 4 demonstrates how effectively and adaptively
the optimal method can regulate the force and position
under various conditions.

Table 1: Partial parameters of the bimanual robot system.

Items Values
Robot 1 link length l11, l12, l13� 0.5, 0.3, 0.1 (m)
Robot 2 link length l21, l22, l23� 0.5, 0.3, 0.1 (m)
Robot 1 link mass m11, m12, m13�1.5, 1.0, 0.5 (kg)
Robot 2 link mass m21, m22, m23�1.5, 1.0, 0.5 (kg)
Robot 1 initial joint
position [(2/3)π, − (1/3)π, − (1/3)π]T (rad)

Robot 2 initial joint
position [(1/3)π, (1/3)π, (1/3)π]T (rad)

Robot 1 base coordinate [0, 0] (m)
Robot 2 base coordinate [0.5, 0] (m)
Gravitational acceleration g � 0
Sample time 10− 4 (s)

PD controller gains Kp� 102diag [40, 35, 28]
Kd� diag [10, 1, 0.01]
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Case 3. In this case, the object impedance model is firstly set
as − fo � 0.01 _xo + 1xo, and it is placed on the pose depicted
in Figure 7; the other variables are Wx � 1, Wf � 1, U � − 1,
V � 0.2, ε � 0.03, tl − tl− 1 � 0.03, K0 � [− 1, 1], and
] � 

8
i�1(0.001/i)sin(it). By exactly knowing these items, the

optimal solution Kopt � [− 0.4142, 0.1404] is obtained
through solving ARE, while the Kk � [− 0.4187, 0.1324] is
also gained without knowing the information of A and B,
through the aforementioned procedures (from Step 1 to Step
4). We can tell that Kk is very closed to Kopt, and the control

performance based onKk is also satisfactory according to the
cost function results depicted in Figure 10(b), despite a gap
between them, which does not affect the effectiveness of Kk

since the gap increment does not significantly tend to be-
come larger after 2.5 s. 'is gap is mainly accumulated
within 0 s–2.5 s, because (i) when executing Step 1
(0 s–0.15 s), a not very proper K0 and the exploration noise ]
are used; and, referring to Figure 10(a), (ii) to avoid a sudden
big change between xo (obtained through K0 in Step 1) and
x
opt
o (obtained through Kk via equation (31)), from 0.15 s on,
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Figure 5: Some frames captured in the task described in Case 1.
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The object
(initial pose = (0.25, 0.4√3, 0))

(initial width = 0.5, length = 0.5)

Figure 7: 'e initial state of the system in Cases 2–4.

0.3

0.25

0.2

Th
e d

es
ire

d 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

), 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

),
an

d 
th

e o
bj

ec
t d

ef
or

m
in

g 
ve

lo
ci

ty
 (m

/s
)

0.15

0.1

0.05

0
0 2 4 6

Time (s)

Desired object deformation
Object deformation

8 10

Object deformation velocity

(a)

0.3

0.25

0.2

Th
e d

es
ire

d 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

), 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

),
an

d 
th

e o
bj

ec
t d

ef
or

m
in

g 
ve

lo
ci

ty
 (m

/s
)

0.15

0.1

0.05

0

Desired object deformation
Object deformation
Object deformation velocity

0 2 4 6
Time (s)

8 10

(b)

0 2 4 6
Time (s)

8 10

0.25

0.2

Th
e d

es
ire

d 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

), 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

),
an

d 
th

e o
bj

ec
t d

ef
or

m
in

g 
ve

lo
ci

ty
 (m

/s
)

0.15

0.1

0.05

0

Desired object deformation
Object deformation
Object deformation velocity

(c)

Th
e d

es
ire

d 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

), 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

),
an

d 
th

e o
bj

ec
t d

ef
or

m
in

g 
ve

lo
ci

ty
 (m

/s
)

Desired object deformation
Object deformation
Object deformation velocity

0.3

0.25

0.2

0.15

0.1

0.05

0
0 2 4 6

Time (s)
8 10

(d)

Desired object deformation
Object deformation
Object deformation velocity

Th
e d

es
ire

d 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

), 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

),
an

d 
th

e o
bj

ec
t d

ef
or

m
in

g 
ve

lo
ci

ty
 (m

/s
)

0.3

0.25

0.2

0.15

0.1

0.05

0
0 2 4 6

Time (s)
8 10

(e)

Desired object deformation
Object deformation
Object deformation velocity

Th
e d

es
ire

d 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

), 
ob

je
ct

 d
ef

or
m

at
io

n 
(m

),
an

d 
th

e o
bj

ec
t d

ef
or

m
in

g 
ve

lo
ci

ty
 (m

/s
)

0.25

0.2

0.15

0.1

0.05

0
0 2 4 6

Time (s)
8 10

(f )

Figure 8: Comparison of deformation information of the object between the conditions with and without using force observer. (a)Ko � 1
with force observer, (b)Ko � 5 with force observer, (c)Ko � 10 with force observer, (e)Ko � 1 without force observer, (f )Ko � 5 without
force observer, and (g)Ko � 10 without force observer.
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x
opt
o is not directly utilized. From 0.15 s on, the modified

deformation trajectory is calculated through

xo � decay ∗xo +(1 − decay)∗x
opt
o , (36)

where decay � erate∗(t− t′) with rate � − 1 and t′ being the
time when equation (17) is satisfied for the first time, which
results in that xo keeps going up before it smoothly con-
verges to x

opt
o .
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Figure 9: Some other system states corresponding to the simulation of Figure 8(g). (a) Subjected joint torques in robot 1. (b) Subjected joint
torques in robot 2. (c) Subjected external force in EE 1. (d) Subjected external force in EE 2. (e) Object’s internal force.
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In Figure 11, we also see a fast converging rate of Pk in
this case, with the value of ‖Pk − Pk− 1‖ decreasing less than ε
within a few steps of iterations.

In a word, this model-free computational adaptive op-
timal method is feasible to seek a solution to minimize cost
function in equation (12) in bimanual roots holding-
damping-spring-model task, minimizing the sum of the
tracking position errors and force errors.

Case 4. In this case, we applied the adaptive optimal method
under different conditions to test its adaptation perfor-
mance.'e object impedance model is set as − fo � 0.01 _xo +

2xo in this case.

Different weight values and the corresponding Kk and
the Kopt values are shown in Table 2, and the corresponding
simulation results are shown in Figure 12. 'rough these
results, on the one hand, this method is proved to be
compatible in different conditions. As we can see from
Table 2, all Kk are closed to Kopt in different weight con-
ditions. Besides, if we notice the difference between the
object impedance model in Case 4 and that in Case 3, we can
conclude that this algorithm is also compatible in dealing
with different kinds of damping-spring models since the
differences between Kk and Kopt among all the presented
results are small. On the other hand, the practicality of this
method is also validated. Figure 12 reveals how the weights
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Figure 11: Euclidean norm value of Pk − Pk− 1.

Table 2: Kk and Kopt values in the condition with different weights.

Weight Wx Wf  [1, 1] [1, 2] [2, 1] [3, 1] [1, 3]

Kk [− 0.2780, 0.0901] [− 0.1464, 0.0481] [− 0.5117, 0.1620] [− 0.7187, 0.2231] [− 0.0995, 0.0329]
Kopt [− 0.2361, 0.0890] [− 0.1213, 0.0469] [− 0.4495, 0.1626] [− 0.6458, 0.2259] [− 0.0817, 0.0319]
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Figure 12: 'e deformation information and the internal force in the condition with different weights. (a) Wx Wf  � [1, 1],
(b) Wx Wf  � [3, 1], and (c) Wx Wf  � [1, 3].
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work: if we want to keep the position tracking errors smaller,
we can increase the value of Wx; vice verses, if we want to
keep the force tracking to more precise, we can increase the
value of Wf. For instance, comparing Figures 12(a) and
12(c), as the desired holding force is 0, the increase of Wf

(from 1 to 3) decreases the force tracking errors, in spite of
losing some precision in the position tracking.

4. Conclusions

'is paper introduces an impedance model-based optimal
approach to regulate force and position tracking in bimanual
robots holding-object task. In the whole system, several
algorithms are employed, for example, the CLIK technique
to help derived joint positions for robots to move to the right
poses according to the desired deformation of the object; the
force observer scheme based on generalized momentum
theory to help robots to sense the subjected force exerted by
the deformed object, instead of installing sensors on EE,
such that the robot joint control torques can be correctly
compensated and the EE steady-state tracking errors are
tackled; and the model-free computational adaptive optimal
method to seek a solution to the optimal trade-off between
the position and the force tracking errors. 'e simulation
results demonstrate both the effectiveness and the practi-
cality of this optimal scheme, in which the Kk value in
equation (21) is acquired within a very short time without
knowing the object’s impedance model, which is also very
closed to the exact optimal value Kopt. And through mod-
ifying the weight value in the cost function, different desired
control performance can be easily achieved. In a word, by
properly integrating these techniques, the bimanual robots
can “feel” the force raised by the held object and exert the
optimal regulation on their poses according to user-defined
weights.
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Biped robot research has always been a research focus in the field of robot research. Among them, the motion control system, as
the core content of the biped robot research, directly determines the stability of the robot walking. Traditional biped robot control
methods suffer from low model accuracy, poor dynamic characteristics of motion controllers, and poor motion robustness. In
order to improve the walking robustness of the biped robot, this paper solves the problem from three aspects: planning method,
mathematical model, and control method, forming a robot motion control framework based on the whole-body dynamics model
and quadratic planning. +e robot uses divergent component of motion for trajectory planning and introduces the friction cone
contact model into the control frame to improve the accuracy of themodel. A complete constraint equation system can ensure that
the solution of the controller meets the dynamic characteristics of the biped robot. An optimal controller is designed based on the
control framework, and starting from the Lyapunov function, the convergence of the optimal controller is proved. Finally, the
experimental results show that the method is robust and has certain anti-interference ability.

1. Introduction

Humanoid robots are expected to perform various tasks in
the near future. Humanoid robots have the characteristics
of multiple joints and multiple degrees of freedom, which
makes them have the potential to satisfy multitasking. +e
humanoid robot’s motion control often faces some difficult
situations, such as the number of degrees of freedom re-
quired by the robot to perform a variety of expected tasks is
higher than the number of degrees of freedom the robot
has. For a legged robot with six underactuated degrees of
freedom as a whole, the most important tasks of motion
control are maintaining balance and completing the ex-
pected trajectory. Generally speaking, the robot’s feet are
used to complete these motion trajectories, and then the
corresponding grasping tasks are performed by the arms.
However, with the development of motion control tech-
nology, arm movements can also be used to enhance the
overall balance performance of the robot. Arm movement
was originally used for dynamic balance during walking,

but it can also be used to assist in tasks such as kicking [1].
+erefore, a full-body motion control framework needs to
be established to find the best control output, so that the
robot can complete various expected tasks under the
constraint conditions such as maintaining balance [2, 3].

+e selection of the control variables of the robot’s
whole-body motion control frame has a great influence on
the control performance that the robot can achieve. Ex-
amples of well-known whole-body motion control include
virtual model control [4, 5], passivity-based whole-body
controllers [6–8], and inverse dynamics-based approaches
such as those presented in [9, 10]. Most methods solve local
minima, i.e., optimize only the state of the current control
frame, and then use the centroid dynamics model for
predictive control. +e method of using the whole-body
dynamics model for predictive control has a higher model
complexity and a larger amount of calculation [11]. +anks
to the improvement of the computing power of the con-
troller, it can be applied to the gait control of biped robots
[12].
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+ere are too many control algorithms for biped robots,
and it is difficult to describe all control systems with one
structure. +e controller is usually divided into walking
pattern generator and stabilizer. +e former is used to
generate a series of joint trajectories to act on the actual
robot. When the robot is about to fall, the latter will modify
the previously generated trajectory based on various sensor
readings (contact force sensor, gyroscope, accelerometer,
etc.). +e ASIMO robot is the most outstanding repre-
sentative of this method, usually based on the zero moment
point (ZMP), the divergent motion component (DCM), or
their deformation [13]. Although it is impossible to unify
all methods, the structure of the controller can be divided
into upper-level motion plan (advanced motion plan) and
lower-level tracking (low-level tracking) [14]. +e upper-
level motion plan usually uses a simplified dynamic model
to generate the center of gravity and foot trajectory, while
the lower level below considers using a more complex
model to generate the position or torque of each joint. +e
generation of high-level motion trajectories usually re-
quires model-based prediction of the future. +is is the
basic idea of model predictive control (MPC). +e main-
stream method is still to form a trajectory optimization
problem and then use MPC to solve the optimization
problem and implement a real-time solution [15]. +e
simplified model is usually used because the calculation
amount of the complex model is too large, and there is
currently no method for performing real-time calculation.
+e specific degree of simplification is related to the
movement to be achieved, the form of trajectory optimi-
zation, and the computing power of the existing controller.
It should be noted that even in the case where the upper-
layer trajectory is based on a simplified model, since the
lower layer considers a more complex model, this makes
the resulting joint trajectory conform to the dynamic
characteristics of the actual robot and can follow the upper-
layer trajectory very well. Usually, the lower level needs to
solve inverse kinematics (IK) or inverse dynamics (ID)
[16]. +e mainstream method is to integrate IK or ID into
one or more quadratic programming (QP) and then solve
these QP problems in real time to generate the final joint
trajectory [17, 18].

+is paper proposes a whole-body motion control
method based on inverse dynamics, integrating motion
control into an optimization framework based on quadratic
programming and using joint torque and linear contact force
as optimization variables for quadratic programming
problems. Considering the complexity of the algorithm and
the real-time nature of control, this paper selects the existing
technology and finally forms the most complex control
framework. +e second section introduces the DCM tra-
jectory planning; the third section introduces the control
framework used for trajectory tracking; and the fourth
section introduces the construction of the secondary plan-
ning controller. Section 5 verifies the control framework
through experiments.

2. Biped Gait Trajectory Planning
Based on DCM

DCM points in three-dimensional space can be defined as

ξ � x + b _x. (1)

ξ � [ξx, ξy, ξz]T is DCM point; x � [x, y, z]T and _x �

[ _x, _y, _z]T are the position and velocity of the center of mass
(CoM) point, respectively. +e formula above shows that the
CoM point can naturally and steadily follow the movement
of the DCM point [19, 20]. After differentiation, we obtain

_ξ � −
1
b

x +
1
b
ξ +

b

m
F. (2)

It shows that the external force F can directly affect the
dynamics of DCM. +rough analysis, the combined force F
received by the system is

F �
mg

Δzvrp
x − rvrp . (3)

In formula (3), m is the system mass, g is the gravity
coefficient, x is the robot coordinate, r is the VRP, which is
the space vector, and Δzvrp is the scalar, which represents the
height of the robot’s torso.

In order to make the actual DCM point run on the
planned trajectory, the closed-loop control method is used to
track the expected DCM trajectory:

_ξ − _ξd
_ef

� −kξ ξ − ξd( 
√√√√√√

eξ

.
(4)

Adopt proportional (P) control rate to achieve stable
tracking of DCM points. Among them, when kξ > 0, the
DCM error can converge gradually and steadily. For a given
virtual repellent point (VRP) rvrp and the corresponding
centroidal moment pivot point (CMP), recm position, it can
converge to the expected value. Expected DCM tracking
control rate is

rvrp � ξ + kξ

�����
Δzvrp

g



ξ − ξd(  −

�����
Δzvrp

g



_ξd. (5)

Among them, formula (5) only stabilizes the unstable
part of DCM and does not affect the natural and stable CoM
dynamic changes. +e closed-loop dynamic situation is

_x

_ξ
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �

−

�����
g

Δzvrp



I

�����
g

Δzvrp



I

0 −kξI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

ξ
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feedback

+

0 0

kξI I

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦

ξd

_ξd

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

√√√√√√√√√√√√
feedforward

.

(6)

Among them, I and 0 represent the unit matrix and zero
matrix of 3 × 3. For kξ > 0, the eigenvectors of the system
matrix are stable, and the feed-forward terms ξd and _ξd are
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both bounded and then can meet bounded input bounded
output stable (BIBO) standards.

3. Dynamic Control Framework for
Biped Robot

A universal control method for biped robots is to control
rigid joint tracking position through IK. +is method only
requires kinematic models and is widely used in actual
robots; the other is based on ID. +e method can provide a
compliant motion trajectory and is robust to external dis-
turbances, but its performance depends largely on the
quality of the dynamic model, which is difficult to obtain by
measuring actual robots.

At present, the better method is to use the inverse ki-
nematics IK as a complement to the controller based on the
inverse dynamics ID to compensate the modeling error to
improve the anti-interference ability. Many biped robot
control methods can be decoupled into two layers: a planner
that outputs the position of the center of mass and a low-
level controller responsible for joint layer control. However,
in order to expand the application space of the biped robot
and make the robot more robust to external disturbances,
the underlying controller also needs to consider full-body
kinematics and dynamics. +e controller architecture needs
to solve for whole-body ID and IK in each control cycle to
track higher-level targets. +e control model is divided into
two parts: IK and ID. Both are formulated as two inde-
pendent QP problems. Problems have their own goals and
constraints.

+e servo control command of the joint layer is calcu-
lated by the following formula:

i � Kp qd − q(  + Kd _qd − _q(  + Kf τd − τ( . (7)

In formula (7), qd, _qd, and τd are the expected joint
position, speed, and torque, and q, _q, and τ are measured
quantities. Use ID to calculate τd for force control and IK to
calculate qd and _qd.

For robot gait, the robot trajectory is generated at the
user level, such as the expected trajectory of feet, hands, and
CoM in the Cartesian coordinate system. +e full-body
robot controller takes it as input and calculates the control
amount of each individual joint, such as the joint position,
speed, and torque, and then uses these control variables as
reference inputs for the joint layer servo controller. +e
robot’s joint position, speed, joint acceleration, and torque
are calculated separately. IK and ID are described by QP
problems:

min
χ

0.5χT
Gχ + g

Tχ

s.t. CEχ + cE � 0,

CIχ + cI ≥ 0.

(8)

In the formula, unknown state variables χ and con-
straints CE, cE, CI, and cI are all related to specific control
problems. Two QP problems are solved once in each control
cycle. +e cost function can be optimized as

0.5‖Aχ − b‖
2
. (9)

So, G � ATA and g � −ATb. A and b can be broken
down into

A � w0A1 w1A1 · · · wnA1 
T
,

b � w0b1 w1b1 · · · wnb1 
T
,

(10)

wi is the weight needed for the cost function.

3.1. Joint Force Control Based on Inverse Dynamics. +e
motion equation and constraint equation of a biped robot
can be described as

M(q)€q + h(q, _q) � Sτ + J
T
(q)F,

J(q)€q + _J(q, _q) _q � €x.
(11)

In formula (11), (q, _q) is the complete state of the system,
including 6 degrees of freedom on the underactuated torso,
M(q) is the inertia matrix, and h(q, _q) is the sum of gravity,
centrifugal force, and Coriolis force, S is a selection matrix,
where the first 6 rows of the 6 degree of freedom (DOF)
corresponding to the underactuated torso are zero, and the
rest is a unit matrix, τ is the joint moment vector, JT(q) is the
Jacobian matrix of all contact points, F is the vector of all
contact forces in the world coordinate system, and x is the
vector of contact position and direction in the Cartesian
space.+e number of rows and columns of F and JT depends
on the number of contact points. In order to describe the
contact force of the biped robot with the ground more
clearly, the equation of motion (11) was rewritten as follows:

M(q)€q + h(q, _q) � Sτ + 

NC

k�0
J

T
k (q) · fk. (12)

In formula (12), Nc is the number of foot contact friction
cones, JT

k (q) is the Jacobian matrix of each friction cone, and
fk is the contact force.

3.1.1. Cartesian Space Acceleration. Using the acceleration
deviation in the Cartesian space as the evaluation function,
we obtain

€x � J(q)€q + J(q, _q)q,

Acart � J(q) 0 0 ,

bcart � €x
∗

− _J(q, _q) _q,

€x
∗

� Kp x
∗
d − x(  + Kd _x

∗
d − _x(  + €x

∗
d .

(13)

Calculate the input €x∗ by formula (13), where x∗d , _x∗d , and
€x∗d are specified by the higher-level controller. Calculate the
sum based on the current robot state through forward ki-
nematics, and track the CoM, hand, foot, and torso direc-
tions. Acceleration can be calculated by equation (13). For
different calculation targets, the Jacobian rows without
constraints need to be omitted accordingly. In order to
enhance the stability of calculations during contact, contact
is not regarded as a hard constraint, but a penalty function
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with a higher weight is used to represent the contact to speed
up the solution of the quadratic programming problem. +e
cost function at the time of contact x∗d , _x∗d can be ignored
and set €x∗ � 0.

tAt the same time, considering the influence of CoM
trajectory, torso posture, foot center trajectory of
swinging leg, and foot center trajectory of standing leg on
robot control, the cost function formula (10) is extended
to (14), where w is the weighting coefficient and Acom is the
centroid tracking cost in the end acceleration tracking
cost:

A �

wCoMACoM

wTorsorATorsor

wSwingASwing

wStanceAStance

wxAx

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

b �

w0b0

w1b1

⋮

wnbn

wxbx

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(14)

Constraint equation (15) corresponds to the CoM
trajectory:

€x � J · €q + _J · _q,

ACoM � JCoM(q) ,

bCoM � €x
∗
CoM − _JCoM q(  · _q.

(15)

Similarly, the swing leg and standing leg trajectory
constraint equations are

ASwing � JSwing(q) ,

bSwing � €x
∗
Swing − _JSwing q(  · _q,

AStance � JStance(q) ,

bStance � €x
∗
Stance − _JStance q(  · _q.

(16)

+e body posture constraint equation is

ATorsor � JTorsor ω ,

bTorsor � _ω∗Torsor − JTorsor q(  · _q,

_ω∗Torsor � Kp ξ ∗d − ξ(  + Kd ω∗d − ω(  + _ωd.

(17)

3.1.2. Center of Pressure (CoP). Given the contact force and
contact moment bM, bF in the foot coordinate system, the
position of the pressure center in the foot coordinate
system is

p �

−

b
My

b
Fz

⎛⎝ ⎞⎠

b
Mx

b
Fz

⎛⎝ ⎞⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (18)

Cost function of pressure center deviation is

ACoP � 0 0
0 0

0 0

0 1 0

−1 0 0
 

R 0

0 R
  ,

bCoP � 0.

(19)

In formula (19), p is the contact force amplitude vector,
which is consistent with the general βij meaning of the
constraint equation, ∗ represents the reference value, and
p∗x , p∗y is the expected pressure center position in the foot
coordinate system given by the high-level controller. In
formula (20), R is the transformation matrix from the world
coordinate system to the foot coordinate system.

3.1.3. Weight Distribution. In the two-leg support, specify
the desired weight distribution w∗ � Fzl/(Fzl + Fzr), and add
this to the cost function:

Aweight � 0 0 Sweight ,

bweight � 0.
(20)

In formula (20), Sweight is a row vector with zeros, except
for Sweight(3) � 1 − w∗ and Sweight(9) � −w∗, the rest are zero.

3.1.4. Track State Variables and Regularization Directly.
Use the expected value directly to evaluate χ; then formula
(21) is obtained, where A is the selection matrix, b is target
vector, q is joint position, τ is torque, F is end contact force,
and ∗ represents the reference value:

Astate � I,

bstate � €q
∗ τ∗ F∗ 

T
.

(21)

If no target value is specified in the formula, 0 is used.
+is item can be used to directly control specific joints or
forces, which can directly adjust the value of the state
variable χ, making QP problems easier to solve.

3.1.5. Torque Change. In order to avoid joint torque oscil-
lation, the speed of change of τ needs to be considered:

Adτ � 0 I 0 ,

bdτ � τprev.
(22)
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In formula (22), τprev is the output of the previous period.

3.2. Friction Cone Contact Model. In the control of a biped
robot, it is difficult to solve the contact force under different
contact conditions. In order to simplify the solution process,
the contact surface of the foot is approximated by multiple
contact points, and the contact force of these contact points
is solved. For the feet of a robot, a friction cone constraint
can be used to determine whether the point will slide. +e
point will not slide only if the contact force vector is inside
the friction cone. As shown in Figure 1, the apex of the
friction cone is located at the contact point, the normal line
is perpendicular to the ground, and the slope is determined
by the friction coefficient of the contact between the sole and
the point.

However, this constraint method represented by a
friction cone is nonlinear, although the solver can handle
conic constraints. However, the calculation of the cone
constraint is heavy. In order to speed up the solution, this
paper uses a convex polygon as shown in Figure 1 to ap-
proximate the cone constraint of the contact point. In the
contact force model represented by the convex polygon
model, the feasible contact force and contact moment of the
foot are a linear combination of the contact force fi of each
point. fi is the product of a unit vector 0ufi representing the
direction of the contact force in space and a scalar ρi rep-
resenting the magnitude of the contact force, as shown in
formula (25):

fi �
0
ufiρi. (23)

+erefore, at a given contact point, the contact forces in
all friction cones can be represented by the contact forces at a
total of nρ contact points. +e unit vector 0ufi of the feasible
contact force direction is determined by the contact point.
+e amplitude scalar ρi of the contact force is limited to a
positive value. All nρ contact force amplitude scalars are
combined into a contact force amplitude vector ρ; then,

ρ � ρ1 · · · ρnp
 

T
. (24)

Contact force vector ρ can be mapped to six-dimensional
space contact force and moment:

Fx Fy Fz ωx ωy ωz 
T

�
0
Aρ,kρ. (25)

In formula (25), k represents the kth part of the robot
that is in contact with the external environment. Each 0Aρ,k

maps the contact force amplitude vector ρ on the limb to the
contact force and contact torque to the k limb.

Each foot of a biped robot is approximated by four
contact points located on the edge of the foot, and the
friction cone of each contact point is approximated by 4
contact force unit vectors, so the total number of contact
force variables per leg np � 16. In formula (25), the force ρ is
mapped to the foot contact torque through the matrix Aρ,k.

It should be noted that the friction force obtained is
reasonable only when the measured friction coefficient, the
contact state of the foot, and the ground normal vector of the

contact point are approximately accurate; otherwise, the
system will be seriously unstable.

3.3. Constraints. Considering the constraints such as the
output torque of each joint of the actual robot, the motion
equations need to be used as equation constraints, and
various inequality constraints must be added to ensure that
the solution results do not violate relevant physical condi-
tions. Inequality constraints include positive contact forces,
joint moments within a certain range, etc.; the optimization
problem is formulated as

min
€q,β,f

ω1ω1ACoPfi − b
2

+ ω2A€q€q − b
2

+ ε1τ − τ2prev + ε2 
ij
β2ij,

M(q)€q + h(q, _q) � Sτ + 

NC

j�1
J

T
j (q) · fj,

fj � 

Nc

1
βijvij, βij ≥ 0, ∀i � 1, . . . , 4{ },

∀j � 1, 2, . . . , Nc ,

τ < τmax.

(26)

In formula (26), they are dynamic model constraint,
friction cone constraint, contact force amplitude vector
constraint, and joint torque constraint. +e cost items are
CoP tracking cost, end acceleration tracking cost, and torque
change cost, τ is the joint torque, contact force vector cost, βij
is the contact force amplitude vector, fi represents the
friction between the sole of the foot and the ground, and τmax
is the limit value of the output torque of each joint. +e
coefficients of each cost term are ω1, ω2, ε1, and ε2.

At present, the friction coefficient f is obtained through
preliminary experiments, and the friction coefficient of
different roads is different. +e function of the friction cone
is to limit the force of the robot on the ground when the
friction coefficient is small, to prevent sliding friction during

mg

fi

ρ2 ρ3

ρ4ρ1

Figure 1: Friction cones and polyhedral cones.
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walking, which will cause the robot to lose stability. In the
future, under unknown walking conditions, sliding friction
during walking will be detected and corrected.

Finally, the robot control framework is shown in
Figure 2. +ere are many parameters in the control
framework that need to be adjusted. +e parameters that
need to be adjusted include the PD controller feedback
coefficient when calculating the end acceleration cost, the
weight coefficient of each end point cost in the end accel-
eration cost, and the weight coefficient of each cost in the
secondary programming problem, such as ω1, ω2, ε1, and ε2.

Parameter debugging process is as follows:

(1) +e weight coefficients w1 and w2 in the end ac-
celeration cost are set to a larger value, about 1–100.
Debug ω1 and ω2 until better CoP tracking and end
acceleration tracking are achieved.

(2) Debug the PD controller feedback coefficient until
the robot achieves a better position tracking effect.

(3) Given small values of ε1 and ε2, about 10
−6–10−2,

adjust the parameters until the robot joint torque and
contact force fluctuations are minimal.

Although there are many total parameters, it is easier to
determine the appropriate control parameters when
debugging in stages.

4. Optimal Controller Based on PDControl and
Quadratic Programming

+e trajectory planning algorithm and the IK and ID al-
gorithms can be used to obtain the desired angle of each joint
of the robot, but the actual output torque of each joint is
limited. +erefore, it is necessary to design an optimal
controller to limit the joint torque of the biped robot.
+rough optimized force control, the robot’s motion posture
can better track the expected posture. +e biped robot
dynamics model is

D(q)€q + C(q, _q) _q + G(q) � Bu + J(q)F1. (27)

Output dynamics are

_y � Ty _q −
zyd

zt
. (28)

Differentiating formula (28), we obtain

€y � _Ty _q + Jy €q −
z
2
yd

zt
2 −

z

zq

zyd

zt
  _q. (29)

Substitute €q into equation (29) to obtain equation (31),
where

€q � −D
−1

C _q − D
−1

G + D
−1BU + D

−1
J(q)F, (30)

€y � _Jy _q + JyD
−1

BU − JyD
−1

G − JF1 + c _q( 

−
z
2
yd

zt
2 −

z

zq

zydd

zt
  _q.

(31)

Sorting formula (31), we obtain

€y −
1

Jy _q
+

z
2
yd

zt
2 +

z

zq

zyd

zt
  _q + JyD

−1
G − JF1 + c _q( 

� JyD
−1Bu.

(32)

Multiplying formula (32) left by Dy � (JyD−1JT
y)−1, we

obtain

F � − Kpy + Kd _y + _Dy _y − Cy + Jyd
  _q − Gy − Dy

z
2
yd

zt
2 .

(33)

Among them, DyJyD−1 BU � F, DyTyD−1(G − JF1) � Gy,
Jyd � Dy(z/zq)(zyd/zt), and Cy � Dy(JyD−1C − _Jy). Cor-
responding form is

Bu � 1 − N 1 − BBT
 N 

+
 J

T
yF. (34)

Among them,

N � 1 − J
T
y JyD

−1
J

T
y 

−1
JyD

−1
 . (35)

Formula (34) describes the relationship between the
auxiliary variable, and when the controller F is used, the
corresponding control law can be substituted into the
equation to find. Consider the form of F:

F � − Kpy + Kd _y + _Dy _y − Cy + Jyd
  _q − Gy − Dy

z
2
yd

zt
2 .

(36)

Put it into formula (27); then,

Dy€y � −kp − kd _y − Dy

.

_y,

€y � −D
−1
y kpy − Dy

−1
kd _y − D

−1
y Dy

.

_y.
(37)

For the above system, consider the following Lyapunov
function:

V �
1
2
y

T
kpy +

1
2

_y
T
Dy _y + αy

T
Dy _y. (38)

Deriving from the above formula, we obtain

_V �
1
2

_y
T
kpy +

1
2
y

T
kp _y +

1
2

_y
T
Dy _y +

1
2

_y
T
Dy€y

+
1
2

_y
T
Dy _y + _αy

T
Dy _y + α _y

T
Dy _y + αy

T
Dy€y + αy

T _Dy _y

� y
T

−αkp y + y
T

kp −
kpD

−T
y Dy

2
− αkd + _αDy

⎛⎝ ⎞⎠ _y

+ _y
T

−
kp

2
 y + _y

T
−

kdD
−T
y Dy + _D

T

yD
−T
y Dy + kd − 2αDy

2
⎛⎝ ⎞⎠ _y.

(39)
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Converting the above formula into a matrix, we obtain

_V � − y
T

_y
T 

αkp −kp +
kdD

−T
y Dy

2
+ αkd − _αDy

kp

2
kdD

−T
y Dy + _D

T

yD
−T
y Dy + kd − 2αDy

2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

y

_y

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(40)

In order to ensure the positive definiteness of the matrix
in formula (40), kp > ((kdDT

yDy)/2), a smaller value α is
often selected, but it is necessary to ensure that formula (41)
is a positive definite matrix:

αkp −kp +
kdD

−T
y Dy

2
+ αkd − _αDy

kp

2
kdD

−T
y Dy + _D

T

yD
−T
y Dy + kd − 2αDy

2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (41)

For an actual biped robot system, the physical meaning
of D in the actual system is an inertia matrix, which is
positively definite and symmetrical. +erefore, Dy can be
obtained as a symmetric matrix. +e selection conditions for
kp can be modified to kp > ((kdDT

yDy)/2); the corresponding
matrix to be verified can also be simplified to

αkp −kp +
kd

2
+ αkd − _αDy

kp

2
kd + _D

T

y + kd − 2αDy

2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (42)

+e construction space of the biped robot system in-
cludes the joint angles q � (q1, q2, . . . , q12) and the corre-
sponding underactuated degrees of freedom. +e mass data
and themoment of inertia data of each part of the robot body
are obtained from the CAD model. Considering trajectory
following, its control problem is of the form:

minF,u,δ F − Fref(t, q, _q)( 
T

F − Fref(t, q, _q)(  + 1000∗ δ2

s.t. α(y)y
T

+ y
T

  Kpy + Kd _c +
1
2

_Dy _y − Cy _q − Gy − Dy

z
2
yd

zt
2 + u ≤ δ,

Bu � 1 − N 1 − BB
T

 N 
+

 J
T
yF,

ui


≤UlimNm.

(43)

Among them, u is the actual output torque value of
each joint, and Ulim is the maximum allowable torque of
each joint, according to the actual torque limit of each
joint. By reasonable selection of the coefficients Kp

and Kd in the controller, the influence of system

nonlinearity on system stability can be avoided to the
greatest extent. +e matrix B represents the selection
matrix in the underdrive system. +e first 6 rows of the
corresponding underdrive 6 DOFs are 0, and the rest are
the unit matrix.

Planning layer

Inverse kinematics
IK

High-level trajectory planning

Position control qd
speed control q·d

Control layer
robot

Torque control τd

QP solver

Position q
Speed q·

Torque τ

Dynamics model constraint
friction cone constraint

state variables tracking cost
trajectory tracking cost

CoP tracking cost
……

Figure 2: Robot control framework.
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(a) (b) (c)

Figure 3: Biped robot for experiment. (a) Front view. (b) Side view. (c) Oblique view.
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Figure 4: Angle of joints of biped robot. (a) Position control. (b) Force control.
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In order to quickly solve the optimal control problem,
the open-source OSQP solver is selected to solve the
abovementioned quadratic programming problem. +e
solver uses an improved first-order alternating direction
multiplier method (ADMM) to solve the quadratic pro-
gramming problem [21]. By decomposing the matrix at the
initial stage, the calculation amount in the subsequent
process is greatly reduced. +e optimal control algorithm is
robust; its optimization results are not sensitive to the initial

value, and good solution results can be obtained by using
different initial values.

+e control framework integrates methods that can
improve the robustness of the system. +e framework uses
DCM for trajectory planning, and DCM itself has anti-in-
terference ability; uses friction cone and whole-body dy-
namics model to improve the accuracy of the model and
reduce the control error caused by the rough model; con-
siders responsibility for the actual situation to obtain a variety
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Figure 5: CoP trajectory of biped robot. (a) Position control. (b) Force control.
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Figure 6: SDF data of biped robot. (a) Position control. (b) Force control.
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of constraints and use QP; realizes the optimal controller; and
further improves the robustness of robot walking.

5. Experimental Verification

Under the robot control framework, force control and
position control are applied to the biped robot, respectively,
and the comparison effect is examined. +e experimental
conditions are that the biped robot moves forward 5 steps,

the robot stride is 30 cm, and the period is 1.2 seconds. +e
weight of the physical robot is about 60 kg, as shown in
Figure 3. +e robot’s inverted pendulum time constant ω is
selected according to the interest rate difference.

Figure 4(a) is the joint angle plan and actual trajectory
curve under position control, and Figure 4(b) is the joint
angle plan and actual trajectory curve under force control.
Figure 5(a) shows the CP and CoP trajectories under po-
sition control, and Figure 5(b) shows the CP and CoP
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Figure 7: ZMP trajectory of biped robot. (a) Position control. (b) Force control.
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Figure 8: Biped robot increase weight experiment. (a) Angle of joints. (b) CoP trajectory.
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Figure 9: +e centroid of the biped robot moves forward 4 cm experiment. (a) Angles of joints. (b) CoP trajectory.
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Figure 10: Biped robot antithrust experiment. (a) Angles of joints. (b) CoP trajectory.
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trajectories under force control. It can be seen that based on
the position control, each joint performs position control
according to the trajectory plan calculated in advance, so the
joint angle planning curve and the actual trajectory curve are
basically coincident. In the case of force control, the joint
output force is tracked and controlled, and the joint angle
planning curve and actual curve are no longer consistent.
Although the position control ensures the accuracy of po-
sition output, the control effect of the CoP trajectory is not as
good as that of the force control method. Under the force
control method, the CoP trajectory curve of the robot
walking will be smoother, and the fluctuation is smaller than
that of the position control method.

Under the position control and force control methods,
the six-dimensional force (SDF) data of the ankle joint is
shown in Figures 6(a) and 6(b). +e force control method
can effectively reduce the impact force of the robot’s foot and
the ground. Under position control, the robot’s feet are in
hard contact with the ground, and the ground reaction force
is greater than the force control method, which affects the
robot’s walking stability. +e robot goes through several
walking cycles to balance the impact. Compared with the
position control method, the force control method can
better absorb the external impact and ground reaction force
and restore the balance in a shorter time.

Figures 7(a) and 7(b) are ZMP trajectories under two
control modes.

It can be seen that based on position control, ZMP
trajectory control is not as good as force control. During
walking, ZMP can only be proved to be stable if it is within
the stable area of the foot, but from the perspective of ZMP
trajectory, the actual ZMP is calculated and fluctuates
greatly, so ZMP trajectory only shows the stability of walking
to a certain extent.

Figures 8(a) and 8(b) show the trajectory of the joint
position after the robot’s mass increases by 2 kg and the
trajectory effect of the CP point and the CoP. It can be seen
that after the mass of the robot increases, its joint trajectory
remains almost unchanged, and there is a certain deviation
between the actual CP trajectory and the reference trajec-
tory, but due to the robustness of the optimal controller, the
tracking error of the robot is small. +e CP trajectory will
remain within a certain range and will not cause the robot to
fall, and the tracking of the CoP trajectory will be better.

Figures 9(a) and 9(b) show the robot joint position
trajectory after the robot’s center of mass is moved forward
by 4 cm and the CP point and CoP trajectory effects. +ere is
a certain inherent deviation between the actual CP trajectory
and the reference trajectory of the robot, but due to the
robustness of the optimal controller, the deviation value of
the CP trajectory will eventually tend to a more stable value,
which will not cause the robot to be unstable. In other words,
CoP trajectory tracking is better.

Figures 10(a) and 10(b) show that the trunk of the robot
is subjected to a continuous thrust of 30N at 1.5–1.6 s, and
the thrust is along the positive direction of the x-axis. It can
be seen that when the robot is subjected to thrust, the CP
trajectory along the x-axis direction has a significant devi-
ation, but it will not cause the CP tracking divergence. After

the thrust stops, due to the role of the optimal controller, the
CP tracking error gradually decreases until converged to
approximately 0; relatively speaking, the CoP tracking is
good, and the corresponding joint running trajectory is less
affected by thrust, which is almost the same as the effect
when it is not subjected to thrust.

6. Conclusion

+is paper presents the technique of the robot motion
control based on the dynamic model and quadratic pro-
gramming. In order to improve the walking robustness of
the biped robot, this article starts with the construction of
the robot motion control framework from three aspects:
planningmethod, mathematical model, and control method.
Firstly, the biped gait trajectory planning is introduced based
on the divergent component of motion. +en, the dynamic
control framework is discussed for biped robot, including
the joint force control, friction cone contact model, and
various constraints.+is paper integrates these methods into
the control framework and verifies the effectiveness of the
control framework on physical robots. Finally, the experi-
mental results show that the method is robust and has
certain anti-interference ability.

Further research work will focus on improving the ac-
curacy of the dynamics model, the robustness of the control
method, and the verification experiments in more complex
scenarios, for example, complex walking scenes (such as
sand or outdoors) and greater walking disturbances, etc. +e
ultimate goal is for the robot to walk stably in a human
environment.

Nomenclature

CoM: Center of mass, the trajectory curve of the center of
mass during the robot walking

CoP: Center of pressure, the trajectory curve of the
pressure center of the foot of the robot during the
robot walking

CP: Capture point, robot’s walking trajectory based on
DCM planning

DCM: Divergent motion component, a walking strategy of
biped robot

ID: Inverse dynamics, calculate the torque required for
the joints given the motion of the robot

IK: Inverse kinematics, calculate the required joint angle
for a given foot position

QP: Quadratic programming, convex quadratic
programming problem

ZMP: Zero moment point, a criterion of walking stability
of biped robot.
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Mobile manipulators are widely used in different fields for transferring and grasping tasks such as in medical assisting devices,
industrial production, and hotel services. It is challenging to improve navigation accuracies and grasping success rates in complex
environments. In this paper, we develop a multisensor-basedmobile grasping systemwhich is configured with a vision system and
a novel gripper set in an UR5 manipulator. Additionally, an error term of a cost function based on DWA (dynamic window
approach) is proposed to improve the navigation performance of the mobile platform through visual guidance. In the process of
mobile grasping, the size and position of the object can be identified by a visual recognition algorithm, and then the finger space
and chassis position can be automatically adjusted; thus, the object can be grasped by the UR5 manipulator and gripper. To
demonstrate the proposed methods, comparison experiments are also conducted using our developed mobile grasping system.
According to the analysis of the experimental results, the motion accuracy of the mobile chassis has been improved significantly,
satisfying the requirements of navigation and grasping success rates, as well as achieving a high performance over a wide grasping
size range from 1.7mm to 200mm.

1. Introduction

+e applications of mobile grasping robots are becoming more
and more extensive. +e application fields include hospitals [1],
restaurants [2], supermarkets [3], factories [4], and hotels [5]. In
life, people often need to transfer items. Currently, mobile
grasping robots can help us grasp, transfer, and place these
items. Amazon and Jingdong have held several mobile grasping
robot competitions [6], which promoted the development of
mobile grasping robots. However, there is still room for opti-
mization of the control algorithm for mobile control and the
grasping mechanism in the grasping process. +erefore, in this
paper, a study of performance improvement is carried out,
focusing on these two aspects. +e overall diagram and system
diagram of the robot are shown in Figure 1.

In terms of path planning, there are several popular local
path planners, such as fractional-order PD (FOPD) con-
troller [7], Timed-Elastic-Band [8], and DWA [9]. +ese
methods help mobile robots run more efficiently to avoid
obstacles and reach the destination via a global path. Es-
pecially, due to the high efficiency of DWA, it is widely used
in ROS Navigation. In terms of the soft grippers, there are a
variety of grippers that are suitable for different situations.
Wang et al. published many papers on pneumatic soft
grippers and introduced soft grippers in several different
scenes [10–15]. Hao et al. proposed grasping characteristics
under variable effective lengths [16]. Zhong et al. introduced
a soft pneumatic dexterous gripper with convertible grading
modes [17]. Batsuren and Yu proposed a soft robotic gripper
with chambered fingers for performing in-hand
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manipulation [18]. Fu and Zhang proposed a soft robot hand
with a pin-array structure [19]. In a recent review, Yoon
summarized the robust responsive materials, fabrication
methods, and applications of soft grippers [20].

However, there are still some shortcomings when the
robot is in a complex environment. (1) Because of its fixed
parameters, it cannot adapt a complex environment well. (2)
It runs poorly in a context with dynamic obstacles. As for the
first case, adopt the fuzzy logic controller to change weight
parameters to improve its performance [21]. With respect to
the second one, predict the motion of obstacles in the future
to enhance obstacle avoidance ability [22, 23]. Although
there are all kinds of grasping structures, there is still much
room to improve the size range of grasping [10, 16–18].
Objects with outer packages or smooth surfaces can be
directly grasped by suction cups, but some objects are hard
to grasp by suction cups, such as towels without outer
packages, knitted gloves, cotton toys, smaller spoons, ear-
picks, pens, chopsticks, and toothpicks. To solve these
problems, in this study, a pneumatic flexible gripper is
designed which can be opened or closed, and the grasping of
the above items was performed using this gripper. In order
to grasp objects in different positions, a mobile chassis is
designed [24]. In order to ensure that the mobile robot runs
as close to the global path as possible, an error term of cost
function based on DWA is proposed and a comparative trial
is carried out between our method and DWA running on

ROS [25]. +e mobile grasping robotic system designed in
this paper uses a combination of the soft gripper, the UR5
manipulator, and the mobile chassis to successfully complete
the grasping task.

+e innovations and contributions of this paper are as
follows: (1) An error term of cost function based on DWA is
proposed and a comparative experiment between our
method and DWA running on ROS is carried out. (2) A kind
of soft gripper for mobile robotic systems with adjustable
finger spacing is proposed.+e finger structure is optimized,
soft grasping is realized, and the range of objects that can be
grasped is improved compared with that of the traditional
soft gripper [10, 16–18]. (3) +e fingers with different shore
hardness were analysed by finite element method; then the
actual experiment was carried out after printing with 3D
printer, and the finger with the largest fingertip force under
the same air pressure was selected. (4) +e grasping stability
coefficient of grasping objects is modelled and the optimal
solution is calculated by genetic algorithm. Furthermore, the
relationships between the success rate of grasping and
grasping stability coefficient, air pressure, and weight are
analysed.

+e remainder of this paper is arranged as follows. In
Section 2, the proposed gripper is introduced. In Section 3,
the finite element analysis of a single finger with three kinds
of Shore hardness values is carried out. +en, after the
fabrication of a single finger with three kinds of Shore

Depth
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Lidar

Mobile
chassis

Industrial
computer
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Industrial computer
(GPU: GTX1050Ti

CPU: i7 6700
RAM: 32 G)
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manipulator
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(self-developed)
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(2 servomotors)
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Figure 1: Mobile grasping robot. (a) Photo of the mobile grasping robot. (b) Sensor fusion-based mobile grasping system.

2 Complexity



hardness values, the bending angle and fingertip force of the
fingers under different air pressures are tested. Additionally,
the finger end running track is calculated, and the last finger
is selected according to the fingertip force. In Section 4, a
new error term of cost function for local path planning is
modelled and the grasping model is established. At last, the
grasping stability coefficient is calculated. In Section 5, a
comparative experiment is carried out to verify our method
performance. After the gripper is assembled in the mobile
grasping robot, the grasping experiment is carried out, and
the results are compared with those of an existing gripper.
+e paper is concluded in Section 6 with suggestions for
future work.

2. The Mobile Grasping System and the
Design of the Gripper

2.1. Control of the Mobile Grasping Robotic System.
During the process of automatic grasping, when the
system receives the grasping command, the mobile
chassis first moves to the position where the object is
stored, in accordance with the path planning. +en the
visual algorithm recognizes the target object to be
grasped and sends the corresponding grasping strategy
(the grasping strategy includes the chassis position, the
grasping path, and the opening size of the grippers).
According to the grasping strategy, the system sends the
position control command to the microcontroller of the
gripper and adjusts the chassis position to a position
convenient for grasping. +e stepping motor rotates
forward or reverses according to the command. At this
time, the fingers fixed on the stepper motor remain
motionless. +e finger fixed on the slider moves away
from or near the stepping motor and moves to the
designated position according to the number of pulses
calculated by the single-chip microcomputer to realize
the grasping of objects of different sizes. +e UR5 ma-
nipulator makes the gripper move to the location of the
object, and then the gripper grasps the object. +e whole
process can realize the grasping of objects of different
sizes, as shown in Figure 2.

In terms of the finger spacing control, for example, when
grasping bread, the visual algorithm recognizes that the object to
be grasped is bread. After analysis, it is found that the optimal
grasping size of the gripper is 100mm. Suppose that the last
object grasped is milk, and the opening size of the corre-
sponding gripper is 50mm. +en, the stepper motor rotates
forward, and the fingers fixed on the slider move away from the
stepper motor. After sending 5000 pulses, the gripper opens to
100mm.

2.2. Design Idea of the Gripper. When individuals try to grab
large objects, they usually use two hands to clamp the object,
as shown in Figure 3. In this paper, according to grabbing
habits of individuals, we propose a kind of soft gripper that
can simulate human hand grabbing. If this kind of gripper
can grabmany kinds of goods in daily life, then it will be very
helpful for grasping robots.

2.3. Structure Design of Fingers. +e finger design structure
of Wang et al. [12] is based on the wrinkle shape design idea
of the pleated-type morphology of the fluidic elastomer
robot. Based on this design structure, many convex points
are designed on the cover surface of the finger in this paper.
+e purpose is to increase the friction with the contact object
and improve the reliability of grasping. +e design method
of the pointed and flat fingertip at the end of the finger uses
two opposite fingers to grasp small commodities, such as
earpick. A single finger consists of 12 air chambers, each of
which is 1.5mm thick except for the air chambers at both
ends. +e air chamber width of the designed finger is 5mm,
and the total length of the finger is 88mm. +e single finger
section is shown in Figure 4.

Figure 4(a) depicts a chamber, and Figure 4(b) illustrates
a cover. +e two parts are bonded together to form a
pneumatic finger.+e section view of the pneumatic finger is
shown in Figure 4(c). When inflated to the pneumatic finger,
each air chamber will expand like a balloon. Because of the
expansion of each air chamber, the air chambers will repel
each other, causing the finger to bend. When multiple
fingers are combined, the function of grasping objects can be
realized.

2.4. Structure Design of the Gripper. To grasp as many kinds
of objects as possible, we choose a linear motor. +e
principle of the linear motor is to use a stepping motor to
drive a screw rod to rotate and use the screw rod to drive a
slider to slide. +e whole gripper is mainly composed of
three parts: a linear motor, four soft fingers, and a con-
necting bracket between the linear motor and soft fingers.
Two of the four soft fingers are fixed on the slider, and the
other two are fixed on the stepping motor. Furthermore, the
sliding of the slider can change the size of the grasping space,
and the linear motor of different lengths can be selected
according to the different objects to be grasped. To facilitate
the experiment, a 200mm linear motor is selected in this
paper. +e overall design structure diagram of the gripper is
shown in Figure 5.

+e two ends of the sider rail of the linear motor are
equipped with limit switches, which can prevent the slider
from running beyond the limit range. +e control of the
linear motor is controlled by a single-chip microcomputer
(STM32F103C8T6). After the serial port of the single-chip
microcomputer receives the instruction of running to a
certain target position sent by the industrial computer, the
single-chip microcomputer program counts the steps of the
stepping motor to make the slider move to the target po-
sition. Combined with the advantages of the variable
grasping space of the slide, the strategy of grasping objects of
various sizes is realized.

3. Finger Performance Evaluation

3.1. Finite Element Analysis. To verify the feasibility of the
finger design, finite element mechanical analysis is carried
out in ABAQUS (Dassault Systèmes, MA). In the simulation,
three kinds of 3D printing rubber-like materials are selected,

Complexity 3



with Shore hardness values of 30, 50, and 70. +e material
properties in ABAQUS cannot be directly input into the
Shore hardness, and the conversion equation from the Shore
hardness to Young’s modulus is as follows [26]:

E(MPa) �
0.0981(56 + 7.66s)

0.137505(254 − 2.54s)
, (1)

where s denotes the Shore hardness and E denotes Young’s
modulus. +e calculation results are shown in Table 1.

Because rubber-like materials are usually incom-
pressible, we set Poisson’s ratio to 0.49. Set the upper
surface of the cover and the part bonded to the chamber
as the nontensile fibre cloth material; the elastic module is
6.5 GPa, and Poisson’s ratio is 0.2. +e contact between
the sidewalls of the chamber is set to be friction-free. A
tetrahedron is used for mesh, and the mesh size is 2 mm.
+e finite element analysis is performed after all settings
are completed.

+e rubber fingers with Shore hardnesses of 30, 50, and
70 were analysed by the finite element method. +e cor-
responding analysis results are shown in Figures 6(a)–6(c).

Under the action of gravity, the fingers will bend to a
certain extent, and the smaller the Shore hardness is, the
larger the bending angle is. +e bending angle α defined in
this paper is shown in Figure 6(b). +e bending angle
curves of the three kinds of Shore hardness fingers under
different air pressures are shown in Figure 6(d). From the
simulation experiment, it is found that, for fingers with
the same Shore hardness, the bending angle is approxi-
mately proportional to the air pressure. It can also be seen
from Figure 6(d) that the smaller the Shore hardness is,
the larger the slope is.

UR5

Gripper

Mobile
chassis

Depth 
camera

(a)

Start

Detect the kind and position of object 
by visual algorithm (depth camera)

Adjust the chassis position

�e distance between fingers of the 
gripper is adjusted by stepping motor

�e manipulator (UR5) moves to 
the position of grasping object

Grasp with fingers

End

(b)

Figure 2: Grasping function of the mobile robot. (a) Mobile grasping robotic system. (b) Robot grasping flow chart.

Figure 3: Man grabbing a box.
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By using the linear fitting in Origin software, the linear
equations of the relationship between the bending angles α
[°] of the fingers with Shore hardnesses of 30, 50, and 70 and
the air pressure P [kPa] are fitted as equations (2)–(4),
respectively:

α � 1.87166P + 4.06845, (2)

α � 0.97143P + 1.67474, (3)

α � 0.51338P + 1.105. (4)

+e linear correlation coefficient R and standard devi-
ation S of the finger fitting equation of the three kinds of
Shore hardness values are shown in Table 2. +e correlation

coefficient is a statistical index used to reflect the close re-
lationship between variables. +e calculation equation of the
linear correlation coefficient R is as follows:

R(P, α) �
Cov(P, α)

������������
Var[P]Var[α]

√ , (5)

where Cov(P, α) is the covariance of P and α, Var[P] is the
variance of P, and Var[α] is the variance of α.

Table 2 and Figure 6(d) show that P is approximately
linearly proportional to α. In the simulation, equations
(2)–(4) can be used to predict the bending angle of fingers
under different air pressures, and the hardness of fingers is
30, 50, and 70, respectively.

3.2. Fabrication of a Single Finger and Experiments.
Because of the complex cavity structure of soft grippers,
machining is difficult. At present, the commonly used
manufacturing processes are shape deposition
manufacturing technology (SDM) [27, 28], soft lithography
[29, 30], lost-wax casting [31, 32], and 3D printing of
composite materials [33]. Because 3D printers have high
resolution [10], the performance of each printed finger has
better consistency and repeatability. +e 3D printer
(Objet500 Connex3 system, Stratasys, Minnesota, USA)
used in this study can print rubber-like materials with the
highest precision of 0.02mm and a layer thickness of
0.036mm.

After 3D printing, ERGO5881 glue made in Switzerland
is used to tightly stick the cover to the chamber. +e air
pressure controller uses the active controller PCU-SMN
produced by Rochu; its adjustable pressure range is 0 kPa to
120 kPa, and it can also output a nonadjustable negative
pressure of −70 kPa. +e rubber fingers with Shore hardness
values of 30, 50, and 70 are tested under different air
pressures. +e corresponding experimental results are
shown in Figures 7(a)–7(c).

Under the action of gravity, consistent with the con-
clusion of the simulation results, the lower the Shore
hardness is, the greater the bending angle is. +e rela-
tionships between the bending angle and air pressure for
different soft fingers are shown in Figure 7(d). Because the

(a) (b)

A–A

88 73.50

5
2

2.
20
Ф
4

2

1
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2

(c)

Figure 4: +e design process of one finger. (a) +e air chamber part of the finger. (b)+e cover part of the finger. (c)+e section view of the
finger.

So� finger So� finger

Connection
bracket

Linear motor

Slider Stepping
motor

Figure 5: Overall design structure diagram of the gripper.

Table 1: Material properties.

Shore hardness Young’s modulus (MPa)
30 1.1468
50 2.4661
70 5.5445
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negative pressure is not adjustable in the experiment, the
negative pressure in Figure 7(d) is only −70 kPa. +ere is a
certain difference between the actual experimental and
simulation results. +is difference may be because the
simulation model used in ABAQUS needs to be improved
or because of some deviation in the hardness of the 3D
printed materials. However, the trend of the simulation

results is consistent with the actual results. In the positive
pressure part, the bending angle of the fingers with the
same Shore hardness is approximately proportional to the
air pressure, which is consistent with the conclusion of the
simulation. In the actual experiment, the negative pressure
is only −70 kPa, and the bending has almost reached the
limit at −70 kPa, which does not indicate a difference with

10 kPa

–30 kPa

Gravity

g

30 kPa

50 kPa

60 kPa

(a)

Gravity

α

10 kPa

–30 kPa

g

80 kPa

50 kPa

30 kPa

(b)

10 kPa –30 kPaGravity

g

30 kPa

50 kPa

80 kPa

(c)

30
50
70

Liner fit of 30
Liner fit of 50
Liner fit of 70

–20 0 20 40 60 80–40
Pressure (kPa)

–60
–40
–20

0
20
40
60
80

100
120
140

Be
nd

in
g 

an
gl

e (
°)

(d)

Figure 6: Results of the finite element analysis. (a)+e deformation of the fingers with Shore hardness of 30 under different air pressures. (b)
+e deformation with Shore hardness of 50 under different air pressures. (c) +e deformation with Shore hardness of 70 under different air
pressures. (d) +e relationships between the air pressure and bending angle for different soft fingers.
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the simulation results, so only when the air pressure is
greater than 0 kPa are the simulation and experimental
results compared.

Using the linear fitting function in Origin software, when
the air pressure is greater than 0 kPa, the linear equations of
the relationship between the three finger bending angles α [°]
with Shore hardness values of 30, 50, and 70 and the air
pressure P [kPa] are fitted as equations (6)–(8), respectively:

α � 3.13366P + 3.08763, (6)

α � 2.21799P − 5.29767, (7)

α � 1.82175P − 4.89558. (8)

+e correlation coefficient R and standard deviation S of
the linear fitting equation of the three kinds of Shore
hardness fingers are shown in Table 3.

In practical use, we can roughly predict the degree of
curvature of the fingers that correspond to Shore hardness
values of 30, 50, and 70 by equations (6)–(8), respectively.

To further understand the performance of fingers, the
fingertip force is tested.+e type of dynamometer used is SF-
50, the measuring range is −50N to 50N, and the resolution
is 0.01N. +e test diagram of the fingertip force is shown in
Figure 8(a). +e upper end of the finger is fixed to the
bracket, and the contact surface of the fingertip and the
dynamometer is fully contacted. Under the action of gravity,
the indicator number of the dynamometer is 0N. With an
increase in air pressure, the indicator number of the dy-
namometer begins to increase gradually. +e relationship
between the fingertip force and air pressure is shown in
Figure 8(b).

Figure 8(b) shows that the fingertip force of the same
Shore hardness finger is approximately proportional to the
air pressure, while the smaller the Shore hardness is, the
greater the fingertip force is. Because of the error of the
dynamometer or the error of air pressure adjustment, the
curve of fingertip force and air pressure does not completely
exhibit a straight line.

Using the linear fitting function in Origin, the equations
of the relationship between the fingertip force F [N] and the
air pressure P [kPa] with Shore hardnesses of 30, 50, and 70
are fitted as equations (9)–(11), respectively:

F � 0.00926P − 0.06067, (9)

F � 0.00857P − 0.05857, (10)

F � 0.00825P − 0.0875. (11)

+e correlation coefficient R and standard deviation S of
the finger fitting equation of Shore hardnesses of 30, 50, and
70 are shown in Table 4.

In practical use, the fingertip force under different air
pressures can be roughly predicted by equations (9)–(11).

3.3. Analysis of the Fingertip Movement Track. During the
process of grasping the object, after the robotmoves to the grasping
position, the finger moves until it contacts the object [34, 35]. For
soft fingers, if the influence of the gravity is ignored before touching
theobject, then thebendingof thefingers causedby air pressure can
be regarded as a circular arc, as shown in Figure 9.

After the finger is bent, the arc radius is R, the arc length s is
the effective bending length of the finger, l is the chord length,
and the centre angle of finger bending isφ.+e plane coordinate
system is established at the first air chamber of the finger root.
+e y-axis is tangent to the arc, and the x-axis is through the
centre of the circle. According to the geometric relationship, we
obtain the following:

w �
s

R
,

l � 2R sin
w

2
 ,

x � −l sin
w

2
 ,

y � −l cos
w

2
 .

(12)

+e fingertip movement track of angle φ is drawn from 0
to π, as shown in Figure 10.

4. Navigation and Gripper Grasping Model

4.1. Local Path Planning. To improve the mobile robot
running efficiency, we need the mobile robot to run as close
to the global path as possible; therefore, an error term of the
cost function based on DWA is defined, as seen in Figure 11.

In Figure 11, the green ellipse denotes a global path, and
each red cross denotes a discrete point on the global path. +e
grey-dashed line and blue arc denote optional local paths
generated by DWA. Taking the blue local path as an example,
H0, H1, H2, H3 andH4 ∈ H denote each red cross of the global
path. L0, L1, L2, L3 and L4 ∈ L denote each discrete point of a
local path. L0 denotes the current position of the robot and the
first point of a local path. H0 denotes the point that has the
shortest distance from the robot along the global path. e0 de-
notes the deviation between L0 and H0. e1, e2, e3, and e4 are the
same. +e deviation is exaggerated in the figure. Additionally,
|H0H1| � |L0L1|. Five points on the local path are chosen to
calculate the deviation relative to the counterpart on the global
path. Errors e1 to e4 are summed as the error term. +us, our
robot can move along the global path better and improve its
efficiency.

+e error term of the cost function is

Jerror Lk, H(  � c e1 + e2 + e3 + e4( . (13)

Table 2: Correlation coefficient and standard deviation of the three
kinds of finger bending angle fitting.

Shore hardness R S
30 0.99742 5.04313
50 0.99972 0.9667
70 0.99968 0.545
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Lk indicates the kth optional local path generated by
DWA, H indicates the global path, and c is a weight
parameter.

4.2. Grasping Modelling. +ere are many different evalu-
ation schemes for grasp stability. Ko and Chen [36]
proposed an optimal grasping manipulation for multi-
fingered robots using semismooth Newton method. Li and
Sastry [37] established a generalized external force el-
lipsoid. +e minimum singular value of the grasping
matrix G is calculated, and the singular value is used to
describe the distance of the position of the contact point

from the singular grasping position to quantitatively
describe the grasping stability. Xiong and Xiong [38]
introduced the grasping stability coefficient w to quantify
the grasping stability. +is performance index is related to
the shape characteristics of the grasping object and the
position of the contact point on the surface of the grasping
object, that is, the grasping matrix G. +e larger the
stability coefficient w is, the higher the grasping stability
is. w is 0≤w≤ 1 after normalization, and its expression is
as follows:

w �

���������

det GG
T

 



. (14)
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Figure 7: Experimental result. (a) +e deformation of the fingers with Shore hardness of 30 under different air pressures. (b) +e de-
formation with Shore hardness of 50 under different air pressures. (c) +e deformation with Shore hardness of 70 under different air
pressures. (d) +e relationships between the air pressure and bending angle for different soft fingers.
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As shown in Figure 12, the reference coordinate system
{O} is fixed on the object to be grasped, and the schematic
diagram of the contact between the ith finger and the object
is shown.+e representation ri is the vector representation of
the ith contact point in the reference coordinate system, and
ri � xi yi zi( 

T. {Ci} is the contact coordinate system of
the ith contact point, whose origin coordinate coincides with
the contact point, and the z-axis is along the normal di-
rection of the contact point. Force fci is the contact force at
the ith contact point. +e components fcix and fciy are the
tangential components of the contact force, and fciz is the
normal component of the contact force.
fc � (fc1 fc2 . . . fcm)T.

+e grasping matrix G can be expressed as follows:

G �
I . . . I

R1 . . . Rm

  ∈ R
6×3m

, (15)

where I is the unit matrix and I ∈ R3×3. Ri is

Ri �

0 −zi yi

zi 0 −xi

−yi xi 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (16)

+e combined external force and the combined external
torque acting on the object are called the combined external
force spiral Fa as follows:

Fa � Fx Fy Fz
Mx My Mz 

T
, (17)

where F � Fx Fy Fz 
T
is the combined external force

and M � Mx My Mz 
T
is the external moment.

It is assumed that there is friction point contact between
the fingers and the object when a multifingered hand grasps
the object; that is, the rolling or sliding of the fingers on the
object surface is not considered. According to the theory of
helix, the contact between fingers and objects can be
regarded as a mapping between the force exerted by fingers
on the contact point and the resultant helix of a reference
point on the object.

Gfc � −Fa. (18)

When amanipulator grasps an object, the finger can only
“press” the object but not “pull” the object, so the normal
component of the contact force exerted by the finger on the
object must be positive; that is,

−fciz ≤ 0, i � 1, . . . , m. (19)

+e contact between the finger and object is the friction
point contact. To prevent relative sliding between the finger

and object, each contact point must meet the friction
constraint condition; that is, the contact force fciz of each
contact point must be located in the friction cone (Fig-
ure 13). Specifically, the tangential component of the contact
force must be less than or equal to the product of the normal
component and friction factor μ; that is,

���������
fcix + fciy


− μfciz ≤ 0. (20)

where β is the friction angle and β � arctan(μ).
Finally, the optimization problem of the grasp point

based on the grasp stability index can be summarized as
follows:

min ⟶ − w �
���������
det GG

T
 



s.t.
Gfc � −Fa − fciz ≤ 0

���������
fcix + fciy


− μfciz ≤ 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(21)

4.3. Optimal Grasping Position. +e end of the gripper
designed in this paper is on a plane. To calculate the optimal
distribution of the four fingers, the above grasping model is
used to calculate the two-dimensional plane. For example,
an object is grasped with an elliptical cross section (without
losing generality), assuming that the axis length of the ellipse
in the x-axis is a and the axis length in the y-axis direction is
b. +en, its polar coordinate form can be expressed as
follows:

x � a cos(θ),

y � b sin(θ),
 (22)

where θ is the angle between the line between the origin and
the point on the ellipse and the x-axis coordinate.

+e coordinates of the two-dimensional plane contact
point are known; then the grasp matrix G is obtained, and
the optimal solution is calculated by the genetic algorithm.
After ten groups of experiments, the results of two groups
are shown in Figure 14.

Figures 14(a) and 14(b) represent the first group of
calculation results, and Figures 14(c) and 14(d) represent the
second group of calculation results. In the first and second
groups, the ellipse axis lengths in the x-axis direction are
100mm and 50mm, respectively. After calculations, it can
be seen that the four grasp points are approximately an
arithmetic sequence. To facilitate the comparison in the
calculation process, a fixed grasp point θ � (π/4) ≈ 0.785 is
set. +en, through the genetic algorithm calculation to 100
generations, it is found that the θ value of the optimal
position is approximately the same. In Figure 14, the optimal
grasping positions θ are [0.785, −0.77, −2.317, 2.396] and
[0.785, −0.783, 2.359, −2.352], respectively. In Figure 14, the
grasp stability coefficient w values are 0.99983 and 0.999999,
which are close to 1.

In this paper, the distance between two fingers in the
unchangeable direction of the designed gripper is 55mm,
and the distance between the two adjacent points in the y-
axis direction calculated by two groups of calculation results

Table 3: Correlation coefficient and standard deviation of the three
kinds of finger bending angle fitting.

Shore hardness R S
30 0.99437 9.07033
50 0.99387 9.1398
70 0.99489 6.85057
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is approximately 56mm. +erefore, the grasping point of
this kind of object can be grasped in the optimal grasping
position, and the grasping near the best position can be
realized only by adjusting the distance in the x-axis direc-
tion. Because the fingers are flexible, during the process of
contacting the object surface, they will be in close contact
with the object surface under the control of air pressure. In
the next structural design, we will add the rotation function
of fingers, which may adjust the finger surface to grasp the
object.

+e gripper designed in this paper cannot reach the
optimal grasping point for all objects because the gripper can
only change the space between fingers in one direction.
However, this does not mean that the gripper cannot suc-
cessfully grasp the object. When the optimal position cannot
be grasped, the value of the grasping stability coefficient w is
slightly smaller, and most objects can also be successfully
grasped.

5. Experiment and Analysis

5.1. PathPlanning Experiment. A comparative experiment is
carried out between our method and DWA running on ROS
to test the performance. +e starting point and goal point
remain the same. For the mobile robot motion parameters,
see Table 5.

+e mobile robot running process can be seen in Fig-
ure 15, and the result is shown in Figure 16.

In Figure 16(a), the starting point is (0.1, −0.19), and the
goal point is (6.5, −1.45). +e blue line denotes a global path
generated by the A∗ algorithm, and the red- and blue-dashed
lines denote DWA and ourmethod, respectively. It is clear that
our method, which takes an error term into account, yields a
better result. In Figure 16(b), the cumulative error is recorded
when using different methods. Generally, the error of our
method is less than that of DWA. In particular, if the global
path is a zigzag pattern, our method will perform better.

5.2. Grasping Experiment. After the experimental analysis of
the fingertip force and bending angle of a single finger, it is
necessary to further complete the grasping experiment to
test the grasping performance. +e tracheas of the four
fingers are connected together by a quick connector to re-
alize the synchronous bending and grasping function of the
four fingers. In the selection of fingers, because fingers with a
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Figure 8: Fingertip force experiment.

Table 4: Correlation coefficient and standard deviation of the
fingertip force fitting.

Shore hardness R S
30 0.99944 0.00647
50 0.99889 0.00956
70 0.99596 0.01969
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Shore hardness of 30 have a greater fingertip force and are
softer under the same air pressure, four fingers with a Shore
hardness of 30 are selected to form a grasping hand. To verify
the grasping performance, 56 kinds of object grasping ex-
periments were conducted, and some grasping results are
shown in Figure 17.

Different air pressures are used to grasp different objects;
that is, larger air pressures are used for heavier objects, and
smaller air pressures are used for lighter objects. +e
grasping objects include barrelled instant noodles, tissues, a
gamepad, steamed cakes, towels, a sponge, an earpick, a
toothpick, and even an old business card. During the
grasping process, the advantages of the soft gripper are fully

embodied with an automatically adjustable finger spacing,
which can carry out the grasping of a very small toothpick
(1.7mm in diameter) to a large barrelled instant noodle
container (an upper cover with approximately 150mm di-
ameter). In this experiment, the largest grasp size is a sponge,
and its length and width are both 200mm.

+e success rate of the objects in Figure 17 is measured.
Each object is grasped ten times and held in the air for more
than 10 seconds as a successful attempt. +e success rate of
grasping is shown in Table 6.

+e stability coefficient w is related to the position and
shape of the object. Because the finger space of the gripper
designed in this paper can only change the finger space in

x

y
z

{O}

{Ci}

yz
ri

fci

x

Figure 12: Grasp system model.

β
Object
surface

fciy

fcix

fciz

Figure 13: Friction model of the contact point.
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one direction, not all objects can reach the optimal position.
Because toothpicks and earpicks are relatively small, they
can be grasped with two fingers, which are not comparable to
the stability coefficient of four fingers, and the stability
coefficient of the two fingers is not calculated. +e shape of
the gamepad is more complicated, and it is dragged up when
grasping, so its stability coefficient is not calculated.
According to the analysis of the data, the success rate of
grasping is positively related to the grasping stability coef-
ficient and grasping air pressure and negatively related to
weight. +erefore, when the stability coefficient decreases,
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Figure 14: Optimal solution calculation. (a) Ellipse a� 100mm and b� 40mm; the calculated optimal grasp position. (b) Ellipse a� 100mm
and b� 40mm; the upper side is the relationship between the fitness value and generation, and the lower side is the value of variable q in the
optimal solution. (c) Ellipse a� 50mm and b� 40mm; the calculated optimal grasp position. (d) Ellipse a� 100mm and b� 40mm; the
upper side is the relationship between the fitness value and generation, and the lower side is the value of variable q in the optimal solution.

Table 5: Correlation coefficient and standard deviation of the
fingertip force fitting.

Parameter name Value
vmax 0.5m/s
wmax 3 rad/s
vmax′ 0.5m/s2

wmax′ 3 rad/s2

vmin 0m/s
wmin −3 rad/s
vmin′ −2m/s2

wmin′ −4 rad/s2
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Figure 15: +e grasping process of the mobile grasping robot. (a), (b), and (c) move to the destination of the item. (d), (e), and (f) arrive at
the destination for grasping.
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Figure 16: Experiment results. (a) Running trajectory. (b) Cumulative error.
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(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Figure 17: Grasping experiment. (a) Instant noodles. (b) Tissues. (c) Gamepad. (d) Steamed cake. (e) Towel. (f ) Sponge. (g) Earpick. (h)
Toothpick. (i) Business card.

Table 6: +e success rate of grasping.

Object Size (mm) Weight (g) Pressure (kPa) Success rate (%) w

Instant noodles φ150×φ120×110 191 60 70 0.7441
Tissue 134× 98× 72 132 50 90 0.8536
Gamepad 154×104× 56 262 50 80 —
Steamed cake 102× 60× 44 27 30 100 0.9962
Towel 140× 72× 45 31 40 100 0.9648
Sponge 200× 200×15 10 30 90 0.5114
Earpick φ1.8× 75 4 15 100 —
Toothpick φ1.7× 62 <1 10 90 —
Business card 90× 56× 0.4 1 15 100 0.9998
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the success rate of grasping does not necessarily decrease.
For example, although the stability coefficient w of the
sponge is small, its weight is only 10 g, so the success rate can
reach 100%.+e success rate of the barrel surface with a large
weight, small stability coefficient, and smooth surface is the
lowest, only 70%. +e success rate of small weight objects
with a large stability coefficient is above 90%.

5.3. Comparison Analysis. +e grasping results are com-
pared with the existing references, and the comparison table
is shown in Table 7.

It can be seen from Table 7 that there is a great im-
provement in the grasp size. References [11–15] are used to
grasp specific objects, and the grasping range of [10, 16–18]
is not as large as the grasping range designed in our study.

6. Conclusion and Future Work

In this paper, a new error term of the cost function is applied
to DWA to improve the mobile robot navigation perfor-
mance. It can make the robot travel along the global path as
much as possible, reducing unnecessary running paths in the
process of movement and improving the running efficiency.
Additionally, a kind of pneumatic soft gripper for mobile
robotic systems with automatically adjustable finger spacing
is proposed. +e gripper is mainly composed of four
pneumatic soft fingers, a linear motor, and a connecting
bracket. +e fingertips of the gripper are designed to be
pointed and flat in shape, and the purpose of this design is to
achieve small object grasping. +e free control of the dis-
tance between fingers is realized through the slide rail
controlled by the stepping motor to realize the grasping
strategy from small to large. In addition, the grasping sta-
bility coefficient of the grasping objects is modelled and
calculated. +e work of a single finger mainly includes the
following: (1) In terms of the fabrication technology, the soft
finger is printed via a 3D printer, which has a printing
accuracy of 0.02mm, and can print rubber-like materials
with different Shore hardnesses. +is printer provides a
convenient and quick finger fabrication method for the
experiment and speeds up the experimental progress. (2)
With respect to the finger bending angle analysis, nonlinear
finite element analysis is carried out by using the finite el-
ement analysis software ABAQUS, and the relationship
between the finger bending and air pressure is calculated.
+e relationship between the bending angle and the air
pressure and the relationship between the bending angle and
the Shore hardness are almost the same in the actual ex-
periment and simulation. (3) In the fingertip force test, it is

found that the smaller the Shore hardness is, the greater the
fingertip force is. Combined with all the experimental re-
sults, the finger assembly with a Shore hardness of 30 was
selected to carry out the grasp experiment. Finally, through a
variety of different shapes and weights of the object used in
the grasp experiment, the advantages of the gripper designed
in this paper for grasping small to large objects are verified.

Currently, the fingertip force of the fingers studied in this
paper is small, so it is difficult to grasp heavy objects. Under
an air pressure of approximately 50 kPa, the pneumatic
finger exhibits great bending, and it is difficult for the finger
surface to have a large area contact with objects with rel-
atively flat surfaces. Most of the objects are grasped by the
fingertip, which plays a major role, without spreading the
force evenly to the whole finger. In future research, we will
further improve the finger’s grasping performance for
grasping heavy objects. We also need to improve the free-
dom of the finger movement, such as increasing the function
of rotating fingers, increasing the multiple directions of
movement, and other functions. +us, most of the objects
can be grasped in the manner of an optimal grasping po-
sition. Finally, the success rate of grasping is improved.
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Recently, as a highly infectious disease of novel coronavirus (COVID-19) has swept the globe, more andmore patients need to be isolated
in the rooms of the hospitals, so how to deliver themeals or drugs to these infectious patients is the urgentwork. It is a reliable and effective
method to transportmedical supplies ormeals to patients using robots, but how to teach the robot to the destination and to enter the door
like a human is an exciting task. In this paper, a novel human-like control framework for the mobile medical service robot is considered,
where a Kinect sensor is used to manage human activity recognition to generate a designed teaching trajectory. Meanwhile, the learning
technique of dynamicmovement primitives (DMP)with theGaussianmixturemodel (GMM) is applied to transfer the skill fromhumans
to robots. A neural-based model predictive tracking controller is implemented to follow the teaching trajectory. Finally, some dem-
onstrations are carried out in a hospital room to illustrate the superiority and effectiveness of the developed framework.

1. Introduction

In the past few months, a novel coronavirus has resulted in
an ongoing outbreak of viral pneumonia in the world [1, 2].
More than 98000 people are known to be infected, and over
3400 deaths have been reported [3]. -e symptoms of these
patients include high temperature, cough, shortness of
breath, and headache, and it is a highly infectious disease [4].
More and more patients need to be isolated in independent
rooms of the hospitals. How to transport meals and med-
icines to patients and reduce the infection for medical staff
simultaneously is a hot issue. It is a safe and useful method to
transport medical supplies or meals to patients using robots.
-erefore, this paper focuses on how to control the robot to
the destination and to enter the door like a human at the
same time.

Human-robot skill transfer is currently one of the sig-
nificant topics in human-assisted systems. Under different
external environmental conditions, especially in the hospital
room, the main challenge for assisted medical rescue robots

is how to transport the medical supplies [5] safely. -e robot
system acquires the learning ability through the cognitive
knowledge transmitted by humans [6]. At the same time, by
learning the approach of human-in-the-loop, the perfor-
mance of the robot is improved, making the system more
intelligent [7, 8].

Human-robot interaction (HRI) is dedicated to the
development of more intelligent and anthropomorphic
robots, which is a subregion of human-computer interaction
that researches the interaction between man and robot
[9, 10]. In some hazardous areas, to minimize staff partic-
ipation, robots are required to perform operations. HRI
technology can be used to perform remote operations on
robots efficiently [11].-erefore, not only is it widely used in
the research of robotic systems, but it also plays an essential
role in the implementation of robotic systems. Furthermore,
in some particular activities, human-computer interaction
plays an important role. For example, remote operation of
human-machine interaction for medical robots is the safest
method in medical processes, allowing the user to interact
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with the robot through tactile signals for coordinated
feedback [12]. In order to improve surgeon performance, an
experimental approach to characterize the human-robot-
assisted surgery system is discussed. In vision-based robotic
control, the visual impedance scheme was used to imple-
ment dynamic control at the activity level. To complete the
integration of the vision servosystem and the conventional
servosystem, Su et al. [13] proposed the visual impedance
scheme in the control scheme; namely, the characteristics of
the image were applied to the impedance equation. How-
ever, the flaw is that this research is still limited in terms of a
self-adaptive decision. Besides, two themes are widely used
in HRI [14], one of which was the human-computer in-
teraction interface which was represented by the operation
of the keyboard, and the other was the human-machine
interaction represented by a touch screen operation.
-erefore, this document focuses primarily on human-robot
interaction with demonstration teaching.

At the same time, another advanced technology for
human-machine operation is the skill transmission through
demonstration teaching [15, 16], and during this process, the
motion control strategies and the generalized output [17]
were learned to transfer the motor skills to the robot by the
movement of the demonstrator. Behavior perception, be-
havior representation, and behavior reproduction are three
processes that are imitating the process of learning. Some
special feature methods can be used to program the learning
process, such as Dynamic Motion Primitives (DMP) and
Hidden Markov Models (HMM) [18, 19]. -e stochastic
models, like the Gaussian mixture model (GMM), have
some powerful capability to code and process noise so that
they have the ability to handle high-dimensional problems
more effectively. -e trajectory-level representation that is
on the basis of the probability model uses the characteristics
of the stochastic model to model the motion trajectory,
thereby solving the problem more efficiently. Motion tra-
jectory reproduction and motion control belong to the
category of behavior reproduction, where trajectory re-
production is a process of transmitting coded data. It is
mainly transmitted for some techniques of regression, such
as Gaussian Process Regression (GPR) and Gaussian Hybrid
Regression (GMR), and the feedback variable is a playback
behavior learned from the presenter. In other words, it is a
generalized output that maps to robot motion control for
motion reproduction [20–22].

-e most widely used technologies for scientific research
widely used in statistical models of human behavior are
machine learning (ML) and deep learning (DL) technolo-
gies. In the previous work, in order to compare the rec-
ognition rates for identifying human activities, different
combined sensors were adopted, and a deep convolutional
neural network (DCNN) was applied to the HAR system
[23]. In addition, the ML method is used to enhance HAR’s
adaptive identification and real-time monitoring system to
overcome time-consuming strategies. -ese classifiers have
been proven to recognize more human actions in dynamic
situations, thereby improving accuracy, enhancing robust-
ness, and achieving time-saving effects [13, 24]. Moreover, a
hybrid hierarchical classification algorithm combining DL

and the method that is based on the threshold is proposed to
differentiate complex events in order to calculate quickly.
Although our previous research has proposed many effective
frameworks, most acceptable results have been achieved
with limited assumptions and conditions that cannot meet
the complex environment in the medical room.

In this article, a novel human-like control framework for
mobile medical service robots is presented, where Kinect
sensors are used to achieve human activity recognition to
generate a designed teaching trajectory. At the same time,
the learning technique of dynamic movement primitives
(DMP) with the Gaussian mixture model (GMM) is applied
to transfer the skill from human to machine. In addition, a
neural-enhanced model predictive tracking controller is
implemented to follow the teaching trajectory. Finally, some
demonstrations are carried out in a medical room to account
for the effectiveness and superiority of the framework. -e
main contribution of this paper is as described below:

(1) In order to control the mobile service robot to
transport medical supplies or meals to the patient
who suffers from the new coronavirus, a novel hu-
man-like control framework is discussed.

(2) Kinect sensors technology is applied to the skill
transfer of the mobile medical service robot for
collecting the movement points, and the method of
DMP with GMM is used to congress the points.

(3) To efficiently track the teaching trajectory under
uncertain disturbances, a neural network enhanced
predictive tracking control scheme is presented.
Also, some demonstrations are carried out to illus-
trate the developed structure.

-e structure of this essay is as described below: Section
2 describes the overview of human-like control. Some
demonstrations are discussed in Section 3. Finally, the
conclusion and future point are summarized in Section 4.

2. Methodology

2.1. Human Activity Recognition Using Kinect Sensors.
Human activity recognition technology can be applied to
follow the position of an operator using a Kinect device. As
shown in Figure 1, the operator selects the depth message on
the Kinect sensor, and the color vision is collected in the
Kinect depth image [25]. To effectively construct the
movement information, it is combined with the color image
and the depth image in such a way that the origin is located
at the center of the depth camera. -us, we assume that the
coordination system in camera space follows a right-hand
convention [26].

In this case, M(k) � (x(k), y(k), z(k)) represents the
three coordinates of the sequence of frame, and we define
D(i, j) and ϱ(i, j) as the depth image points and color image,
respectively. -en, we can obtain the Bayes rule to evaluate
the probability of M(t|ϱ):

M(t|ϱ) �
(M(t|ϱ)M(t))

M(ϱ)
, (1)
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where M(ϱ) and M(ϱ|t) denote the exercise dataset and
prior probabilities of skin color, respectively.

It is on account of self-occlusion or lacking of joint
information at some stages that we need to incorporate
other functions that can offer data about human shape so
as to upgrade the precision of the classifier [6, 27]. We
adopt orthogonal Cartesian planes on the depth map to
obtain the positive 2D image and the profile obtained.
-en, by converting Cartesian coordinates to polar co-
ordinates, the silhouette of a person can be efficiently
processed:

Ri �

������������������

xi − xj 
2

− yi − yj 
2



,

θi � tan− 1yi − yj

xi − xj

,

(2)

where (xi, yi) and (Ri, θi) represent the coordinates of the
outline of the human body and Radius and angle in polar
coordinates, respectively. Besides, (xj, yj) is the center
coordinate of the human contour. -e overall order of each
activity with front and side views is averaged, and the av-
erage Smean from the initial frame to the final frame is defined
as follows:

Smean �
1
T



T

t�1
I(x, y, z, t). (3)

2.2. Trajectory Generation via DMP with GMM. After the
Kinect device has collected the path information teaching by
human demonstration, the mobile robot needs to learn the
created trajectory [28].-e teaching trajectory is determined
by dynamic movement primitive technology (DMP) and
then rebuilt by the Gaussian mixture model (GMM) to
generalize the movement trajectory:

Ψ Φl(  � 

ξ

ξ�1
ΨξΨ Φl|ξ( , (4)

where Ψ(ξ) is the prior probability, Ψ(Φl/ξ) is the condi-
tional probability distribution, which follows the Gaussian
distribution, and ξ is the number of Gaussian model
distribution.

-erefore, by using a Gaussian mixture model, the entire
teaching dataset can be expressed as follows:

Ψ Φl|ξ(  � N Φl,ψξ , 
ξ

⎛⎝ ⎞⎠

�
1

��������

(2π)
E

ξ




 e
−0.5 Φl−ψξ( )

T


− 1
ξ Φl−ψξ( ),

(5)

where E is the dimension of the GMR and determined by
πξ ,ψξ , ξ .

-e Gaussian distribution can be addressed as

Φf,ξ|Φs,ξ ∼ N ψf,ξ′ , 
′

f,ξ

⎛⎝ ⎞⎠,

ψf,ξ′ � ψf,ξ + 
fs,ξ



−1

s,ξ
Φs,ξ − ψs,ξ ,

(6)

where ψξ � ψf,ξ ,ψs,ξ  and ξ � s,f,ξfs,ξ .
-erefore, the average ψf

′ and variance f
′ of GMR of

the number of ξ Gaussian components can be evaluated as

ψf
′ � 

M

ξ�1
ηξψf,ξ′ , 

′

f

� 
M

k�1
η2ξ 
′

f,ξ
, ζξ �

G Φs|ξ( 


M
ξ�1 G Φs|i( 

, (7)

where ψf
′ is the estimation variable and Φs is the corre-

sponding space parameter. (Φf
′,ΦS) is the generalized
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Figure 1: -e overview of human activity recognition using Kinect sensors.
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points, which produces a smooth movement trajectory
under the covariance constraint f

′.
-e GMM model, including a multidimensional prob-

ability density function, is composed of multiple Gaussian
probability density functions. -e Gaussian model is only
related to two parameters, the mean and variance. As we all
know, different learning mechanisms can directly affect the
accuracy, convergence, and stability of the model. Assume
that an M-order GMM is weighted and summed with M

Gaussian probability density functions:

P(X|λ) � 
M

n�1
ΦnQn(X), n � 1, 2, . . . , M, (8)

where X denotes D dimensional random vector and M is on
behalf of the order of the model, while Phin represents the
weight of each Gaussian component, satisfying
sumM

n�1 Phin � 1. Furthermore, mathcalQn(X) is each
Gaussian component, which is a Gaussian probability
density function of D dimension and can be expressed as
follows:

Qn(X) �
1

��������������

(2π)
(D/2)

n



(1/2)



∗ exp −0.5 x − μn( 
T



M

n�1
X − μn( 

⎧⎨

⎩

⎫⎬

⎭,

(9)

where mun is on behalf of the mean vector and sumn denotes
the covariance matrix. -en, GMM can be expressed by the
three parameters of mean vector, covariance matrix, and
mixed weight. -erefore, the GMM can be described as

λ � μn, 
n

,Φn}, n � 1, 2, . . . , M.
⎧⎨

⎩ (10)

2.3. Neural Approximation. In order to efficiently transfer
the trajectory teaching by human demonstration, it is
necessary to control the uncertain disturbance in the tra-
jectory tracking process for the mobile robot [29–31]. To
overcome the hidden safety hazards in scooter operation
[32–34], a control scheme based on RBFNN was imple-
mented for the elderly walker system. -is scheme has
certain disturbances and unknown dynamic characteristics.
Design a constant smooth function G(K): Rq⟶ R to
connect the approximation capability, where the RBFNN
control scheme is applied for evaluating the dynamics of
uncertainty, such as load friction and mechanism structure
[35–37]:

Gnn Kin(  � J
TΘ Kin( , (11)

where Kin ∈ Ω ⊂ Rq represents the input of RBFNN;
Θ(Kin) and Θi(Kin) are the activation function depending
on Gaussian function, respectively; and
J � [ξ1, ξ2, . . . , ξm] ∈ Rm represents the weight in the hid-
den layer:

Θi Kin(  � exp
− Kin − u

T
i  Kin − ui( 

η2i
⎡⎢⎣ ⎤⎥⎦, (12)

where i � 1, 2, . . . , m, ui � [ui1, ui2, . . . , uiq]T ∈ Rq, and ηi is
the variance.

-en, Θ(Kin) can be defined as

Θ Kin( 
����

����≤ϖ, (13)

where ϖ is a positive constant.
-en, we have

Gnn Kin(  � J
∗TΘ Kin(  + ε, (14)

where J∗ is the desired weight subjected to ΦKin
⊂ Rq and

‖ε‖≤ τ.
Hence, we have

J
∗

� argminKin∈Rq sup Gnn Kin(  − J
TΘ Kin( 



 , (15)

whereΘ(Kin) denotes the activation function depending on
the Gaussian function.

2.4. Neural-Based Model Predictive Tracking Control.
Human motion points are collected by the Kinect sensor,
and then the generated trajectory can be obtained with the
method of DMP and GMM [18, 38, 39]. Finally, the next task
of the mobile robot is to follow the teaching trajectory [40].

Figure 2 exhibits the kinematic model of the mobile
medical service robot, where (xr, yr) and (xf, yf) denote
the coordinate of the rear axis and front axis, respectively. P

is the circle center, and R denotes the steering radius. L and
M represent the wheel trajectory. vr and vf denote the rear
speed and front speed, respectively. δf and φ denote the
steering angle and yaw angle, respectively.

-e trajectory tracking control of the mobile scroll wheel
system can be represented as

_xr

_yr

φ
.

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

cosφ

sinφ

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦vr +

0

0

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ω, (16)

where ξs � [xr, yr,φ]T is the system state and uS � [vr,ω]T is
the control state.

Hence, the dynamic model of the mobile robot can be
addressed as

mxr

..
� myr

.
Φc + Fa1 cos δf + Fa2 cos δf + Fa3 + Fa4,

myr

..
� −mxr

.
Φc + Fb1 cos δf + Fb2 cos δf + Fb3 + Fb4,

Izφ
..

� A Fb1 cos δf + Fb2 cos δf 

− B Fb3 + Fb4( M −Fa1 cos δf + Fa2 cos δf − Fa3 + Fa4 ,

(17)

where Fa1, Fa2, Fa3, and Fa4 are the wheel force of left front,
right front, left rear, and right front, respectively.Φc denotes
the center yaw velocity, and IZ represents the rotational
inertia.
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Figure 2: -e kinematic model and the dynamic model of the mobile medical service robot.
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Besides, we assume the following condition to evaluate
the lateral force of the robot tire [14]:

Fb1 � ψδFΓδF,

Fb2 � ψδBΓδB,

ψδF � β +
MΦr

vx

− δf,

ψδB � β +
MΦr

vx

,

(18)

where ψδF and ψδB are tire cornering angle. ΓδF and ΓδB

denote cornering stiffness and β is the slip angle.
-e tracking error can be addressed as

_xe � _xr − _xd(  � −vd sinφd xr − xd(  + cosφd v − vd( ,

_ye � _yr − _yd(  � vd cosφd yr − yd(  + sinφd v − vd( ,

φ
.

e � φ
.

− φ
.

d(  �
vd

L cos2δd

δ − δd(  +
tan δd

L
v − vd( .

(19)

-en, we discretize the error function as
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X(n + 1) � Hn,t
X(n) + Kn,tu(n), (20)

subjected to Hn,t �

1 0 −vdT sinφd

0 1 vdT cosφd

0 0 1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦,Kn,t �

T cosφd 0
T sinφd 0

(tan δd/L)T (vd/L cos2δd)T

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ and T is the sampling time.

In order to reliably and smoothly grasp the desired
trajectory, state errors and control parameters must be
constrained:

V(n) � 
N

l�1

X
T
(n + l|n)Z(n + l) + u

T
(n + l − 1)Fu(n + l − 1),

(21)

where Z and F are weighting factors, NP is the prediction
horizon, and Ne is the control horizon. -en, the actual
control variable can be determined as

u(t) � u(t − 1) + Δu∗t . (22)

It is on account of considering the safety and stability of the
robot [41, 42] that it is of necessity to restrict the control limit
and control increment. Combined with the mobile robot
system, the control constraint can be presented as follows:

−1.0

−45
 ≤ u≤

1.0

45
 ,

−0.1

−0.2
 ≤ΔU≤

0.1

0.2
 .

(23)

Based on the overall control scheme, the framework of
neural approximation for tracking control using DMP with
GMM is shown in Figure 3. -e Kinect sensor detects the
human movement points and then generates the teaching
trajectory using the technology of DMP with GMM. -en,
the neural-based model predictive tracking controller is
carried out to realize the path following.

3. Results and Discussions

In this section, the overview scenario of the medical room to
transport the meals for patients is presented in Figure 4.
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-ere are two Kinect sensors (XBOX 360) used in this
demonstration.-e surgical medical robot (LWR4+, KUKA,
Germany) is used to feed the meals to patients, where the
haptic manipulator (SIGMA 7, Force Dimension, Switzer-
land) is applied to control the KUKA arm remotely. -e
main purpose of this demonstration is that the developed
mobile medical service robot can safely transport the meals
or medicines to the medical bed like a human without
collisions.

-e Kinect sensor can detect human activity points and
generate a teaching trajectory based on the method of DMP
and GMM. -en, the mobile robot can follow the teaching
trajectory via human demonstration. -e result of the
learning method, including the DMP, GMM, and the re-
gression result of teaching trajectory, is displayed in Fig-
ures 5 and 6. It is noted that there are two demonstrations
considered in this section, which aims to evaluate the
proposed framework for mobile medical service robot in
skill transfer via teaching by demonstration.

Figure 7 exhibits teaching results of demonstration 1 in
x-position, y-position, x-error, y-error, robot tracking ve-
locity, roll angle, pitch angle, and tracking performance. It
can be concluded that the mobile medical service robot can
follow the teaching trajectory collected by Kinect sensors.
-e y-position error and x-position error can be constrained
in a reasonable range within ±0.03 meters, indicating that
the mobile robot can avoid the medical devices and sur-
geons. On the other hand, because of the neural-based
predictive tracking controller, the velocity response of the
mobile robot under uncertain disturbance is smooth. In
particular, the roll angle and pitch angle can maintain a
stable range.

In addition, to further illustrate the improvement of skill
transfer scheme using multisensors fusion technology,
demonstration 2 to avoid obstacles such as medical devices
and medical staff is carried out. Figure 8 displays the
teaching performance in x-position, y-position, x-error, y-
error, robot tracking velocity, roll angle, pitch angle, and
tracking performance. From the tracking performance of x-
position and y-position, the mobile medical service robot
can efficiently follow the teaching trajectory and avoid
obstacles. -e x-position error and y-position error also can
be maintained at a high accuracy, which is within ±0.06
meters in x-position and ±0.03 meters in y-position. At the
same time, the neural-based predictive controller can con-
strain the mobile robot body, and the pitch angle and roll
angle are within ±0.02 degrees and ±0.03 degrees,
respectively.

4. Conclusion

In this paper, a novel human-like control framework is
implemented to control a mobile service robot using a
Kinect sensor and DMP with GMM. It aims to bridge the
human activity recognition techniques and assist the mobile
medical service robot and allows the robot to cooperate with
the medical staff. -e Kinect sensor is used to detect human
activities to generate a set of movement points, and then the
teaching method including dynamic movement primitives

with the Gaussian mixture model can generate the desired
trajectory. To achieve stable tracking, a model predictive
tracking control scheme based on neural networks is
implemented to follow the teaching trajectory. Finally, some
demonstrations are carried out in a medical room to validate
the effectiveness and superiority of the developed
framework.

Human-machine collaborative control based on the
Internet of -ings (IoT) is the future research direction. In
our lasted work [43], we have successfully used IoT tech-
nology to exploit the best action in human-robot interaction
for the surgical KUKA robot. Instead of utilizing compliant
swivel motion, HTC VIVE PRO controllers, used as the
Internet of -ings technology, are adopted to detect the
collision, and a virtual force is applied on the elbow of the
robot, enabling a smooth rotation for human-robot inter-
action. Future work, combined with the IoT technology and
multisensors, the concept of the intelligent medical room,
will be considered to strengthen the human-robot
cooperation.
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In Industry 4.0, many manufacturers have built smart factories by ICTs (Information and Communications Technology), and
simulation is one of the core technologies for smart manufacturing. Various kinds of simulations, depending on system levels,
such as assembly line, logistics, worker, and process, are utilized for smart manufacturing. Manufacturers own heterogeneous
simulations; however, they have difficulty integrating and interoperating them.+is paper proposes a novel simulation framework
for smart manufacturing based on the concept of live, virtual, and constructive (LVC) simulation. +e LVC interoperation
provides a synthetic simulation environment with the above three types of simulations. With the LVC interoperation, we propose
a systematic and efficient architecture for smart manufacturing. To be specific, the interface technologies between the het-
erogeneous simulations and their interoperable methods are developed. Finally, we provide a practical LVC simulation applied in
the manufacturing company and show what synergy can be created using the LVC simulation.

1. Introduction

Smart manufacturing is a broad category of manufacturing
which employs computer-integrated manufacturing, high levels
of adaptability and rapid design changes, digital information
technology, and more flexible technical workforce training
[1, 2]. In the era of the fourth industrial revolution, as ICTs such
as Internet of +ings (IoT), big data, artificial intelligence, and
Virtual Reality/Augmented Reality (VR/AR) develop,
manufacturing systems are becoming more intelligent and
unmanned [3, 4]. For example, through the IoT sensors, real-
time data such as various facilities, workers, transportation
equipment, and factory environment can be obtained [5, 6]. It
enables real-time fault detection and diagnosis [7–9]. Also, the
acquired big data can be used to analyze and predict shop floor
through artificial intelligence and machine-learning techniques
[10]. Also, users can apply VR/AR to amanufacturing system to
plan and test a complex manufacturing process or assembly
process in advance [11]. Logistics and equipment management

are possible through this virtual manufacturing environment.
We can utilize these ICTs to increase production efficiency [12].

Many manufacturing companies introduce a cyber-physical
production system (CPPS) to innovate production using ICTs
[13–16]. With smart manufacturing, it is possible to make de-
cisions and perform tasks before actual plant construction and to
solve problems that can occur in mass production in a virtual
environment in advance [17]. Also, even after plant construc-
tion, it can be used for maintenance, such as the optimal op-
eration of production lines and fault diagnosis, to increase the
production competitiveness [18]. As interest in smart
manufacturing increases, the importance of simulation, a key
technology for this, is also increasing [19]. In manufacturing,
there are various kinds of simulations depending on system
levels or purposes, such as assembly line simulation, logistics
simulation, process simulation, and worker simulation. Man-
ufacturers are using these approaches to build smart factories,
but they are having difficulty integrating and interoperating
these heterogeneous simulations [20].
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+erefore, this paper proposes a new simulation
framework for CPPS which applies the concept of live,
virtual, and constructive (LVC) interoperation. +e LVC
interoperation is a widely applied concept in the defense
modeling and simulation (M&S) domain [21]. It establishes
a synthetic theater of war by integrating or interoperating
three heterogeneous simulations: live, virtual, and con-
structive [22]. In production, individual simulation tech-
nologies have developed along with smart manufacturing.
An operation plan for integrating them is needed, and the
LVC in the defense domain, which has relatively developed
interoperation architecture, can be applied and imple-
mented [23].

In themanufacturing domain, there weremany simulations
at each layer, but there were few requirements for training/
analysis through simulation interoperation like defense domain.
But, the recent rise of smart factories has increased the need for
convergence of existing simulations. However, research on
individual case studies rather than the overall interoperation
framework is still themain focus.+erefore, the concept of LVC
interoperation can be applied to the smart manufacturing to
build a systematic and efficient smart manufacturing
architecture.

+ere have been some studies where simulations were
utilized to build the smart factory and others that applied to the
smart manufacturing by interoperating process simulator and
line simulator [24, 25]. +ey yielded more accurate simulation
results through the interoperation.However, interoperationwas
used for distributed execution of the same level of simulators
rather than interoperation with different levels of simulators
[26]. In addition, they show only individual interoperation cases
and do not suggest an overall architecture throughout the smart
factory.

+ere were also studies on the simulation direction of
the CPPS-based factory [27]. +ey built a digital twin by
implementing the corresponding physical components in
the production process as digital components. However,
since the system levels and characteristics of many
components in the production process are different, it is
difficult to implement and integrate them into one en-
vironment. +erefore, they are just suggesting an overall
concept or implementing some parts of it. +us, it is
important to utilize the existing simulators at each level.
To this end, the interoperation architecture of
manufacturing simulation and the interface construction
are required [28]. +is paper not only creates synergy by
interoperating existing simulators for smart
manufacturing but also increases reusability and mod-
ularity. In addition, through this LVC interoperation for
smart manufacturing, it presents the operational plan and
future for the smart manufacturing.

+e remainder of the paper is organized as follows.
Section 2 presents the basic knowledge about LVC inter-
operation. Section 3 provides a novel LVC interoperation for
CPPS-based smart manufacturing and discusses an appli-
cation plan of the proposed work in the shop floor of the
smart manufacturing. A case study of applying the proposed
approach is described in Section 4. Finally, Section 5 con-
cludes the discussion.

2. Concept of LVC Interoperation

+e LVC interoperation technology integrates and operates
three heterogeneous simulators as shown in Figure 1. It is a
concept commonly used in the defense system and to build a
field and efficient training system by interoperation of three
resources [21].

+e live simulation refers to training actual forces in the
actual environment. +e virtual simulation refers to training
actual forces in the same virtual environment as the actual
equipment. +e constructive simulation means training by
operating virtual forces under the virtual environment.

Live simulation can increase the reality because actual
forces perform in the actual environment, but it takes a lot of
time/resources and is limited to operating multiple times.
Virtual simulations, such as aircraft simulators or tank
simulators, can simulate equipment that is difficult to
operate with a small cost and little time using a virtual
environment, but there is a limit to understanding the
overall training situation for various situations. Constructive
simulation such as war games can simulate various sce-
narios, but it is relatively out of touch with reality and it is
difficult to describe each object in detail [29].

+us, these three simulations have different advantages
and disadvantages, and they can be interoperated to build a
synthetic theater of war. +rough this, the distributed op-
erations complement the advantages and disadvantages of
each other and enable low-cost, high-efficiency training.
Successful interoperation of LVC requires integrability of
infrastructures, interoperability of systems, and compos-
ability of models [30].

At this time, LVC can communicate using interopera-
tion middleware such as High Level Architecture/Run Time
Infrastructure (HLA/RTI), as shown in Figure 1. +e HLA/
RTI is a middleware that implements an international
standard for distributed simulation defined in IEEE 1516. It
allows real-time data exchange and time management be-
tween heterogeneous simulators [31–33]. +ese interoper-
ation technologies play important roles in constructing the
LVC system. In particular, the establishment of interoper-
ation standards increases the reusability and operability of
the simulators.

Meanwhile, in the production domain, various simulators
have been developed along with the smart manufacturing, and
some ideas are needed to integrate them. In this paper, we use
the relatively more developed concept of LVC interoperation in
the defense domain to implement a novel interoperation ar-
chitecture in the production domain. In the next section, we
apply the concept to build a systematic and efficient interop-
eration architecture for smart manufacturing.

3. Applying LVC Interoperation into
Smart Manufacturing

In this section, we propose an LVC interoperation for CPPS-
based smart manufacturing. Firstly, we explain each com-
ponent of LVC. +en, we provide the overall interoperation
architecture and application plan in the shop floor of smart
manufacturing.
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3.1. Components of LVC in Smart Manufacturing. +is
section describes how to define and operate each component
of LVC simulation in smart manufacturing. First, the
concept of live simulation is shown in Figure 2. Live sim-
ulation in the smart manufacturing can be performed by
actual workers on the assembly line or logistics on the actual
shop floor. For example, workers can install IoT sensors and
cameras when performing the assembly or logistics work
and acquire real-time data through the attached sensors and
cameras. +e data obtained through the live simulation can
be used to improve work proficiency and inefficient oper-
ation/behavior.

Figure 3 shows the actual live simulation that we are
currently operating. When a real worker with IoT sensors
performs assembly work, we can monitor operations
through the sensors and the camera. +e collected data
allows us to measure the cycle time of the work, analyze the
motion that is being wasted, and give feedback to the worker.

Next, the concept of virtual simulation is shown in
Figure 4. Virtual simulation is a kind of hardware-in-the-
loop (HIL) simulation in which users operate virtual sim-
ulators through hardware such as a Human Interface Device
(HID). For example, a user can perform a simulation of an
operation through a controller connected to a process
simulator such as a machine or robot. At this time, the real-
time results of the simulator return to the user in real time,
and the user can perform the closed-loop simulation by
constantly reflecting the feedback.

In addition, the user can experience and review the 3D
Visual Factory using the VR/AR devices. As technologies
such as VR/AR are developed and cooperated with existing
virtual simulators, the spectrum of virtual simulation is
expanding. Figure 5 is an example of a 3D virtual factory
currently operating in the manufacturing facilities. +e 3D
virtual simulation model is implemented identically with the
actual factory layout. It receives real-time data from the
actual manufacturing line through the sensors. If abnormal
data is detected, an alarm appears on the model and the user
can detect it using equipment such as a VR Glass. +is
facilitates monitoring the manufacturing line and remote
support. Another possible application using a VR device is
an assembly test in the virtual work place. Usually imple-
mented to validate workability of new work such as collision,
reachability, or productivity, we need to build a new
workshop for pilot testing. However, using VR/AR

technology, the worker can perform tasks in a virtual world
without real workshop or tools.

Finally, the concept of constructive simulation is
shown in Figure 6. Constructive simulator consists of
constructive simulation model and constructive simu-
lation engine. +e simulation model used in this paper
consists of three levels of models: the parameter-based
model, the icon-based model, and the source code model
so that all users in the production system can use the
simulator [34]. +e users can build a model in three ways

Live
simulator

ex) combat training center

Virtual
simulator

ex) flight/tank simulator

Constructive
simulator

ex) war game model

Interoperation middleware (HLA/RTI)

Figure 1: Concept of LVC interoperation.

Human input

Live simulation
(real system: shop floor)

Assembly line Logistics

IoT sensor

Simulation Output

Figure 2: Concept of live simulation in smart manufacturing.

IoT sensor/camera instatllation

Real worker with
real system (shop floor)

Live simulation result
(worker motion analysis)

Live simulation: assembly work

Figure 3: Application of live simulation in smart manufacturing.
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depending on their simulation training level or simula-
tion objective. +e model is automatically created
through the Production Line Generator and the Model
Synthesizer inside the simulation engine as shown in
Figure 6. Created as a discrete event simulation model, it
can be simulated using a discrete event simulation engine.
Although the fidelity is relatively low, the constructive
simulation has the advantage of simulating production
facilities quickly and repeatedly with virtual agents in a
virtual environment.

An example of the constructive simulator that we are
currently operating is shown in Figure 7. +e upper part of
Figure 7 shows the user modeling results of the assembly line
and logistics through the icon-based modeling. +e lower part
of Figure 7 shows the simulation results using the automatically
generated model from the user modeling result. Table 1 shows
the results of comparing the features of three simulations in
smart manufacturing.

3.2. Overall Architecture and Application Plan. Since mod-
eling is objective-oriented, it is possible to model in various
ways according to the objective of analysis in the
manufacturing system. Although each simulation described
in the previous section can be operated individually
according to its purpose, it is important to create synergy by
integrating them to build a more efficient smart
manufacturing system. Figure 8 shows the overall archi-
tecture for LVC interoperation in smart manufacturing.
+ree simulations communicate using an interoperation
interface, and the events they exchange are defined as shown
in the figure. +e interface consists of a proxy for message
communication, a neutral data format, and a management
tool for managing data/time. +e following subsections
describe the application plan for each LC, VC, and LV inside
the overall interoperation architecture in detail.

First, LC interoperation will be described. +e live
simulation senses the operation of the worker through the
IoT sensor and transmits the results to the constructive

Virtual simulation model
(3D virtual factory)

Setting error

Setting error

Virtual simulation result
(factory monitoring with VR glass)

Figure 5: Application of virtual simulation in smart
manufacturing.
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Figure 6: Concept of constructive simulation in smart
manufacturing.
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Figure 7: Application of constructive simulation in smart
manufacturing.
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simulator in real time.+e constructive simulator takes them
and performs layout simulation to predict the productivity.
+e optimal line configurations or parameters derived from
simulation-based optimization (constructive optimizer)
return to the worker or shop floor to help improve the
productivity. For example, by deriving the optimal cycle
time for the desired throughput or line of balance (LOB), it
can provide the improvement points of the operator’s waste
operation and the facility’s performance. It can also provide
a way to improve the shop floor such as with assembly line
layout and logistics traffic. In other words, we can derive
efficient manufacturing conditions by simulation-based
optimization using interoperation of sensing data and
simulation models [35, 36]. Also, we can optimize the results
of the constructive simulation through the motion analysis
(live optimizer) in the live simulation. Details of this pro-
cedure will be covered in the case study.

Next, one of VC interoperations is an operation with
layout simulator and process simulator using HID. By
replacing part of the virtual layout model with the process
simulator, it is possible to do virtual commissioning that the
user controls through the controller in real time. Virtual
commissioning can dramatically reduce system installation
costs and operating time by simulating and verifying au-
tomation equipment in a virtual environment to ensure that
the equipment works as expected [37, 38]. +e layout
simulator can be interoperated with the virtual simulator as
well as the actual machine. +is enables the feasibility and
interoperability test between equipment and assembly line
and allows more detailed simulation of the manufacturing
system through the interoperation between different levels of
simulators. In addition, there is an interoperation between
VR/AR device and layout simulator as another method of
VC interoperation. Using the layout modeling environment,

Table 1: Characteristics of live, virtual, and constructive.

Characteristic Live Virtual Constructive
Unit Real Real Virtual
Environment Real Virtual Virtual

Type Real work Process simulator, 3D virtual
factory Manufacturing facilities

Tool IoT sensors, camera HID, VR/AR device Personal computer
Objective Training, real data acquisition Training Analysis

Pros and cons Realistic simulation, but requires a lot of
cost and time

Actual environment is
unnecessary

Rapid analysis time and less cost, but high
abstraction level

Human input Human input
Feedback Feedback

Live

Logistics

Live Virtual

Constructive

HID

PLCAssembly line

Live optimizer

Proxy

Optimal configuration
Optimal parameter

Managing toolNeutral data format

Constructive
optimizer

Result DB Si
m

ul
at

io
n 

re
su

lt

Production line
generator

Parameter-based model

Output (live) Output (virtual) Output (virtual)

Constructive simulation model

Icon-based model

Model synthesizer
(simulation schema)

Simulation engine

Constructive simulation engine

Source code model

Model DB

Sensor

Db Data exchange
For validation

VR/AR device

Virtual simulator
Process simulator
(machine/robot)

Monitoring data Simulation result

3D visual factory

Interoperation interface

Figure 8: Overall architecture of LVC interoperation in smart manufacturing.
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we canmodel themanufacturing plant as a 3D virtual factory
and experience it using VR/AR devices. In addition, intuitive
fault detection and diagnosis is possible by transmitting the
real-time prediction results of the layout simulation to the
virtual environment. It enables monitoring the
manufacturing line with a remote support.

Next, one of LV interoperations is an analysis of virtual
facilities in conjunction with actual facilities. In other words,
a virtual simulator can be validated through comparison of
data between virtual and actual facilities. +e parameters
applied to the virtual simulator can be tuned through the
results of the actual equipment, and synergy can be created
by performing high-scalable simulation using these vali-
dated simulators. In addition, it is possible to monitor the
operating status through the 3D virtual factory by sharing
the actual operation status and results of the live simulation.
On the other hand, it is possible to test and validate new
workshop or improved tasks in a virtual environment.
Newly designed workshop can be constructed as a virtual
simulation model, and a worker can perform tasks using VR
without the actual workshop. At the same time, IoT sensors
attached to the worker collect motion data and transmit the
data to analysis.

Finally, we can operate smart manufacturing by inter-
operation of all three LVC simulations. Figure 9 shows a
simple example of LVC interoperation. +e LVC interop-
eration concept was applied to the hybrid simulation for
advanced analysis of the manufacturing system. Among the
five components that make up the factory, high-level
components such as plant, floor, and line can be expressed
using constructive simulation. +ey have high scalability but
low fidelity. On the other hand, low-level components such
as process and resource can be expressed by live simulation
and virtual simulation depending on the type.+ey have low
scalability but high fidelity on the contrary. By interoper-
ating the simulations at different levels, it is possible to
predict the manufacturing systemmore precisely. In the case
study, we will show a simple example of LVC interoperation
using these operation plans.

Likewise, with the LVC interoperation framework for
smart manufacturing, various application plans can be

operated depending on the needs of the shop floor as de-
scribed above. +rough the framework, three heterogeneous
simulators can achieve organic cooperation and increase
interoperability/connectivity. As a result, the gap between
the real and cyber world can be bridged, and CPPS-based
smart manufacturing system can be finally established. In
the case study, we will show a simple example of LVC
interoperation using these operation plans.

4. Case Study

Generally, manufacturers use simulations to build new
production lines or improve existing production lines. +e
simulation predicts the production of the lines in advance
and finds ways to optimize the line. At this time, the process
time per resource, which is the input data of the simulation
model, actually utilizes the data measured in the line. +is
section describes a case where LVC interoperation was
performed by applying this.

Figure 10 shows the layout of the linear production line
used for the case study. It is one of simple test lines in our
company. Five workers and one automation machine per-
form six separate processes from the left, and a conveyor is
placed between each process to move the finished product
from the previous process to the next. +e user creates a
model of constructive simulation based on the layout and
performs the simulation. At this time, the process time per
resource is obtained from live simulation and used. Table 2 is
the time of the process and the process for each resource
used in the case study. Here, the process time is obtained
differently depending on the resource type. +e worker’s
value is measured by attaching an IoT sensor. In the case of
the machine, it is obtained by analyzing the log data about
the operation of the machine through OPC UA.

Figure 11 shows the results of constructive simulation
modeling by placing a library that represents the process of
resources in the production line and Figure 12 shows the
actual process (working, blocking, and waiting) load results
for each process when the simulation is performed for 460
minutes. +e legend is expressed on the right side of the
graph. +rough this, it can be confirmed that the assembly

Plant

Floor

Line

Process

Resource

High scalability and low fidelity

Constructive

Live and virtual

Interoperation interface

Live Virtual

Constructive

High fidelity and low scalability

Figure 9: LVC interoperation example.
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Table 2: Process time and resource by process in the production line of the case study.

No. Process
Process time

Resource
Min Avg. Max

1 Input 8.81 15.66 20.81 Worker
2 Preassembly 9.60 15.57 21.71 Worker
3 Assembly cell 1 16.61 18.61 21.6 Worker
4 Assembly cell 2 14.53 18.60 22.51 Worker
5 Inspection 13.95 18.00 19.50 Machine
6 Packing 13.39 16.40 20.42 Worker

Figure 10: Layout for production line used in case study.
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Figure 12: Simulation results of process load for initial measured process time.

Figure 11: Constructive simulation modeling results for the linear production line.
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type 1 process that generates a blocking in the previous
process and generates a waiting in the next process is a
bottleneck process. +e throughput of each process, cycle
time, and working time are shown in Table 3. +e total
production of the line is 1,453, which is the throughput of
the last process.

To optimize the line based on the results, this study
restructured the process time for assembly cell 1, which was
analyzed as a bottleneck through the results of constructive
simulation. Assembly cell 1 consists of two unit tasks. By
performing motion analysis within each unit task, unnec-
essary operations are removed and the locations of tool and

parts are relocated. To forecast the new process time of
improved task in the suggested new workshop layout, the
virtual workshop was constructed in detail so that a worker
performed the new task in a virtual environment using VR
device.

As a result, process time of assembly cell 1 is shortened
by improving work behavior and new workshop layout. +e
sample data (Figures 13 and 14) show the normal distri-
bution curve for the existing unit working time and the
changed unit working time. Constructive simulation was
performed again to reflect this result. +e lead time of all
lines was reduced and the production was increased

Table 3: +roughput, cycle time, and working time for each process in the line.

No. Process +roughput Cycle time Working time
1 Input 1,460 18.9 15.02
2 Preassembly 1,459 18.92 15.61
3 Assembly cell 1 1,457 18.94 18.9
4 Assembly cell 2 1,455 18.97 18.49
5 Inspection 1,454 18.98 17.36
6 Packing 1,453 19 16.78
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Figure 13: Working time distribution curve for unit task 1 of the assembly cell.
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Figure 14: Working time distribution curve for unit task 2 of the assembly cell.
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(Table 4). +e procedure performed in this case study is
represented by a diagram as shown in Figure 15. +is case
study has shown that organic interoperation of three het-
erogeneous simulations can contribute to improve pro-
ductivity and create synergy.

5. Conclusion

In the fourth industrial revolution, many manufacturing
enterprises are building smart manufacturing platforms
using various ICTs. As interest in smart manufacturing
increases, various simulators are being developed to
simulate production sites according to the objective of
analysis. Manufacturers continue to utilize these various
simulators to build smart manufacturing systems.
However, they have difficulty integrating and interop-
erating existing heterogeneous simulators for smart
manufacturing. In other words, we need a whole
framework for interoperating them. +erefore, this paper
proposed an interoperation framework of manufacturing
simulations by applying the existing LVC interoperation
concept operated in the military domain. +is framework
provides an interoperation interface and interoperable
methods between each simulation. Finally, we showed
how we can utilize it through the actual case study of
interoperation between live and constructive simulation.
It presented a method to link the constructive simulation
for one production line and the live simulation of

resources in the line. It was verified by performing one
example of increasing production throughput of the
production line through actual data. In addition, it has
been able to improve the reusability and interoperability
of existing simulations.

By using LVC, the feasible integration is started from the
manufacturing stage, and the comprehensive smart factory
including other legacy systems, such as Manufacturing
Execution System and Supply Chain Management, can be
built gradually. Finally, we will build and expand a
Manufacturing Lifecycle Management system that covers
everything from development to manufacturing. In addi-
tion, it is required to propose the direction of the smart
factory through the LVC interoperation.
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Figure 15: +e LVC interoperation procedure performed in the case study.

Table 4: +roughput, cycle time, and working time per process in the line according to work time reorganization.

No. Process +roughput Cycle time Working time
1 Input 1,493 18.49 15.07
2 Preassembly 1,491 18.51 15.54
3 Assembly cell 1 1,489 18.54 18.17
4 Assembly cell 2 1,487 18.56 18.5
5 Inspection 1,485 18.59 17.42
6 Packing 1,484 18.6 16.72

Complexity 9



References

[1] F. Tao and M. Zhang, “Digital twin shop-floor: a new shop-
floor paradigm towards smart manufacturing,” IEEE Access,
vol. 5, pp. 20418–20427, 2017.

[2] X. Yao, J. Zhou, Y. Lin, Y. Li, H. Yu, and Y. Liu, “Smart
manufacturing based on cyber-physical systems and beyond,”
Journal of Intelligent Manufacturing, vol. 30, no. 8,
pp. 2805–2817, 2019.

[3] J. Wan, M. Yi, D. Li, C. Zhang, S. Wang, and K. Zhou, “Mobile
services for customization manufacturing systems: an ex-
ample of industry 4.0,” IEEE Access, vol. 4, pp. 8977–8986,
2016.

[4] U. H. Govindarajan, A. J. C. Trappey, and C. V. Trappey,
“Immersive technology for human-centric cyberphysical
systems in complex manufacturing processes: a compre-
hensive overview of the global patent profile using collective
intelligence,” Complexity, vol. 2018, Article ID 4283634,
17 pages, 2018.

[5] Y. Tan, W. Yang, K. Yoshida, and S. Takakuwa, “Application
of IoT-aided simulation to manufacturing systems in cyber-
physical system,” Machines, vol. 7, no. 1, p. 2, 2019.

[6] G. Hwang, J. Lee, J. Park, and T.-W. Chang, “Developing
performance measurement system for Internet of +ings and
smart factory environment,” International Journal of Pro-
duction Research, vol. 55, no. 9, pp. 2590–2602, 2017.

[7] K.-M. Seo and K.-P. Park, “Interface data modeling to detect
and diagnose intersystem faults for designing and integrating
system of systems,” Complexity, vol. 2018, Article ID 7081501,
21 pages, 2018.

[8] K. Y. H. Lim, P. Zheng, and C. H. Chen, “A state-of-the-art
survey of Digital Twin: techniques, engineering product
lifecycle management and business innovation perspectives,”
Journal of Intelligent Manufacturing, vol. 31, pp. 1313–1337,
2020.

[9] A. J. H. Redelinghuys, A. H. Basson, and K. Kruger, “A six-
layer architecture for the digital twin: a manufacturing case
study implementation,” Journal of Intelligent Manufacturing,
vol. 31, no. 6, pp. 1383–1402, 2019.

[10] B. S. Kim and T. G. Kim, “Modeling and simulation using
artificial neural network-embedded cellular automata,” IEEE
Access, vol. 8, no. 1, pp. 24056–24061, 2020.

[11] G. Chen, P. Wang, B. Feng, Y. Li, and D. Liu, “+e framework
design of smart factory in discrete manufacturing industry
based on cyber-physical system,” International Journal of
Computer IntegratedManufacturing, vol. 33, no. 1, pp. 79–101,
2019.

[12] S. Choi, C. Jun, W. B. Zhao, and S. Do Noh, “Digital
manufacturing in smart manufacturing systems: contribution,
barriers, and future directions,” in proceedings of the IFIP
International Conference on Advances in Production Man-
agement Systems, pp. 21–29, Tokyo, Japan, September 2015.

[13] Q. Qi and F. Tao, “Digital twin and big data towards smart
manufacturing and industry 4.0: 360 degree comparison,”
IEEE Access, vol. 6, pp. 3585–3593, 2018.

[14] H. Tang, D. Li, S. Wang, and Z. Dong, “CASOA: an archi-
tecture for agent-based manufacturing system in the context
of Industry 4.0,” IEEE Access, vol. 6, pp. 12746–12754, 2017.

[15] L. Ribeiro and M. Hochwallner, “On the design complexity of
cyberphysical production systems,” Complexity, vol. 2018,
Article ID 4632195, 13 pages, 2018.

[16] R. Lovas, A. Farkas, A. C. Marosi et al., “Orchestrated plat-
form for cyber-physical systems,” Complexity, vol. 2018,
Article ID 8281079, 16 pages, 2018.

[17] R. Rosen, G. Von Wichert, G. Lo, and K. D. Bettenhausen,
“About the importance of autonomy and digital twins for the
future of manufacturing,” IFAC-PapersOnLine, vol. 48, no. 3,
pp. 567–572, 2015.

[18] G. Y. Kim, J. Y. Lee, H. S. Kang, and S. D. Noh, “Digital factory
wizard: an integrated system for concurrent digital engi-
neering in product lifecycle management,” International
Journal of Computer Integrated Manufacturing, vol. 23, no. 11,
pp. 1028–1045, 2010.

[19] J. Jeon, S. Kang, and I. Chun, “CPS-based model-driven
approach to smart manufacturing systems,” 2e Fifth Inter-
national Conference on Intelligent Systems and Applications,
vol. 68, pp. 136–146, 2016.

[20] R. Jardim-Goncalves, A. Grilo, and K. Popplewell, “Novel
strategies for global manufacturing systems interoperability,”
Journal of Intelligent Manufacturing, vol. 27, no. 1, pp. 1–9,
2016.

[21] DoD, DoD Modeling and Simulation (M&S) Glossary. DoD
5000.59-M, CreateSpace Independent Publishing Platform,
Sacramento, CA, USA, 2013.

[22] W. Choi, K. Yu, B. J. Park, S. Kang, and J. Lee, “Study on LVC
(Live-Virtual-Constructive) interoperation for the national
defense M&S (modeling & simulation),” in Proceedings of the
2008 International Conference on Information Science and
Security (ICISS 2008), pp. 128–133, Hyderabad, India, De-
cember 2008.

[23] K.-M. Seo, W. Hong, and T. G. Kim, “Enhancing model
composability and reusability for entity-level combat simu-
lation: a conceptual modeling approach,” Simulation, vol. 93,
no. 10, pp. 825–840, 2017.

[24] R. Bloomfield, E. Mazhari, J. Hawkins, and Y.-J. Son, “In-
teroperability of manufacturing applications using the Core
Manufacturing Simulation Data (CMSD) standard informa-
tion model,” Computers & Industrial Engineering, vol. 62,
no. 4, pp. 1065–1079, 2012.

[25] B. P. Gan, L. P. Chan, and S. J. Turner, “Interoperating
simulations of automatic material handling systems and
manufacturing processes,” in Proceedings of the 2006 Winter
Simulation Conference, pp. 1129–1135, Sacramento, CA, USA,
January 2006.

[26] G. Pedrielli, M. Sacco, W. Terkaj, and T. Tolio, “An HLA-
based distributed simulation for networked manufacturing
systems analysis,” Journal of Simulation, vol. 6, no. 4,
pp. 237–252, 2012.

[27] S. Weyer, T. Meyer, M. Ohmer, D. Gorecky, and D. Zühlke,
“Future modeling and simulation of CPS-based factories: an
example from the automotive industry,” IFAC-PapersOnLine,
vol. 49, no. 31, pp. 97–102, 2016.

[28] J. Y. Lee, H. S. Kang, S. D. Noh, J. H.Woo, and P. Lee, “NESIS:
a neutral schema for a web-based simulation model exchange
service across heterogeneous simulation software,” Interna-
tional Journal of Computer Integrated Manufacturing, vol. 24,
no. 10, pp. 948–969, 2011.

[29] M. Varshney, K. Pickett, and R. Bagrodia, “A live-virtual-
constructive (LVC) framework for cyber operations test,
evaluation and training,” in proceeding of the 2011 Military
Communications Conference, pp. 1387–1392, Baltimore, MA,
USA, November 2011.

[30] A. Tolk, “Interoperability and Composability,” Modeling and
Simulation Fundamentals: 2eoretical Underpinnings and
Practical Domains, pp. 403–433, John Wiley & Sons, Hobo-
ken, NJ, USA, 2010.

10 Complexity



[31] IEEE Std 1516-2000, IEEE Standard for Modeling and Sim-
ulation (M&S) High Level Architecture (HLA)-Framework and
Rules, IEEE Standard, Piscataway, NJ, USA, 2000.

[32] IEEE Std 1516.1-2000, IEEE Standard for Modeling and
Simulation (M&S) High Level Architecture (HLA)-Federate
Interface Specification, IEEE Standard, Piscataway, NJ, USA,
2001.

[33] IEEE Std 1516.2-2000, IEEE Standard for Modeling and
Simulation (M&S) High Level Architecture (HLA)-Object
Model Template (OMT) Specification, IEEE Standard, Pis-
cataway, NJ, USA, 2001.

[34] B. S. Kim, Y. Jin, and S. Nam, “An integrative user-Level
customized modeling and simulation environment for smart
manufacturing,” IEEE Access, vol. 7, pp. 186637–186645, 2019.

[35] B. S. Kim, B. G. Kang, S. H. Choi, and T. G. Kim, “Data
modeling versus simulation modeling in the big data era: case
study of a greenhouse control system,” Simulation, vol. 93,
no. 7, pp. 579–594, 2017.

[36] B. S. Kim and T. G. Kim, “Cooperation of simulation and data
model for performance analysis of complex systems,” Inter-
national Journal of Simulation Modelling, vol. 18, no. 4,
pp. 608–619, 2019.
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Pneumatic muscle actuators (PMAs) own compliant characteristics and are suitable for use in rehabilitation equipment. (is
paper introduces a rehabilitation robot driven by PMAs devised in the Rehabilitation andMedical Robot Laboratory. Considering
high nonlinearities inside PMAs, a single neuron tuned PID controller is carefully designed. Experimental setup is built up and
trials are performed. Results demonstrate the proposed advanced PID algorithm can achieve better capacity in position tracking
than the conventional PID controller.

1. Introduction

Features of physiological function recession in aging process
include decreased limb flexibility, osteoporosis, muscle at-
rophy, and significant decline in loading capacity of bone
tissue. (e incidence of acute cardiovascular and cerebro-
vascular diseases and that of neurological diseases in the
aged keep at a high level, and most of these patients have
symptoms of hemiplegia [1, 2]. Quantity of patients with
limb dyskinesia caused by other diseases, sports injury, and
traffic accidents is increasing rapidly. For these patients,
besides early surgical treatments and necessary medications,
correct and scientific rehabilitation training plays an im-
portant role in restoration and improvement of limb motion
functions [3]. Many patients suffer frommuscle atrophy and
lose limb mobility because of improper training methods
and failure to get effective rehabilitation training. (is un-
fortunately makes patients suffer tremendously and causes
great burden to family and society [4, 5]. A lot of clinical
practices have proved that, without scientific and sufficient
rehabilitation training, many patients with impairment of
limb motion functions cannot restore the walking capacity
to normality and have to move in a typical asymmetric
attitude. (us, improvements in patients’ walking capacity

and the ability to take care of themselves in lives make a lot of
sense to both patients and society. However, dependence
only on physiotherapists cannot meet requirements of pa-
tients’ rehabilitation because the amount of physiotherapists
is small and one physiotherapist lacks the capacity of
training several patients simultaneously. Another barrier is
that different physiotherapists have different understandings
about rehabilitation exercises and different evaluating in-
dicators [6–10].(e above obstacles are harmful in achieving
ideal training strength and effects. Besides, loss of necessary
means of detection and control makes obstacles in meeting
the needs of a large number of patients in modern society.
Rehabilitation robots can help patients complete kinds of
motion function rehabilitation training, such as arm re-
storing therapy and ankle rehabilitation [11–13]. Wu et al.
designed a three-degrees-of-freedom lower rehabilitation
robot involving hip, knee, and ankle joints and proposed an
adaptive robust subcontroller for the robot to handle system
uncertainties and disturbances from patients [14] Banala
et al. developed a robot-assisted gait training algorithm and
used a force-field controller to achieve more effective
training [15]. Besides, other rehabilitation robots have been
developed [16–29]. Fateh and Khoshdel presented a new
voltage-based adaptive impedance force control for a lower
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limb rehabilitation robot, and gradient descent algorithm
was adopted to tune impedance parameters to guarantee
force controlling effect [30].

Most of the presented rehabilitation robots adopted
motors as actuators, which leads the lack of compliance
during recovery. In this research, a compliant ankle-reha-
bilitation robot driven by PMAs is presented and an ad-
vanced PID algorithm is devised to handle nonlinearities
and disturbances inside the robot. (is paper is arranged as
follows. Section 2 introduces characteristics of the devised
pneumatic muscle actuator-driven ankle rehabilitation ro-
bot. Section 3 proposes a single neuron adaptive PID
controller for the robot; Section 4 establishes the experi-
mental setup of the robot and performs the rehabilitation
tests to validate the designed controller.

2. Structure of the Ankle-Rehabilitation Robot

2.1. StructureDescription. (e detailed structure of the ankle
rehabilitation robot is addressed prudently and shown in
Figure 1. Decomposition diagram of the ankle joint
mechanism is displayed in Figure 2. One of the crucial issues
to be handled is that placing angle and height of the training
device must own the capacity of adjustment according to
different patients and circumstances. (us, the robot
framework is made of aluminum profiles whose installing
grooves are in unique T-shape (shown in Figure 3). By this
way, arrangement angle and height of the robot can be
adjusted arbitrarily in the framework. Besides, robot
mounting panel has slots and holes. Slots allow the robot to
move along and be fixed by bolts. Holes help the robot rotate
around to modulate the arrangement angles and guarantee
comfort during rehabilitation exercises. (e panel frame-
work is made up of aluminum profiles, whilst the robot is
fabricated by light and high tensile aluminum. Another
important issue is to guarantee safety during training ex-
ercises. (is is realized by the limitation of the allowable
angle range of the executive mechanism. Actually, angle
limiting device (shown in Figure 4) is devised in the robot to
avoid hurt on the patients’ ankles. (e range of the executive
mechanism in the robot is (−30°, 30°).

In traditional ankle rehabilitation robots, driving com-
ponents are usually installed on one side of the ankle joint.
(is type of unilateral asymmetric structure (shown in
Figure 5(a)) may exert uncertain force to joint, produces
harmful torque on the robot joint in extra directions, and has
detrimental influence on mechanical structure stability.
Bilateral structure is adopted in the ankle joint design in
order to preventing from producing harmful torques in extra
directions. (is bilateral structure keeps balance in different
components of ankle rehabilitation robot and eliminates
harmful torques created by drive power and forces from the
feet of patients. Power supplying mechanism and trans-
mission mechanism are both installed bilaterally about the
ankle joint, which makes identical forces on the two sides of
the structure. (e symmetrical configuration can further
guarantee the stability and reliability of mechanical trans-
mission, make good use of space, and improve compact
layout of the robot (shown in Figure 5(b)).

2.2. Prototype. (e prototype of the robot (shown in
Figure 6) adopts aluminum alloy tomake sure of light weight
and high strength. Aluminum alloy profile frame is used to
regulate posture of the robot for various patients. A torque
sensor is installed in one side of the output shaft of the
transmission mechanism to measure driving torque or the
human ankle, and an incremental encoder is fixed with the
other side of the identical output shaft to record the real time
rotation angle.

3. Single Neuron Tuned Adaptive
PID Controller

3.1. Single Neuron Adaptive PID Algorithm. Proportional
Integral Differential (i.e., PID) algorithm is widely used in
various rehabilitation and medical robots because of con-
cision, efficiency, and reliability. However, high nonlinearity
and strong hysteresis of PMAs bring a tricky job in keeping
high tracking capacity because of which conventional PID
algorithm owns constant values of parameters P, I, and D.
Considering single neuron strategy has the excellent capacity
in regulating structural parameters, a single neuron tuned
PID controller is devised, as shown in Figure 7. ω1, ω2, and
ω3 are structural parameters of single neuron algorithm and
represent P, I, and D of the PID controller, respectively.
Values of ω1, ω2, and ω3 are online regulated according to
some criterions, and this paper adopts a hybrid of super-
visory delta learning rule and nonsupervisory Hebbian rule.
A cost function is defined as the evaluation indicator of the
tuning algorithm in the following equation:

Θ(k) �
1
2
θref(k) − θ(k) 

2
. (1)

(e principle is to reduce Θ(k) by online tuning pa-
rameters ω1, ω2, and ω3. Gradient descent algorithm is used
as follows:

ωi(k + 1) � ωi(k) − ηi

zΘ(k)

zωi(k)
, i � 1, 2, 3. (2)

Foot
pedal

Shin shim

Ankle
joint

Driving
mechanism

Retainer plate of
executive body

Retainer plate
of shin shim

Bracket

Figure 1: CAD model of the ankle rehabilitation robot.
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According to chain rule of differential equations,
zΘ/zωi(k) is calculated as follows:

zΘ
zωi

�
zΘ
zθ

zθ
zupid

zupid

zωi

� −e(k) ·
zΘ

zupid
· xi. (3)

Usually, zΘ/zupid is difficult to calculate because of
complexity of the actual system. To simplify the calculation,
it is replaced by sgn[zθ/zupid]. xi (i� 1, 2, 3) are inputs of
neuron units ω1, ω2, and ω3, respectively. In the single
neuron PID controller, xi are assigned according to tracking
errors of the system, i.e.,

x1 � e(k),

x2 � e(k) − e(k − 1),

x3 � e(k) − 2e(k − 1) + e(k − 2).

(4)
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Figure 3: Regulating device for installing angle and height of the
robot.
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Figure 2: Decomposition diagram of the ankle joint mechanism.
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(e output upid is as follows:

upid �
K 

3
i�1 xiωi





3
i�1 ωi




. (5)

3.2. Controller Design of the Rehabilitation Robot. (e
controller is devised using single neuron strategy tuned PID
algorithm in Figure 7. Two electrical proportional valves
with type of ITV1050-212N made by SMC Corporation are
used in the setup to control the pressure inside the pair of
PMAs. (is type valve has an output range of pressure in
(0.005, 0.9) MPa and linear correspondent controlling
voltage in (0, 5) V. u01 in Figure 8 is the initial input voltage
of the first valve, i.e., the initial pressure inside the first PMA.
Similarly, u02 is the initial input voltage of the second valve,
i.e., the initial pressure inside the second PMA. Values of u01
and u02 are tuned by the trial and error. Pvalve(u) is the
transfer function of the proportional valve and has the
following form:

Pvalve(u) � 0.179u + 0.005. (6)

Torque switch in the controlling block is used to guar-
antee the safety of patients by setting a range of torque. If the
sampled torque value is larger than the upper limit Tmax, or
less than lower limit Tmin, proportional valves will output
zero to PMAs and the robot stops working. Tmax and Tmin are
acquired by trial and error.

3.3. Stability Analysis of the Proposed Controller.
Controlling parameters of single neuron PID algorithm vary
along with the direction of negative gradient descent of ω1,
ω2, and ω3. Stability of the single neuron PID controller is
analyzed by Lyapunov principle. Firstly, a Lyapunov func-
tion is defined as follows:

E(k) � Θ(k) �
1
2

e
2
(k). (7)

Variation of E(k) in the self-learning process of the
single neuron model is expressed:

ΔE(k) �
1
2

e
2
(k + 1) −

1
2

e
2
(k). (8)

Similarly, variation of e can be acquired as follows:

e(k + 1) � e(k) + 

3

i�1

ze(k)

zωi(k)
Δωi(k). (9)

Considering

Δωi(k) � −ηi

zΘ(k)

ze(k)

ze(k)

zωi(k)
� −ηie(k)

ze(k)

zωi(k)
, (10)

then

Δe(k) � e 
3

i�1

ze(k)

zωi(k)
ηiΔωi(k) � −eΟ

⌢ T

ηΟ
⌢

, (11)

where η � diag η1 η2 η3 ,
Ο
⌢

� ze(k)zω1(k)ze(k)zω2(k)ze(k)zω3(k) 
T.
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Figure 5: Comparison of two installing types of driving mechanism: (a) unilateral asymmetric structure; (b) symmetrical configuration.
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Incremental encoder

Figure 6: Prototype of the rehabilitation ankle robot driven by
PMAs.
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(us,

ΔE(k) � −
1
2
(e(k)O

⌢
)
T 2η − ηO

⌢
O
⌢T

η (e(k)O
⌢

). (12)

Several conclusions can be acquired by Lyapunov
principle:

(a) E(k) is positive definite
(b) If and only if 2η − ηO

⌢
O
⌢T

η> 0, ΔE(k) is negative
definite, which means stability of the system depends
on the learning step

(c) When k approaches infinity, E(k) approaches zero

Obviously, proper values of η make ΔE(k)< 0, which
means the controlling system keeps stable.

4. Experimental Validations and Discussion

(e entire robot system, including controlling component
and air compressor, is shown in Figure 9. An AD/DA card of
USB3102A type from Beijing Art Technology Development
Co., Ltd., is adopted to control the robot and samples all
status information from sensors. An air compressor is
employed as the compressed air supplier. Main components
in the robot are listed in Table 1.

To validate the effectiveness of the proposed single neuron
tuned PID algorithm, several trials are conducted under dif-
ferent excitation. Experiments are performed on a male with
weight of 77 kg and height of 176mm in this study (shown in
Figure 10). It is generally known that passive rehabilitation
therapy is used for serious dyskinesia of limbs andmust operate

K
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upid(k) Rehabilitation
ankle robot
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+

+

–

+

Torque
switch

Torque

Transformer

∑

Learning
algorithm

x1 x2 x3
w3w2w1

Figure 7: Tracking controller of the robot in passive rehabilitation therapy.
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at a very low speed. A half sinusoidal wave excitation of
0.004Hz with amplitude 50° is applied to the robot, and
tracking responses and errors are plotted in Figures 11 and 12,
respectively. Relative large errors occur at the zero position due
to assembly errors of the robot and creep and high nonline-
arities inside PMA. Figure 11(a) shows that the maximum
tracking error of the PID controller is 5.905° at the time of 548.3
s, whilst that of single neuron tuned PID is 4.541°. Figure 11(b)
shows an enlarged part for the portion A in Figure 11(a), from
where the conclusion that single neuron tuned PID controller
achieves smaller tracking errors than conventional PID con-
troller can be drawn. Figure 12 shows tracking errors of passive

rehabilitation therapy in Figure 11, which further proves the
better capacity of single neuron regulated PID than classic PID.
Figure 13 displays a half sinusoidal wave excitation of 0.002Hz
with amplitude 50° and different responses of the adaptive PID
controller and classic PID controller. Figure 13(a) shows a
maximum tracking error of 3.364° from PID controller re-
sponses and a maximum tracking error of 2.603°. Figure 13(b)
shows an enlarged part for the portionA in Figure 13(a), which
further proves that the single neuron tuned PID controller
achieves smaller tracking errors than the conventional PID
controller. Figure 8 shows the corresponding tracking error
performances in Figure 13, and comparison between response

Encoder sensor

Air 
compressor

Computer

AD/DA card

Valve 1

Pipe

Valve 2

Torque sensor

Robot

(a)

AD/DA card

Power source
Valve

Air compressor

Robot

Computer

(b)

Figure 9: (e PMAs driven rehabilitation ankle robot: (a) schematic drawing; (b) prototype of the experimental setup.

Table 1: Components of the PMA-driven rehabilitation ankle robot.

Name Type Manufacturer Main parameters

PMA DMSP-40-300N-RMCM FESTO corporation

Nominal inner diameter: 40mm
Nominal length: 300mm
Pressure range: 0–0.6MPa
Maximum force: 6000N

Maximum contractile ratio: 25%

Valve ITV1050-212N SMC corporation Controlling voltage range: 0–5V
Output pressure range: 0.005–0.9MPa

Incremental encoder ZMK60 Working voltage: DC 5V
Maximum frequency response: 300 kHz

Torque sensor ZNNT-F CHINO SENSOR
Load range: 2–200Nm

Output signal: 0–5V, 0–10V, 4–20mA, 0–10mA
Comprehensive accuracy: 0.2%

AD/DA card USB3102A ART technology corporation

AD module:
Resolution: 16 bit

Maximum sampling speed: 250Ksps
Range: ±10V, ±5V, ±2V, ±1V

DA module:
Resolution: 16 bit

Maximum sampling speed: 100Ksps

Computer INS14-3476 DELL corporation
Processor: Intel i5-7200U

Storage disk: 500G
RAM: 4GB

Air compressor DET750-30L DAERTUO corporation
Work power: 750W

Exhaust air capacity: 120 L/min
Maximum pressure: 0.8MPa
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Figure 10: Experiment validations on a male with weight of 77 kg and height of 176mm.
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Figure 11: Passive rehabilitation therapy experiment under a half sinusoidal wave excitation of 0.004Hz with amplitude 50°: (a) tracking
performance; (b) enlarged view for portion A in (a).
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curves of the two controllers demonstrates better capacity of
single neuron tuned PID algorithm in overcoming nonline-
arities and disturbances of the robot.

5. Conclusions

Compliant ankle rehabilitation robot in this research is
realized by employing pneumatic muscle actuators as the
power source. A pair of PMAs is arranged in antagonistic
form and provides driving torque through crank-slider
mechanism. Prototype is manufactured and assembled. A
single neuron tuned PID controller with torque safety switch
is designed for the robot. Passive rehabilitation experiments
are conducted and effectiveness of the adaptive controller is
validated. Conclusion of experiments demonstrates that the
devised controlling algorithm can improve accuracy of
position tracking of the robot.
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+e synchronous research for fuzzy coupled neural networks (FCNNs) is studied by a new strategy of column pinning controllers.
In this paper, the Lyapunov Krasovskii functional (LKF) is taken as an important element for the pinning control laws. +e
networks are interconnected by coupling gains that define a physical interaction graph. Different from the preset technique in
traditional intermittent control, a novel additional communication control graphs of pinning control law are introduced, which
has not been investigated before. +e proposed control laws can achieve the control objectives of being introduced as an array of
vector with Kronecker produce operation. Under the proposed framework of intermittent control, numerical simulations via
MATLAB are used to confirm the availability of the suggested control laws.

1. Introduction

In recent decades, the investigation on neural networks
(NNS) has aroused ever-increasing interest of researchers
due to their strong application in various fields [1–5]. +e
coupled neural networks (CNNs) are seen as a special type of
complex networks, which consist of a large set of inter-
connected single NNs with each individual being called
node. Usually, the CNNs exhibit more unpredictable and
complicated behaviors than the single NNs. Synchronization
of CNNs describes a typical collective behavior and has
many applications. For example, the complex oscillatory
patterns were stored and retrieved as the synchronization
states by presenting an architecture of CNNs in [6, 7]. A
secure communication system was introduced by utilizing
the coupled cellular NNs in [8]. +e research on synchro-
nization of CNNs not only opens up new opportunities in
the understanding of brain science but also makes an im-
portant step forward to the practical applications [9].

However, the aforementioned results are valid when for
the structures and the parameters of coupled neural net-
works are exactly known. In many practical models of the
real world, uncertainty or vagueness is unavoidable. Fuzzy

theory [10–12] is considered an efficient tool to solve
vagueness problems of the complex systems. Compared with
the traditional NNS, the FCNNS have advantages for their
capabilities in handling uncertain information and repre-
senting nonlinear dynamics [13–15].

In practice, many feasible control schemes can be
adopted to study synchronous research of complex net-
works, such as the sampled-data control [16] and inter-
mittent control [17]. Among them, the sampled-data control
and impulsive control are two schemes with low control cost
because their controllers are updated only at some discrete
times. Besides, intermittent control is also an economic
choice. In such scheme, the controller is only imposed on the
systems at work time. Hence, the notion of intermittent
control came into researchers’ vision and has stimulated
many renewed results. In [18], the quasi-synchronization of
delayed chaotic systems was investigated by periodically
intermittent control. In [19], the synchronization issues of
complex networks were visited by designing an intermittent
controller equipped with two switched periods. +ere are
two categories of synchronization: self-synchronization and
forced synchronization. Without any external force, the self-
synchronization can be achieved by the connection of local
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nodes. However, the networks usually cannot be synchro-
nized by themselves. +erefore, it is more desirable to force
the networks to synchronize. Due to the high dimension and
complex topology, it will be expensive and literally infeasible
to add controllers to all nodes. Hinted by such consideration,
the strategy so-called pinning control is proposed which
only controls a small location of the nodes, such as [20–24].

As far as we know, there are no pining control results for
FCNNs. So, how to solve the pinning synchronization
problems for FCNNs is still challenging. Motivated by the
foregoing discussion, this brief explores the synchronization
of FCNNs by proposing the concept of column pinning
control law. In the developed control scheme, the work
conditions are decided by the dynamic relationships among
the Lyapunov–Krasovskii functional (LKF) and some other
column vectors. Namely, the pinning controller is imposed
on the systems when the trajectory of LKF goes into the
column regions. Our scheme changes the intrinsic charac-
teristic of the existing control methods that the work

conditions are predetermined in prior. From the events’
point of view, whether the controller is imposed or not is
decided by the dynamic of LKF. +erefore, our scheme can
be understood as a class of event-dependent column con-
trollers. Under the framework of the proposed scheme,
several simple criterions are developed to study the syn-
chronization for the considered FCNNs.

Notations: N, Rn×m, and Rn denote the sets of non-
negative integers, n × m real matrices, and n-dimensional
Euclidean space, respectively. For real symmetric matrix Υ,
Υ> 0(Υ≥ 0) indicates that Υ is positive definite (respec-
tively, semidefinite). +e superscript T stands for the
transpose of a matrix. In denotes the n-dimensional identity
matrix. diag(· · ·) represents the block-diagonal matrix.

2. Problem Formulation

Without the loss of generality, this brief considers the fol-
lowing FCNNs with N identical nodes:

_zi(t) � − Czi(t) + Af zi(t)(  + Bf zi(t − τ(t))(  + 
N

j�1
G

(1)
ij D1zj(t) + 

N

j�1
G

(2)
ij D2zj(t − τ(t)) + ui(t), i � 1, 2, . . . , h,

_zi(t) � − Czi(t) + Af zi(t)(  + Bf zi(t − τ(t))(  + 
N

j�1
G

(1)
ij D1zj(t) + 

N

j�1
G

(2)
ij D2zj(t − τ(t)), i � h + 1, h + 2, . . . , N,

(1)

in the formula, zi(t) � (zi1(t), zi2(t), . . . , zin(t))T ∈ Rn,
A ∈ Rn×n, B ∈ Rn×n, f(zi(t)) � (f1(zi1(t)), f2(zi2(t)), . . . ,

fn(zin(t)))T, C � diag(c1, c2, . . . , cn) are diagonal positive
matrix, G(1) � (G

(1)
ij )N×N, G(2) � (G

(2)
ij )N×N are the outer

coupled matrix, and D1 ∈ Rn×n, D2 ∈ Rn×n are the inner
coupled matrix.

τ(t) satisfied

0≤ _τ(t)≤ μ< 1, 0≤ τ(t)≤ τ, (2)

where μ and τ are known constants.
ui(t) are the pinning controllers.
+e controllers are designed as

ui(t) � 
N

j�1,j≠i
k

(1)
ij D3 zj(t) − zi(t) 

+ 

N

j�1,j≠i
k

(2)
ij D4 zj(t − τ(t)) − zi(t − τ(t)) ,

(3)

where k
(q)
ij > 0, (q � 1, 2), i � 1, 2, . . . , h, and k

(q)
ij � 0, for

i � h + 1, h + 2, . . . , N, and k
(q)

ij are the control graph
weights. Matrices D3, D4 ∈ Rn×n represent control gain
matrices. +ese gain matrices are the control parameters
designed to guarantee synchronization of the coupled neural
networks.

Remark 1. It is noted that the physical coupling graphs
combined with the communication control graphs together
form a cyber-physical system, where in the physical

connection graph topology G
(1)
ij andG

(2)
ij and the commu-

nication connection graph topology k
(1)
ij and k

(2)
ij are fixed.

+e design freedom is in the selection of the control gain
matrices D3 andD4.

System (3) can be rewritten as

ui(t) � 
N

j�1
L

(1)
ij D3zj(t) + 

N

j�1
L

(2)
ij D4zj(t − τ(t)), (4)

where matrix L(q) � (L
(q)
ij )N×N, (q � 1, 2), satisfied

L
(q)
ij � k

(q)
ij , i≠ j,

L
(q)
ii � − 

N

j�1,j≠i
k

(q)
ij , i, j � 1, 2, . . . , N.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

+e initial variables are given as

zi(s) � Πi0(s) ∈ Θ [− τ, 0], R
n

( , i � 1, 2, . . . , N. (6)

Let

z(t) � z
T
1 (t), z

T
2 (t), . . . , z

T
N(t) 

T
,

F(z(t)) � f
T

z1(t)( , f
T

z2(t)( , . . . , f
T

zN(t)(  
T
,

U(t) � u
T
1 (t), u

T
2 (t), . . . , u

T
N(t) 

T
.

(7)

Combining with the sign ⊗ of Kronecker product,
system (1) can be rewritten as
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_z(t) � − IN ⊗C( z(t) + IN ⊗A( F(z(t))

+ IN ⊗B( F(z(t − τ(t))) + G
(1) ⊗D1 z(t)

+ G
(2) ⊗D2 z(t − τ(t)) + U(t).

(8)

From equation (15), we have

U(t) � L
(1) ⊗D3 z(t) + L

(2) ⊗D4 z(t − τ(t)). (9)

Remark 2. It is the first introduction of the pinning control
laws as an array of vector with Kronecker produce operation.

Assumption 1 (see [25–27]). +e outer-coupling matrix are
assumed as

G
(q)

ij � G
(q)

ji ≥ 0, i≠ j, q � 1, 2,

G
(q)
ii � − 

N

j�1,j≠i
G

(q)
ij , i, j � 1, 2, . . . , N.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

Assumption 2 (see [28–30]). For j ∈ 1, 2, . . . , N, ∀s1, s2 ∈ R,
s1 ≠ s2, the neural activation functions satisfy

σ −
r ≤

fj s1(  − fj s2( 

s1 − s2
≤ σ+

r . (11)

We define

Δ1 � diag σ+
1σ

−
1 , . . . , σ+

nσ
−
n( ,

Δ2 � diag
σ+
1 + σ −

1
2

, . . . ,
σ+

n + σ −
n

2
 .

(12)

From T-S fuzzy model concept, for the first time, a class
of FNNS with pinning controllers is described here. Model 1
with T-S theory is described.

Rule l: if θ1(t) is Fl1, θ2(t) is Fl2, . . . , θg(t) is Flg, then

_zi(t) � − Clzi(t) + Alf zi(t)(  + Blf zi(t − τ(t))(  + 
N

j�1
G

(1)
ij D1lzj(t) + 

N

j�1
G

(2)
ij D2lzj(t − τ(t)) + ui(t), i � 1, 2, . . . , h,

_zi(t) � − Clzi(t) + Alf zi(t)(  + Blf zi(t − τ(t))(  + 
N

j�1
G

(1)
ij D1lzj(t) + 

N

j�1
G

(2)
ij D2lzj(t − τ(t)), i � h + 1, h + 2, . . . , N.

(13)

+e controllers of the fuzzy systems are assumed in the
form

ui(t) � 
N

j�1,j≠i
k

(1)
ij D3l zj(t) − zi(t) 

+ 
N

j�1,j≠i
k

(2)
ij D4l zj(t − τ(t)) − zi(t − τ(t)) .

(14)

Controller (14) can be rewritten as

ui(t) � 
N

j�1
L

(1)
ij D3lzj(t) + 

N

j�1
L

(2)
ij D4lzj(t − τ(t)), (15)

where matrix L(q) � (L
(q)
ij )N×N, (q � 1, 2) are defined as

L
(q)
ij � k

(q)
ij , i≠ j,

L
(q)

ii � − 
N

j�1,j≠i
k

(q)

ij , i, j � 1, 2, . . . , N.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(16)

+e sign of ⊗ is used to replace the Kronecker product,
and FCNNs system 13 can be expressed as

_z(t) � 
r

l�1
μl(θ(t)) − IN ⊗Cl( z(t) + IN ⊗Al( F(z(t))(

+ IN ⊗Bl( F(z(t − τ(t))) + G
(1) ⊗D1l z(t)

+ G
(2) ⊗D2l z(t − τ(t)) + U(t),

(17)

θ(t) � [θ1(t), θ2(t), . . . , θg(t)], μl(θ(t)) � (ωl(θ(t))/
r
l�1

ωl(θ(t))), Flj(θj(t)) is the grade of membership of θj(t) in
Flj. μl(θ(t)) satisfied

μl(θ(t))≥ 0,



r

l�1
μl(θ(t)) � 1.

(18)

+e controllers of a set of fuzzy rules are written as
follows.

Rule l: If θ1(t) is Fl1, θ2(t) is Fl2, . . . , θg(t) is Flg, then

U(t) � L
(1) ⊗D3l z(t) + L

(2) ⊗D4l z(t − τ(t)),

l � 1, 2, . . . , r.
(19)

+e resulting FCNNs system can be rewritten as
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_z(t) � 
r

l�1


r

k�1
μl(θ(t))μk(θ(t)) − IN ⊗Cl( z(t)(

+ IN ⊗Al( F(z(t)) + IN ⊗Bl( F(z(t − τ(t)))

+ G
(1) ⊗D1l z(t) + G

(2) ⊗D2l z(t − τ(t))

+ L
(1) ⊗D3k z(t) + L

(2) ⊗D4k z(t − τ(t)).

(20)

+en, we will introduce some useful situations, which are
very important to prove our main results.

Definition 1. System (17) is synchronized if the following
equation holds:

lim
t⟶∞

zi(t) − zj(t)
�����

����� � 0, i, j � 1, 2, . . . , N. (21)

Lemma 1 (see [31]). Define EN � eeT, where e � (1, 1, . . . ,

1)T, and U � NIN − EN, M ∈ Rn×n, z � (zT
1 , zT

2 , . . . , zT
N)T,

and x � (xT
1 , xT

2 , . . . , xT
N)T with zk, xk ∈ Rn, (k � 1, 2, . . . ,

N), then

z
T
(U⊗M)x � 

N

1≤i< j≤N
zi − xj 

T
M zi − xj . (22)

Lemma 2 (Jensen’s inequality). For any real matric
Θ ∈ Rn×n,ΘT � Θ> 0, constant ϱ > 0 and ϖ: [0, ϱ]⟶ Rn,
then

ϱ
ϱ

0
ϖT

(s)Θϖ(s)ds≥ 
ϱ

0
ϖ(s)ds 

T

Θ 
ϱ

0
ϖ(s)ds . (23)

Lemma 3 (see [32]). For symmetric constant matric

Θ �

Θ11 Θ12 Θ13
∗ Θ22 Θ23
∗ ∗ Θ33

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦> 0, Θkq ∈ Rn×n, 1≤ q≤ 3, 1≤ k≤ 3,

0< τ(t)≤ τ, and vector function _z(t): [− τ(t), 0]⟶ Rn×N,
then we have

− τ(t) 
t

t− τ(t)

z(s)

F(z(s))

_z(s)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
U⊗Θ11 U⊗Θ12 U⊗Θ13
∗ U⊗Θ22 U⊗Θ23
∗ ∗ U⊗Θ33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

z(s)

F(z(s))

_z(s)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ds,

≤ − ψT
(t)

U⊗Θ11 U⊗Θ12 U⊗Θ13 − U⊗Θ13
∗ U⊗Θ22 U⊗Θ23 − U⊗Θ23
∗ ∗ U⊗Θ33 − U⊗Θ33
∗ ∗ ∗ U⊗Θ33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ψ(t),

(24)

where ψT(t) � 
t

(t− τt)
z(s)ds

T

, 
t

(t− τt)
F(z(s))ds

T

,

z
T
(t), z

T
(t − τ(t))].

3. Synchronization Results for Fuzzy System

First, we consider the synchronization results of FCNNs
without control. Whereafter, we will establish some concise
sufficient conditions which ensure synchronization of
FCNNs.

3.1. Synchronization for FNNs without Control. In this sec-
tion, we first study the synchronization criterions for
TFNNS with time-varying delay and hybrid coupling:

_z(t) � 
r

l�1
μl(θ(t)) − IN ⊗Cl( z(t) + IN ⊗Al( F(z(t))(

+ IN ⊗Bl( F(z(t − τ(t))) + G
(1) ⊗D1l z(t)

+ G
(2) ⊗D2l z(t − τ(t)).

(25)

Theorem 1. For l � 1, 2, . . . , r, system 25 is synchronized if
Pz > 0(z � 1, 2, 3) and J1 > 0, J2 > 0, then the following for-
mulas are holding for all 1≤ i< j≤N:

Θl
ij �

Π11 − NG
(2)
ij P1D2l P1Al + J1Δ2 P1Bl 0

∗ − (1 − μ)P2 − J2Δ1 0 J2Δ2 0

∗ ∗ − J1 0 0

∗ ∗ ∗ − J2 0

∗ ∗ ∗ ∗ −
1 − μ
τ

P3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,

(26)

where

Π11 � − P1Cl − ClP1 − J1Δ1 − NG
(1)
ij P1D1l

− NG
(1)
ij D

T
1lP

T
1 + P2 + τP3.

(27)

Proof. Consider U as Lemma 1; for system (17), we have

V1(t) � z
T

(t) U⊗P1( z(t),

V2(t) � 
t

t− τ(t)
z

T
(s) U⊗P2( z(s)ds,

V3(t) � 
t

t− τ(t)


t

θ
z

T
(s) U⊗P3( z(s)dsdθ.

(28)

Deriving time of system (17),
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V
.

1(t) � 2z
T
(t) U⊗P1(  _z(t),

� 2z
T
(t) U⊗P1(  

r

l�1
μl(θ(t)) − IN ⊗Cl( z(t) + IN ⊗Al( F(z(t)) ,

+ IN ⊗Bl( F(z(t − τ(t))) + G
(1) ⊗D1l z(t) + G

(2) ⊗D2l z(t − τ(t)),

(29)

V
.

2(t)≤ z
T
(t) U⊗P2( z(t) − (1 − μ)z

T
(t − τ(t)) U⊗P2( z(t − τ(t)), (30)

V
.

3(t)≤ τz
T
(t) U⊗P3( z(t) − (1 − μ) 

t

t− τ
z

T
(s)  U⊗P3( z(s)ds,

≤ τz
T
(t) U⊗P3( z(t) −

1 − μ
τ


t

t− τ(t)
z(s)ds 

T

U⊗P3(  
t

t− τ(t)
(z(s))ds .

(31)

From reference [33] and Assumption 2, for any diagonal
matrix J1, J2, we have

0≤

zi(t) − zj(t)

f zi(t)(  − f zj(t) 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
− J1Δ1 J1Δ2

∗ − J1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

zi(t) − zj(t)

f zi(t)(  − f zj(t) 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

+

zi(t − τ(t)) − zj(t − τ(t))

f zi(t − τ(t))(  − f zj(t − τ(t)) 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
− J2Δ1 J2Δ2

∗ − J2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

×

zi(t − τ(t)) − zj(t − τ(t))

f zi(t − τ(t))(  − f zj(t − τ(t)) 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(32)

According to (29)–(32), we obtain

_V(t)≤ 

r

l�1
μl(θ(t)) 

N− 1

i�1


N

j�i+1
ξT

ij(t)Θl
ijξij(t) , (33)

in which ξij(t) � ((zi(t) − zj(t))T, (zi(t − τ(t)) − zj(t−

τ(t)))T, (f(zi(t)) − f(zj(t)))T, (f(zi(t − τ(t))) − f(zj(t−

τ(t))))T, (
t

t− τ(t)
zi(s) − zj(s)dsT)T, and Θl

ij is the same in
+eorem 1. From Definition 1, system (25) is synchronized
when Θl

ij < 0.

Note that, in +eorem 1, we did not introduce free-
weighting matrix. Next, we will choose other Lyanpu-
nov–Krosovskii functional and introduce more free-
weighting matrices, which can add more useful conditions.

Theorem 2. For l � 1, 2, . . . , r, system 25 is synchronized if
there exist Pqq > 0, Qqq > 0, W> 0, (q � 1, 2, 3), Psq, Qsq, T,
(1≤ s< q≤ 3), and J1 > 0, J2 > 0; then, the following formulas
are holding for all 1≤ i< j≤N:

Complexity 5



P �

P11 P12 P13

∗ P22 P23

∗ ∗ P33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
> 0,

Q �

Q11 Q12 Q13

∗ Q22 Q23

∗ ∗ Q33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
> 0,

(34)

Ωl
ij �

Ξ11 Ξ12
1 − μ
τ

Q33 Ξ14 −
1 − μ
τ

Q
T
13

1 − μ
τ

Q
T
23 Ξ17 0

∗ Ξ22 0 0 0
1 − μ
τ

Q
T
23 Ξ27 0

∗ ∗ Ξ33 Ξ34
1 − μ
τ

Q
T
13 0 − NG

(2)
ij D

T
2lT

T
− (1 − μ)P13

∗ ∗ ∗ Ξ44 0 0 BlT
T

− (1 − μ)P23

∗ ∗ ∗ ∗ −
1 − μ
τ

Q11 −
1 − μ
τ

Q12 0 0

∗ ∗ ∗ ∗ ∗ −
1 − μ
τ

Q22 0 0

∗ ∗ ∗ ∗ ∗ ∗ Ξ77 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ − (1 − μ)P33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (35)

where

Ξ11 � − WCl − C
T
l W

T
+ P11 + τQ11 −

1 − μ
τ

Q33 − J1Δ1,

Ξ12 � P12 + τQ12 + WAl − NG
(1)
ij WD1l + J1Δ2,

Ξ14 � WBl − NG
(2)
ij WD2l,

Ξ17 � P13 + τQ13 − ClT
T

− NG
(1)
ij D

T
1lT

T
,

Ξ22 � P22 + τQ22 − J1,

Ξ27 � P23 + τQ23 + A
T
l T

T
,

Ξ33 � − (1 − μ)P11 −
1 − μ
τ

Q33 − J2Δ1,

Ξ34 � − (1 − μ)P12 + J2Δ2,

Ξ44 � − (1 − μ)P22 − J2,

Ξ77 � P33 + τQ33 − T − T
T
.

(36)

Proof. From Assumptions 1 and 2, consider the following
LKF for model (17):

V(t) � V1(t) + V2(t) + V3(t), (37)

where

V1(t) � z
T
(t)(U⊗W)z(t),

V2(t) � 
t

t− τ(t)

z(s)

F(z(s))

_z(s)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

U⊗P11 U⊗P12 U⊗P13

∗ U⊗P22 U⊗P23

∗ ∗ U⊗P33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

z(s)

F(z(s))

_z(s)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ds,

V3(t) � 
t

t− τ(t)


t

θ

z(s)

F(z(s))

_z(s)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

U⊗Q11 U⊗Q12 U⊗Q13

∗ U⊗Q22 U⊗Q23

∗ ∗ U⊗Q33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

z(s)

F(z(s))

_z(s)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ds dθ.

(38)
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Calculating the time derivative of system 29, then

_V1(t) � 2z
T
(t)(U⊗W) _z(t),

� 2z
T
(t)(U⊗W) 

r

l�1
μl(θ(t)) − IN ⊗Cl( z(t) + IN ⊗Al( F(z(t) ,

+ IN ⊗Bl( F(z(t − τ(t))) + G
(1) ⊗D1l F(z(t)),

+ G
(2) ⊗D2l F(z(t − τ(t))),

_V2(t) �

z(t)

F(z(t))

_z(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
U⊗P11 U⊗P12 U⊗P13

∗ U⊗P22 U⊗P23

∗ ∗ U⊗P33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

z(t)

F(z(t))

_z(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− (1 − _τ(t)),

×

z(t − τ(t))

F(z(t − τ(t)))

_z(t − τ(t))

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
U⊗P11 U⊗P12 U⊗P13

∗ U⊗P22 U⊗P23

∗ ∗ U⊗P33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

z(t − τ(t))

F(z(t − τ(t)))

_z(t − τ(t))

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(39)

From Lemmas 2 and 3, we can acquire

_V3(t) � τ(t)

z(t)

F(z(t))

_z(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
U⊗Q11 U⊗Q12 U⊗Q13

∗ U⊗Q22 U⊗Q23

∗ ∗ U⊗Q33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

z(t)

F(z(t))

_z(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

− (1 − _τ(t)) 
t

t− τ(t)

z(s)

F(z(s))

_z(s)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
U⊗Q11 U⊗Q12 U⊗Q13

∗ U⊗Q22 U⊗Q23

∗ ∗ U⊗Q33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

z(s)

F(z(s))

_z(s)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ds,

≤ τ

z(t)

F(z(t))

_z(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
U⊗Q11 U⊗Q12 U⊗Q13

∗ U⊗Q22 U⊗Q23

∗ ∗ U⊗Q33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

z(t)

F(z(t))

_z(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

−
1 − μ
τ

ψT
(t)

U⊗Q11 U⊗Q12 U⊗Q13 − U⊗Q13

∗ U⊗Q22 U⊗Q23 − U⊗Q23

∗ ∗ U⊗Q33 − U⊗Q33

∗ ∗ ∗ U⊗Q33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ψ(t),

(40)
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where ψT(t) � 
t

(t− τt)
z(s)ds

T

, 
t

(t− τt)
F(z(s))ds

T

,

z
T
(t), z

T
(t − τ(t))].

Note that if X is a matrix with zero column sums, then
UX � NX; from Lemma 1, we have

_V1(t) � 2 

N− 1

i�1


N

j�i+1
zi(t) − zj(t) 

T


r

l�1
μl(θ(t)) − WCl(  zi(t) − zj(t)  ,

+ WAl − NG
(1)
ij WD1l  f zi(t)( ( − f zj(t) ,

+ WBl − NG
(2)
ij WD2l  f zi t − τ1(t)( ((  − f zj t − τ1(t)(  ,

(41)

_V2(t)≤ 
N− 1

i�1


N

j�i+1

zi(t) − zj(t)

f zi(t)(  − f zj(t) 

_zi(t) − _zj(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
P11 P12 P13

∗ P22 P23

∗ ∗ P33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

zi(t) − zj(t)

f zi(t)(  − f zj(t) 

_zi(t) − _zj(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

− (1 − μ) 
N− 1

i�1


N

j�i+1

zi(t − τ(t)) − zj(t − τ(t))

f zi(t − τ(t))(  − f zj(t − τ(t)) 

_zi(t − τ(t)) − _zj(t − τ(t))

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
P11 P12 P13

∗ P22 P23

∗ ∗ P33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

×

zi(t − τ(t)) − zj(t − τ(t))

f zi(t − τ(t))(  − f zj(t − τ(t)) 

_zi(t − τ(t)) − _zj(t − τ(t))

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(42)

As the same method, from Lemma 1, we have

_V3(t)≤ τ 
N− 1

i�1


N

j�i+1

zi(t) − zj(t)

f zi(t)(  − f zj(t) 

_zi(t) − _zj(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T
Q11 Q12 Q13

∗ Q22 Q23

∗ ∗ Q33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

zi(t) − zj(t)

f zi(t)(  − f zj(t) 

_zi(t) − _zj(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

−
1 − μ
τ



N− 1

i�1


N

j�i+1


t

t− τ(t)
zi(s) − zj(s) ds


t

t− τ(t)
f zi(s)(  − f zj(s)  ds

zi(t) − zj(t)

zi(t − τ(t)) − zj(t − τ(t))

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

Q11 Q12 Q13 − Q13

∗ Q22 Q23 − Q23

∗ ∗ Q33 − Q33

∗ ∗ ∗ Q33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

×


t

t− τ(t)
zi(s) − zj(s) ds


t

t− τ(t)
f zi(s)(  − f zj(s)  ds

zi(t) − zj(t)

zi(t − τ(t)) − zj(t − τ(t))

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(43)
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For any matrix T ∈ Rn×n, from system (17), we can easily
obtain

0 � 2 _z
T
(t)(U⊗T) 

r

l�1
μl(θ(t)) − _z(t) − IN ⊗Cl( z(t)(

+ IN ⊗Al( F(z(t)),

+ IN ⊗Bl( F(z(t − τ(t))) + G
(1) ⊗D1l z(t)

+ G
(2) ⊗D2l z(t − τ(t)).

(44)

Let ζT
ij(t) � ((zi(t) − zj(t))T, f((z(t)) − f(zj(t)))T,

(zi(t − τ(t)) − zj(t − τ(t)))Tf((zi(t − τ(t))) − f(zi(t − τ
(t))))T, (

t

t− τ(t)
(zi(s) − zj(s))ds)T(

t

t− τ(t)
(f(zi(s)) − f(zj

(s)))ds)T, ( _zi(t) − _zj(t))T, ( _zi(t − τ(t)) − _zj(t − τ(t)))T),
from (32) and (41)–(44), we can obtain

_V(t)≤ 
r

l�1
μl(θ(t)) 

N− 1

i�1


N

j�i+1
ζT

ij(t)Ωl
ijζ ij(t) , (45)

where Ωl
ij is defined as (50). From Definition 1, it implies

that system (17) is synchronized.

3.2. Synchronization for Fuzzy System with Pinning Control.
+is section deals with the pinning synchronization prob-
lems for the closed-loop T-S fuzzy neural networks:

_z(t) � 
r

l�1


r

k�1
μl(θ(t))μk(θ(t)) − IN ⊗Cl( z(t) + IN ⊗Al( F(z(t))( ,

+ IN ⊗Bl( F(z(t − τ(t))) + G
(1) ⊗D1l z(t) + G

(2) ⊗D2l z(t − τ(t)),

+ L
(1) ⊗D3k z(t) + L

(2) ⊗D4k z(t − τ(t)).

(46)

Theorem 3. For l � 1, 2, . . . , r, dynamical system (46) is
synchronized if there is Pz > 0(z � 2, 3, 4) and positive di-
agonal matrix P1, J1, and J2; then, the following formulas are
holding for all 1≤ i< j≤N:

Θlk
ij �

Π11 Π12 AlX + XJ1XΔ2 BlX 0

∗ Π22 0 XJ2XΔ2 0

∗ ∗ − XJ1X 0 0

∗ ∗ ∗ − XJ2X 0

∗ ∗ ∗ ∗ −
1 − μ
τ

XP3X

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,

(47)

in which

Π11 � − ClX − XCl − XJ1XΔ1 − NG
(1)
ij D1lX − NL

(1)
ij z3k

− NG
(1)
ij XD

T
1l − NL

(1)
ij z

T
3k + XP2X + τXP3X,

Π12 � − NG
(2)
ij D2lX − NL

(2)
ij z4k,

Π22 � − (1 − μ)XP2X − XJ2XΔ1.
(48)

Proof. Based on +eorem 1, the feedback gains in the fuzzy
coupled system are given by D3k � z3kX− 1 and
D4k � z4kX− 1. Replace NG

(1)
ij D3l with NG

(1)
ij D1l +

NL
(1)
ij D3k, NG

(2)
ij D2l with NG

(2)
ij D4l + NL

(2)
ij D4k. Pre- and

postmultiply 13 with diag[X; X; X; X; X], where X− 1 � P1;
then, we can obtain the above criteria.

Theorem 4. For l � 1, 2, . . . , r, system (46) is synchronized if
there exists Pqq > 0, Qqq > 0, (q � 1, 2, 3), Psq, Qsq,
(1≤ s< q≤ 3), and J1 > 0, J2 > 0, W> 0; then, the following
formulas are holding for all 1≤ i< j≤N:

Complexity 9



P �

P11 P12 P13

∗ P22 P23

∗ ∗ P33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
> 0,

Q �

Q11 Q12 Q13

∗ Q22 Q23

∗ ∗ Q33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
> 0,

(49)

Ωlk
ij �

Ξ11 Ξ12
1 − μ
τ

XQ33X Ξ14 −
1 − μ
τ

XQ
T
13X

1 − μ
τ

XQ
T
23X Ξ17 0

∗ Ξ22 0 0 0
1 − μ
τ

XQ
T
23X Ξ27 0

∗ ∗ Ξ33 Ξ34
1 − μ
τ

XQ
T
13X 0 Ξ37 − (1 − μ)XP13X

∗ ∗ ∗ Ξ44 0 0 XBl − (1 − μ)XP23X

∗ ∗ ∗ ∗ −
1 − μ
τ

XQ11X −
1 − μ
τ

XQ12X 0 0

∗ ∗ ∗ ∗ ∗ −
1 − μ
τ

XQ22X 0 0

∗ ∗ ∗ ∗ ∗ ∗ Ξ77 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ − (1 − μ)XP33X

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (50)

where

Ξ11 � − ClX − XC
T
l + XP11X + τXQ11X

−
1 − μ
τ

XQ33X − XJ1XΔ1,

Ξ12 � XP12X + τXQ12X + AlX − NG
(1)
ij D1lX − NL

(1)
ij z3k

+ XJ1XΔ2,

Ξ14 � BlX − NG
(2)
ij D2lX − NL

(2)
ij z4k,

Ξ17 � XP13X + τXQ13X − XCl − NG
(1)
ij XD

T
1l − NL

(1)
ij z

T
3k,

Ξ22 � XP22X + τXQ22X − XJ1X,

Ξ27 � XP23X + τXQ23X + XA
T
l ,

Ξ33 � − (1 − μ)XP11X −
1 − μ
τ

XQ33X − XJ2XΔ1,

Ξ34 � − (1 − μ)XP12X + XJ2XΔ2,

Ξ37 � − NG
(1)
ij XD

T
2l − NL

(2)
ij z

T
4k,

Ξ44 � − (1 − μ)XP22X − XJ2X,

Ξ77 � XP33X + τXQ33X − X − X.

(51)

Proof. Based on +eorem 2, let T � W, and the feedback
gains in the fuzzy system are given by D3k � z3kX− 1 and
D4k � z4kX− 1. Replace NG

(1)
ij D1l with NG

(1)
ij D1l+ NL

(1)
ij D3k,

NG
(2)
ij D2l with NG

(2)
ij D2l + NL

(2)
ij D4k. Pre- and postmultiply

(35) with diag[X; X; X; X; X; X; X; X], where X− 1 � W;
then, we can obtain the above criteria.

Remark 3. From these two pinning synchronized results, it
is noted that the fuzzy pinning control gain matrices
D3 andD4 can be computed, which can fix the commu-
nication connection graph topology k

(1)
ij and k

(2)
ij . Such

complex fuzzy pinning controllers are proposed for the first
time.

4. Numerical Examples

+is section provides a numerical example to illustrate the
effectiveness of the obtained results. Assume the system
without control first and then with pinning control.

4.1. Synchronization for Fuzzy Coupled Networks without
Control. Consider the following TNNs model, the param-
eters in which are defined as
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Figure 1: States of fuzzy neural networks (8) without pinning control (L(1) � L(2) � 0): zi(t), i � 1, 2, 3, 4, 5, 6.
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Figure 2: States of fuzzy neural networks (8) with pinning control: zi(t), i � 1, 2, 3, 4, 5, 6.
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Figure 3: Pinning synchronization errors for fuzzy neural networks: ej(t), j � 1, 2.

Complexity 11



_z(t) � 
2

l�1
μl(θ(t)) − IN ⊗Cl( z(t) + IN ⊗Al( F(z(t))(

+ IN ⊗Bl( F(z(t − τ(t))),

+ G
(1) ⊗D1l z(t) + G

(2) ⊗D2l z(t − τ(t)),

(52)

where

C1 �

5 0

0 2
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, C2 �

2 0

0 1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, A1 � A2 �

1.8 10

0.1 1.8
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

B1 � B2 �

− 1.5 0.1

0.1 − 1.5
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

D11 �
2 0

0 3
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, D12 �

1 0

0 1.5
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, D21 �

3 1

2 1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, D22 �

3 0

0 2
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

μ � 0, τ � 0.97, μ1 �
1

1 + exp − 2z1(t)( 
, μ2 � 1 − μ1.

(53)

+e outer-coupling matrix (G
(q)

ij )N×N, (q � 1, 2), are defined
as

G
(1)

� G
(2)

�

− 5 1 0 1 0 3

1 − 5 1 0 0 3

0 1 − 5 0 1 3

1 0 0 − 5 1 3

0 0 1 1 − 5 3

3 3 3 3 3 − 15

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (54)

+en, we plot the states of network (52) without control
in Figure 1. It is easy to see that the system cannot be
synchronized by itself.

4.2. Pinning Synchronization for Fuzzy Neural Networks with
HybridCoupling. Now, we consider the systemwith pinning
control:

_z(t) � 
r

l�1


r

k�1
μl(θ(t))μk(θ(t)) − IN ⊗Cl( z(t)(

+ IN ⊗Al( F(z(t)),

+ IN ⊗Bl( F(z(t − τ(t))) + G
(1) ⊗D1l z(t)

+ G
(2) ⊗D2l z(t − τ(t)),

+ L
(1) ⊗D3k z(t) + L

(2) ⊗D4k z(t − τ(t)).

(55)

+e controllers’ parameters are as follows:

L
(1)

� L
(2)

�

− 10 2 3 2 3 0

2 − 10 2 3 3 0

3 2 − 10 3 2 0

2 3 2 − 10 2 0

3 2 3 2 − 10 0

0 0 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (56)

other parameters are the same in system (52).
According to +eorem 4, system (55) can achieve syn-

chronization by pinning control. Solving the LMIs in
+eorem 4, we can obtain the fuzzy pinning control gain
matrices as follows:

D31 �
6.7338 0

0 9.7243
 ,

D32 �
6.7872 0

0 9.6380
 ,

D41 �
4.2085 0

0 5.8983
 ,

D42 �
4.1814 0

0 5.9448
 .

(57)

From the examples, network (55) without control is
shown in Figure 1, and the system with pinning control is
shown in Figure 2. It is easy to see that the results are very
good by our methods. We also show the synchronization
errors in Figure 3, where ej(t) � (zij(t) − z1j(t)),

i � 2, 3, 4, 5, 6; j � 1, 2.

5. Conclusion

+is paper has investigated the synchronization of T-S
FNNs by proposing a novel pinning control scheme.
Instead of the presenting technique in prior, the pro-
posed scheme regulates the column controllers by some
events which are yielded by the relationships among the
LKF and three nonnegative regions. +erefore, the tra-
ditional controllers have been improved as the event-
dependent one in this paper. A concise criterion has been
presented to guarantee the pinning synchronization of
the considered CNNs. Simulations are finally provided to
display the feasibility and improvements of the proposed
pinning control scheme. Our results can only be studied
as theoretical research now. We expect that the inno-
vations of this paper can shed further light on the more
problems (such as ([34–36]) under column controllers
law. By the similar mechanism, our further directions
include (1) design an intermittent output feedback
controller and (2) design an intermittent adaptive
controller.
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,is article introduces the design and control performance of a lightweight, flexible, 4-degree-of-freedom (DOF) parallel robot for
percutaneous biopsy guided by computed tomography (CT). At present, the CT guidance method allows surgeons to quickly
locate the lesion area; however, it is necessary to manually adjust the position of the puncture needle for insertion. In this paper, a
three-dimensional assisted method is used to infer the control input required to reach the target point through the kinematic
model of the robot. A Kalman filter is designed to estimate model parameters and obtain a more accurate model. To further
improve the control performance of the robot system, a model-based control method—the model predictive control (MPC)
controller—is used to increase the accuracy of the needle position in the developed robot system. In this way, medical efficiency is
improved while reducing the burden on the surgeon.

1. Introduction

,e surgeries have been advanced in the past decades thanks
to novel surgical techniques [1], such as laparoscopy sur-
geries, in which a surgeon can operate a surgery through tiny
holes on a human body for removing pathological tissue.
However, the hand-hold tools still make the operation hard
to be performed due to limited ergonomics and accuracy.
Meanwhile, the surgeons may feel fatigued when operating
for long time during the surgery. In order to improve the
quality of surgical operation, the robot assistant technique
has been introduced into the operation room which has
eased the burden of the surgeon during the surgery [2–4].
Nowadays, the robotic systems have been developed and
used for various surgeries such as biopsy, brachytherapy, and
tumor ablation [5–7].

Before performing a minimally invasive surgical (MIS)
task, the coordinates of the robot are usually registered to the
medical image coordinate system, so that the robot is
controlled by analysis of the lesion’s position for further

operations. According to the characteristics of MIS, the pose
of the robot end-effector before needle insertion during
surgery becomes very important. ,e needle positioning
system of the surgical assistant robot can be independent of
the insertion action [8–10]. ,e surgeon can guide the ro-
bot’s needle to the insertion position of the lesion on the
basis of the medical image through image guidance [11–16]
and then manually insert the needle into the lesion area.
Medical imaging, acting as a real-time feedback tool for the
needle pose, is crucial in the process of needle positioning
and control. In current needle-guided systems, CT
[11–13, 17, 18] is often used. Today’s commercially available
minimally invasive robotic systems (MIRS) maintain and
expand the flexibility of the surgeon’s hand [19–22]. Nav-
arro-Alarcon et al. [12] developed a 3-DOF needle driver for
biopsy. ,e positioning and insertion of the needle are
achieved through three interfaces, the first two of which are
aligned to the target, and the third is inserted. Koseki et al.
[23] established a cooperative manipulation structure which
uses the optical linear encoder to measure the needle
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position. However, manual remote operation control re-
quires multiple scans using CT to obtain accurate targets.
,e robot-assisted positioning approach can locally record
the workspace and medical images of the robot system to
reduce the risk of cancer induced by repeated CTscans [24].
,is approach poses challenges to the compatibility and size
of the robot system.

In the development of a surgical robot, another major
problem is the network system in the remote operating
system, which is caused by long distance or wireless link
[23–27]. Sampling and delay are involved in this problem,
which is a challenge for remote controlling of the robot. ,e
solution to the delay problem in remote is discussed in
[28–31]. However, the local optimizer on the slave side of the
robot will also cause a delay [32, 33]. ,is part of the delay
will also affect the remote operating system following the
feedback signal. Dong et al. [34] modified standard functions
to improve the response speed. Norizuki and Uchimura [35]
embedded the MPC controller into the remote operating
system to reduce the impact of the optimizer’s delay in the
system.

In order to improve the quality of the surgery, the ac-
curacy of the needle pose becomes crucial.,e needle pose is
affected by the robot control system and medical images.
However, factors such as friction in the design of the robot
structure and noise in the feedback of medical images are
inevitable, which makes it difficult to accurately control the
needle positioning [36, 37]. ,us, the closed-loop control
method becomes a good solution [38, 39]. In this paper,
firstly, as shown in Figure 1, a novel light-weighted puncture
robotic system is provided. A surgeon controls the medical
robot through the master in the remote system. ,e medical
robot can provide feedback of the end-effector pose and
force to the surgeon. ,e size of the designed robot is 16 cm
high, 37.6 cm long, and 37.6 cm wide. In addition, the robot
is controlled by four motors, which leads to the coupling of
robot control. Due to the characteristics of the robot
structure, specific constraints are proposed to decouple the
kinematics. Finally, we develop a related needle positioning
system on this robotic platform, which uses anMPC strategy
to achieve the robotic local closed-loop control of the needle
tip position. ,is approach not only solves the problem of
the time delay (TD) of the needle positioning system in local,
but also reduces the cost and time of personnel training
required for the operation of the robotic needle positioning
system.

,e structure of the paper is organized as follows: in
Section 2, the overall robotic system design is introduced,
including the derivation of constrained kinematic decou-
pling approach. Section 3 introduces model parameter es-
timation. Section 4 describes MPC control method. In
Section 5, the experiments and the analysis of the experi-
mental results are introduced. We conclude this article in
Section 6.

In our previous work [40], we have designed a remote
system which contains a master and a slave robot (see
Figure 1). A surgeon can control the slave robot through the
master side, and during a task, the desired position of the
end-effector can be marked and recorded. ,e end-effector

position of the slave robot is updated via medical imaging or
other sensors, and such position feedback is sent to master.
,ere are many ways to solve the remote communication
scheme between the master and slave robots [28–31].
However, when the slave robot uses the optimized control
method to improve the control effect, a delay will occur in
the slave robot, which will affect the use of the remote
operating system. ,us, the local controller design of the
slave robot needs to be considered.

Because the robotic control system is a multi-input
multioutput (MIMO) system, the controller selected for the
slave robot should be able to adapt to theMIMO system.,e
proposed slave robot control system can be seen in
Figure 2(a). ,e surgeon uses CT to mark the target lesion
area or trajectory in the robot workspace. ,e surgical robot
obtains the control trajectory which serves as the reference
input for the MPC controller through kinematic model. ,e
MPC controller optimizes the current control input to the
surgical robot according to the reference trajectory and the
reference state of the surgical robot. Furthermore, in order to
improve the control performance, the state-space model of
the robot required by the MPC controller should be accu-
rate. In this paper, according to the structure of the surgical
robot, the kinematics model is divided into a linear part and
a nonlinear part. ,e linear part uses the model parameter
estimator to identify the model parameters, and the non-
linear part is linearized using the Taylor formula. As shown
in Figure 2(b), the model parameter estimator of the linear
part is composed of an order judger and a parameter esti-
mator. ,e order judger is used to judge the order of the
linear system. ,e Kalman filter is selected as the parameter
estimator to estimate the parameters of the linear system.

2. Kinematic Modeling

In this section, the modeling process of surgical robot ki-
nematics will be described.,e robotic kinematic is analyzed
for the establishment of model parameter estimator and
MPC controller. A suitable kinematics model is constructed
by analyzing the mechanical structure of the parallel
puncture needle robot [40]. Figure 3 shows the three-di-
mensional mechanical structure and sectional structure of
the surgical robot. ,e blocks, i.e., block-a and block-b, can
be moved by controlling the angle of four motors. When the

Feedback
Robot

Remote control

Master

Figure 1: Surgical assistant robot remote operating system.
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positions of the two blocks change, the position and in-
sertion direction of the puncture needle will change ac-
cordingly. Among this structure, the vertical distance d

between the two blocks and the length h of the puncture
needle below the block-b are both constant.

In order to obtain a suitable kinematics model, the
coordinate relationship as shown in Figure 4 is established.
,e fixed world coordinate system is at the initial center
position of block-b. wTa is the coordinate system of block-a,
which is used to describe the moving distance of block-a.
Similarly, the value of the coordinate system wTb is the
moving distance of block-b. Coordinate system wTe indi-
cates the position of the tip of the puncture needle.

2.1. Forward Kinematic. ,e purpose of forward kinematics
is to obtain the position of the tip of the puncture needle xe,
ye, and ze, and the forward kinematics of the surgical robot
can be obtained using geometric theorem. As shown in
Figure 4, firstly, the rotation of the motor will drive the
block. ,e moving distance of the two blocks xa, xb, ya, and
yb will change the angle of the puncture needle θ.

xa � ρβa1, (1)

θ � arctan

�������������������

ya − yb( 
2

+ xa − xb( 
2



d
⎛⎜⎜⎝ ⎞⎟⎟⎠, (2)

α � arctan
xa − xb

ya − yb

 , (3)

where ρ is the pitch of the screw connected to the block; β is
the rotation angle of themotor, and the relationship between
the rotation angle of other motors and its block coordinates

Trajectory
Inverse kinematic MPC controller Delay Robot

y(t)

State
Parameters

Model parameters
estimator

r(t) u(t)

Nonlinear
part

linearized

y(t)
Robot

(a)

(b)

Linear part order judgement
Model’s linear part

parameters
estimate

Order of
model

r(t)

Figure 2: (a) ,e overall control framework of the surgical robot positioning system. (b) A schematic of the model parameter estimator of
the linear part of the kinematics model.

Motor

Block-b

Block-a

Needle

d

h

θ

Figure 3: ,e three-dimensional mechanical structure and sec-
tional structure of the surgical robot. It uses two parallel blocks to
control the insertion direction and position of the same puncture
needle.
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Figure 4: ,e surgical robot’s coordinate relationship of the ki-
nematic model. Define the world coordinate system and the co-
ordinate system of each joint to describe the kinematics model.
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is similar; α is the angle generated by two blocks on the X-Y
plane; next, for coordinate system wTb , the change in the
position of the tip of the puncture needle Δx, Δy, and Δz can
be described by θ, α, and the constant length of the needle h:

Δx � h · sin(θ) · sin(α), (4)

Δy � h · sin(θ) · cos(α), (5)

Δz � h · cos(θ). (6)

Finally, the position of the puncture needle’s tip xe, ye,
and ze relative to the fixed world coordinate system can be
obtained as follows:

xe � Δx + xb, (7)

ye � Δy + yb, (8)

ze � Δz. (9)

2.2. Inverse Kinematic. ,e surgical robot is a parallel
structure; hence, there is a coupling relationship between the
control inputs. To address this problem, constraints are first
defined to decouple the kinematic model. From the point of
view of the positioning range of the puncture needle, it is
better to have a larger range that the puncture needle can
reach in a limited space. ,us, the first constraint is that the
two blocks should move in opposite directions. On the other
hand, from the view of the lesion area marked by surgeon, it
can be seen that the position of the tip of the puncture needle
in the X-Y plane is of more significance. In order to obtain a
feasible solution for the motor control input, the second
constraint is defined. ,at is, when block-a moves to the
limit position and still cannot reach the lesion area, block-b
is then moved. ,e inverse kinematics model is constructed
using geometric theorem based on the constraints:

xb, yb  � [0, 0]

s.t. − η≤xt, yt ≤ η,
(10)

and

xa, ya  � −2sgn xt( , −2sgn yt(  

s.t. xt, yt


≤ − η,

(11)

where η is the largest distance that the tip of the puncture
needle can reach when only block-a is in motion; xt and yt

are the lesion’s target point coordinates marked by the
surgeon. However, no complete feasible solution can be
obtained yet.,en, the solution of the coordinates of block-a
within the limit η is discussed:

xa

ya

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �

−d · sgn xt( tan(arcsin(θ))sin arctan
xt

yt

  

−d · sgn yt( tan(arcsin(θ))cos arctan
xt

yt

  

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(12)

where θ is the angle between the block and puncture needle:

θ � arccos
−zt

h
 . (13)

So far, a feasible solution within the limit η from
equations (10) and (12) is obtained:

xa

ya

xb

yb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

−d · sgn xt( tan(arcsin(θ))sin arctan
xt

yt

  

−d · sgn yt( tan(arcsin(θ))cos arctan
xt

yt

  

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

s.t. − η≤ xt, xt ≤ η.

(14)

Finally, the feasible solution in the other case will be
analyzed to obtain the complete feasible solution. When the
lesion area exceeds the limit η, the coordinate values of
block-a are fixed. ,erefore, according to the angle θ be-
tween the block and the puncture needle, the relationship
between xb and xb can be acquired:

�������������������

xa − xb( 
2

+ ya − yb( 
2



� d · tan(θ), (15)

xa − xb

ya − yb

�
xt − xb

yt − yb

. (16)

,e solution of coordinate value of block-b can be ac-
quired by equations (15) and (16):

xb

yb

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �

−EB −
���������������
EB

2
− 4 · EA · EC



2 · EA

E − 2 · xa − xt( 

ya − yt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (17)

where E, EA, EB, and EC are known parameters as follows:

E �
h
2

− z
2
t + x

2
a − y

2
t + y

2
a

2
,

EA �
xa − xt( 

2

ya − yt( 
2 + 1,

EB �
2 d ya − yt(  xa − xt(  − 2 ya − yt( 

2
xt − 2E xa − xt( 

ya − yt( 
2 ,

EC �
ya − yt( 

2
x
2
t + y

2
t − h

2
+ z

2
t  − 2 dE ya − yt( 

ya − yt( 
2 .

(18)

,en, the feasible solution that exceeds the limit η is
obtained by equations (11) and (17):
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xa

ya

xb

yb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

−2sgn xt( 

−2sgn yt( 

−EB −
���������������
EB

2
− 4 · EA · EC



2 · EA

E − 2 · xa − xt( 

ya − yt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

s.t. xt, yt


≤ − η.

(19)

Now, the complete solution of the kinematic model of
the surgical robot has been obtained by equations (14) and
(19).,e correspondingmotor control angle can be obtained
through the lesion area marked by the surgeon.

3. Model Parameter Estimation

After the desired control input is obtained, it cannot, in fact,
directly act on the robotic controller. In order to make the
state-space model of the robot closer to the actual model, the
transmission process of the surgical robot will be divided
into two parts for modeling.,e first part is the linear system
model of the block movement, and the second part is the
nonlinear system model of the puncture needle movement.
,e determinant ratio is used to estimate the order of the

linear system model, and a Kalman filter is established to
estimate the linear systemmodel parameters. Taylor formula
is used to linearize the nonlinear system model into the
controller.

3.1. Linear Part. Firstly, the linear system model is a MIMO
system; however, each input corresponds to only one output.
,us, the MIMO system is equivalent to four single-input
single-output (SISO) systems. ,e order and parameters of
the SISO system are considered:

y(k) + a1y(k − 1) + · · · + any(k − n) � b0u(k) + e(k),

(20)

where e(k) is the Gaussian white noise with mean zero, u(k)

is the input signal, and y(k) is the output signal. ,e input
and output signals at each moment are known, but pa-
rameters are unknown. ,en, input signal and output signal
are used to construct determinants for comparison to obtain
the ratio DR∗(n):

DR
∗
(n) �

det H∗(n) 

det H∗(n + 1) 
, (21)

where n is the estimated order andH∗ is a matrix composed
of input and output and has the following relationship:

H∗n �

y(n) y(n − 1) · · · y(1) u(n) u(n − 1) · · · u(1)

y(n + 1) y(n) · · · y(2) u(n + 1) u(n) · · · u(2)

⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮

y(n + L − 1) y(n + L − 2) · · · y(L) u(n + L − 1) u(n + L − 2) · · · u(L)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

H∗(n) �
1
L
H∗nH
∗
n,

(22)

where L is the sampling length of the signal. n gradually
increases from one. If only DR∗(n) has a significant growth
compared to DR∗(n − 1), n is the estimated order.

Next, a Kalman filter is designed to dynamically identify
the system’s unknown parameters ai(i � 1, 2, . . . , n) and b0.
,e Kalman filter is usually used to optimally estimate the
state value of the state-space equation, which is composed of
the unknown parameters:

X(k + 1) � ΦX(k) + ΓW(k),

Y(k) � H(k)X(k) + V(k),
 (23)

where both V(k) and W(k) are noise matrix composed of
Gaussian white noise with zero mean. Γ is the process noise
drive matrix. X(k) is the state matrix at the k-th sampling
moment.Φ is the state transition matrix at the k-th sampling
moment. Y(k) is the output matrix at the k-th sampling
moment. And we assume that the variances of the two noises

are Q and R. ,en, the update equation of Kalman filter can
be derived based on Euclidean theorem:

X(k + 1 | k) � ΦX(k | k),

X(k + 1 | k + 1) � X(k + 1 | k) + K(k + 1)(Y(k + 1)

−HX(k + 1 | k)),

K(k + 1) � K(k + 1 | k)HT HP(k + 1 | k)HT
+ R 

−1
,

P(k + 1 | k) � ΦP(k | k)ΦT
+ ΓQΓT,

P(k + 1 | k + 1) � In − K(k + 1)H P(k + 1 | k),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(24)

where X(k | k) is the optimal estimate at the k-th sampling
moment, P(k | k) is the error covariance of the current
sampling time, and K(k + 1 | k) is the gain of the Kalman
filter, which is used to update the values of X(k | k) and
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P(k | k). In this paper, the estimated state matrix with un-
known parameters is constructed:

x1(k) � a1(k),

x2(k) � a2(k),

⋮

xn(k) � an(k),

xn+1(k) � b0(k).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(25)

,en the system’s state equation is obtained as follows:

X(k + 1) � X(k) + W(k), (26)

where X(k) is composed of xi(k)(i � 1, 2, . . . , n + 1). We
use the observed input and output data to construct the
matrix H(k) and state equation:

H(k) � [−y(k − 1), −y(k − 2), . . . , −y(k − n), u(k)],

X(k + 1) � X(k) + W(k),

y(k) � H(k)X(k) + e(k).


(27)

Finally, state equation (28) can be updated by equation
(25) to obtain the actual system parameters. ,e SISO
systems of four motors are combined to obtain the MIMO
system of the linear part:

A �

0 1 0 · · · 0

0 0 1 · · · 0

⋮ ⋮ ⋮ ⋱ ⋮

0 0 0 · · · 1

−an −an−1 −an−2 · · · −a1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (28)

BT
� 0 0 · · · 0 b0 , (29)

C � 0 0 · · · 0 1 , (30)

X(k + 1) �

Axa
0 0 0

0 Aya
0 0

0 0 Axb
0

0 0 0 Ayb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
X(k)

+

Bxa
0 0 0

0 Bya
0 0

0 0 Bxb
0

0 0 0 Byb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u(k),

(31)

Y(k) �

Cxa
0 0 0

0 Cya
0 0

0 0 Cxb
0

0 0 0 Cyb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
X(k), (32)

where the linear part’s MIMO system is expressed by re-
writing the state equations (32) and (33); X(k) consists of

samples of the output y before the k-th time step; Axa
, Axb

,
Aya

, and Ayb
are composed of each motor model parameter

matrix A; similarly, other parameters of the MIMO system
can also be expressed by equations (30) and (31).

3.2.Nonlinear Part. ,e nonlinear part of the systemmainly
represents the relationship between the rotation of the
puncture needle and the coordinates of the block. ,e re-
lationship between them through equations (2)–(9) can be
obtained as follows:

xe, ye, ze(  � f xa, ya, xb, yb( , (33)

where f is their nonlinear mapping. ,en, a first-order
expansion of Taylor’s formula is performed for f to obtain
the following linear relationship:

xe, ye, ze 
T

� Jf

xa − xar

ya − yar

xb − xbr

yb − ybr

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ σ, (34)

Jf �

zfxt

zxa

zfxt

zya

zfxt

zxb

zfxt

zyb

zfyt

zxa

zfyt

zya

zfyt

zxb

zfyt

zyb

zfzt

zxa

zfzt

zya

zfzt

zxb

zfzt

zyb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (35)

where Yr(k) � [xar, yar, xbr, ybr]
T is the target reference

values obtained by the inverse kinematics model, σ is an
infinitesimal quantity, and Jf is the linearized Jacobian
matrix. Finally, the complete input and output linear system
model of the surgical robot can be obtained through
equations (33) and (35) as follows:

X(k + 1) � AsX(k) + Bsu(k), (36)

xe, ye, ze 
T

� Jf CsX(k) − Yr(k) , (37)

where

As �

Axa
0 0 0

0 Aya
0 0

0 0 Axb
0

0 0 0 Ayb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (38)

Bs �

Bxa
0 0 0

0 Bya
0 0

0 0 Bxb
0

0 0 0 Byb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (39)
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Cs �

Cxa
0 0 0

0 Cya
0 0

0 0 Cxb
0

0 0 0 Cyb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (40)

4. Model Predictive Control

Model predictive control (MPC) is now a well-known
model-based control strategy, and it has gone through a
period of development [41–43]. Taking the state-space
model as an example, MPC uses the state of the model at the
current time and the target state to estimate the control
sequences at the next time under constraints. Compared
with proportional-integral-derivative (PID) controller, MPC
can predict the future behavior of the system. ,e optimal
future control sequences are estimated by the known data.
,ese sequences are evaluated at each sample time by the
optimizer with constraints.

MPC consists of three components [44]: (1) a loss
function, (2) constraints in the form of equality and in-
equality, and (3) initial conditions. ,e purpose of the loss
function is to minimize the distance between the target state
and the state at the current time [45], thereby minimizing
the energy required by the control system. ,e equality
constraints consist of the system’s state equations. ,e limits
on the state variables are considered as the inequality
constraints. If all constraints are linear, the problem forms a
convex set. Meanwhile, if the control system is also convex,
MPC can be solved as a convex optimization problem.
Similarly, the MPC can be solved as a quadratic problem if
the control system is a quadratic problem.

MPC uses the system’s model to predict the future
control sequences [46]. As shown in Figure 5, the optimizer
in MPC is to get the best control input. ,e linear time-
invariant system will be considered in the discrete time
domain as shown in equation (37). However, in equation
(37), the state and input variables are added by two matrices
to obtain the final output. To comprehensively consider the
state and input variables, equations (37) and (38) are re-
written as follows:

ξ(k + 1) � Amξ(k) + BmΔu(k), (41)

xe, ye, ze 
T

+ JfYr(k) � Cmξ(k), (42)

where

ξ(k) �
X(k)

u(k − 1)
 , (43)

Δu(k) � u(k) − u(k − 1), (44)

Am �
As Bs

0 I4nx4
 , (45)

Bm �
Bs

I4x4
 , (46)

Cm � Cs, 0 . (47)

Equations (42) and (43) are state-space equations that
consider both state and input variables. We mainly discuss
the optimization problem of equation (42), namely, the state
space. ,is equation can make predictions about the future
state, that is, the prediction step required for optimization
can be obtained:

Yξ � Ψξ(k) + ΘΔU(k), (48)

where

Yξ � ξ(k + 1), ξ(k + 2), . . . , ξ k + Np  
T
, (49)

Ψ � Am,A2
m, . . . ,ANp

m 
T

, (50)

Θ �

Bm 0 0 · · · 0
AmBm Bm 0 · 0
A2

mBm AmBm Bm · · · 0
⋮ ⋮ ⋮ ⋱ ⋮

A
Np−1
m Bm A

Np−2
m Bm A

Np−3
m Bm · · · A

Np−Nc

m Bm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(51)

where Np is the predicted step size of the system and Nc is
the control step size of the system. Next, the reference
trajectory ξr � [Xr, ur]

T is used to construct the following
loss function:

Jξ � Yξ − Yξr
 

T
Qξ Yξ − Yξr

 , (52)

where Qξ is the weight matrix. Considering that the control
input cannot change too much within a period of time, the
following loss function is constructed:

Ju � ΔUTPuΔU, (53)

where Pu is the weight matrix. And the objective function to
be optimized can be obtained by equations (53) and (54),
which can be seen as a quadratic programming problem:

J � Jξ + Ju

� [Ψξ + ΘΔU]
TQξ[Ψξ + ΘΔU] − YT

ξr
QξYξr

+ ΔUTPuΔU

� [Ψξ]
TQξ[Ψξ] − YT

ξr
QξYξr

+[ΘΔU]
TQξ[ΘΔU]

+ 2[Ψξ]
TQξ[ΘΔU] + ΔUTPuΔU

� ΔUT ΘQξΘ + Pu ΔU + 2[Ψξ]
TQξ[ΘΔU].

(54)

Finally, the constraints of the control variable ΔU of the
loss function to construct a standard form of quadratic
programming will be set:
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min
ΔU

J

s.t. lb≤ΔU≤ ub,
(55)

where lb and ub are the lower and upper bounds of the
variable ΔU. ,en, the best control sequences can be ob-
tained by equation (45).

5. Simulation Setup and Results

,is section mainly describes the simulated experimental
settings and experimental results about this article. ,is
article uses MATLAB to build a remote subsystem, which
contains the MPC controller and parameter identification
system. Under the function of the parameter identification
system, the MPC controller obtains the robotic kinematics
model realistically and outputs the optimal control se-
quence. In the first place, as shown in Figure 2, there is
actually a TD when the MPC controller is applied to the
system; thus, in the experiment, a delay system will be
considered for comparison. We will, in addition, divide it
into two experiments: (1) order and parameter identification
of the system’s linear part and (2) performance of MPC
controller and PID controller in delay system.

5.1. Model Identification Experiment. Above all, only the
model identification of the linear part of the system is
considered. And the order needs to be identified through
offline data. ,e system’s order can be obtained by equation
(21). In this paper, the system’s order n � 2, the pitch of the
screw ρ � 0.02, and the largest movement distance of the
block η � 2. Next, the Kalman filter is designed to identify
the system parameters. ,e state equation of the system is
rewritten to identify the parameters of the system, and the
result is represented by H in equation (28). ,e results of
parameter identification are shown in Figure 6.

It can be seen from Figure 6 that the three parameters
can stabilize at a certain value a1 � 0.0125, a2 � −0.0257,
and b � 1.818 within the step size. However, it is not known
whether a system composed of stable parameters can ap-
proximate the real system. ,us, as shown in Figure 7, the
output of the actual system is compared with the output of
the identified model. ,e figure shows the target curve, the
output curve of the identification model, and the error curve

between them. ,e value of the error curve floats above and
below zero.

5.2. MPC Performance. First, the model of the linear part of
the control system can be obtained by equation (28), and the
parameters of the model are obtained in the previous ex-
periment, which contains the effective length of the needle
h � 0.05m and the distance between blocks d � 0.03m. And
the linearized model of the nonlinear part of the control
system can be obtained by equation (35). ,en, the two
models are combined by equation (37) to obtain a complete
model of the control system. In addition, in order to
comprehensively consider the control input and system
state, the state-space equation of the control system is re-
written by equations (42) and (43). Finally, the prediction
equation (49) required by the MPC controller is obtained by
equation (42), which is used for rolling optimization in the
MPC controller. ,e constraints of quadratic programming
lb � −0.002 and ub � 0.002 are constraints on the difference
values of control sequence. ,e optimizer of the MPC
controller outputs the optimal control sequence through
equation (55). In this paper, traditional PID controller is
designed to compare with the MPC controller. In fact, as the
controller takes time to run, there is a delay in the output of
the controller, which is equivalent to the control delay
system.,us, we set different TDs in the control system. We
set the weight matrixQξ and Pu in the MPC controller as the
identity matrix and the parameters of the PID controller
Kp � 13, Ki � 2, and Kd � 0.

Figure 8 shows the Y-axis motion trajectory of block-a,
which illustrates that with increase in the delay time, the
response time of the system also increases and the desired
trajectory can be tracked by theMPC controller. As the delay
increases, the response speed of the system also becomes
slower, and the output of the MPC controller will produce
2% overshoot. However, the PID controller does not per-
form well in the case of TD.,e output of the PID controller
diverges when TD� 250ms, making the system unstable.
When TD� 150ms, the PID controller makes the system
gradually stable, but the setting time ts � 4 s and the 10%
overshoot exceed the constraints of the surgical robot.

,en, the output of the position of the tip of the puncture
needle will be analyzed. As shown in Figure 9, in the open-
loop state without controller, the output value of the system

Robot

Reference
trajectory

Estimated
model Optimizer

Predicted
data

Model predictive control

Past input
Past state

Future
input

Errors

Figure 5: MPC controller internal rolling optimization process. ,e optimizer optimizes the current control input to obtain the optimal
control input at the next step.
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has a large fluctuation around the desire trajectory. ,e
closed-loop system formed by the MPC controller can track
the desired trajectory with TD, which will produce 2%
overshoot in the delay system. However, the closed-loop
system formed by the PID controller is sensitive to TD.
When there is a large TD in the system, it will produce a
larger overshoot than theMPC controller and even make the
system unstable.

Finally, in order to more clearly show the advantages of
the MPC controller, a differential operation is performed
on the state value of the sine wave shown in Figure 8
to obtain the distance from the target value shown
in Figure 10. In the figure, the output of the MPC controller
applied to the delay system produces phase shifts at dif-
ferent distances relative to the expected value. However,

when the PID controller acts on a nondelayed system, phase
shift occurs. As the delay increases, even the output di-
verges. ,e above experimental results show that the effect
of MPC controller is better than that of the PID controller.
,e error variance is shown in Table 1, the desired error
variance is zero, and the closer to the ideal error variance,
the more ideal the system’s outputs are. ,e error variance
of the MPC controller in the TD system is smaller than the
error variance generated by the PID controller. And when
TD � 0, the error variance generated by the MPC controller
is even smaller than the error variance generated by the
nondelay system with noise. From the result, we can get
that for the parallel mechanism robot involved in this
article, MPC has a superior control effect because MPC can
control the MIMO system.
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Figure 9: ,e performance of the Z-axis motion trajectory of the tip of puncture needle under different delays and different controllers.

4

3

2

1

0

–1

–2

–3

–4

Y 
co

or
di

na
te

 er
ro

r (
cm

)

0 1 2 3 4 5 6 7 8 9 10

Y1-MPC-TD250ms

Y1-MPC-TD150ms
Y1-pid-TD250ms

Y1-pid-TD150ms

Y1-MPC-noTD
Y1-pid-noTD
Desire

Y1-MPC-TD50ms
Y1-pid-TD50ms
Y1-OpenLoop-noTD

Time (in seconds)

Figure 10:,e performance of the coordinate difference in the Y-axis direction of the block.,e TD will cause the regular periodic error of
the sine wave.

10 Complexity



6. Conclusion and Future Work

We introduced a surgical robotic puncture needle posi-
tioning platform that can improve the efficiency of biopsy.
Kinematic analysis of the platform illustrates that the
puncture needle can work in the working space through
multiple angles that can be obtained by decoupling the
robotic kinematic. In this paper, two constraints are defined
for decoupling the kinematic, which ensure the robotic
largest workspace. ,e designed MPC controller makes the
control flow of the positioning device form a closed loop.
And the state equation of the MPC controller needed is
divided into two parts: linear part and nonlinear part. In
order to guarantee the simulation of robotic system closer to
the reality, the Kalman filter system parameters identifica-
tion approach is used to obtain the system’s parameters in
the linear part. In the nonlinear part, Taylor formula is used
to linearize the system, and the linearization system only
contains a Jacobian matrix. Next, the two parts of the system
are combined into a complete robot system state equation.
In simulation, the closed-loop control significantly improves
the stability of robot needle positioning. And the perfor-
mance of MPC controller is better than that of the PID
controller. Finally, the system is open source in Github
(https://github.com/tKsome/MPC-Puncture-Robot) to re-
duce the amount of development time for other researchers
involved in the control of themedical roboticMIMO system.
,e system is flexible and may be useful for most image-
based intervention procedures. In future work, we will test
the performance of the proposed approach on the real-work
robotic platform. Furthermore, a force control strategy will
be proposed such that a force feedback can be provided to
the surgeon through remote operation.
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6e synchrony of patient-ventilator interaction affects the process of mechanical ventilation which is clinically applied for
respiratory support.6e occurrence of patient-ventilator asynchrony (PVA) not only increases the risk of ventilator complications
but also affects the comfort of patients. To solve the problem of uncertain patient-ventilator interaction in the mechanical
ventilation system, a novel method to evaluate patient-ventilator synchrony is proposed in this article. Firstly, a pneumatic model
is established to simulate the mechanical ventilation system, which is verified to be accurate by the experiments. 6en, the PVA
phenomena are classified and detected based on the analysis of the ventilator waveforms. On this basis, a novel synchrony index
(SIhao) is established to evaluate the patient-ventilator synchrony. It not only solves the defects of previous evaluation indexes but
also can be used as the response parameter in the future research of ventilator control algorithms. 6e accurate evaluation of
patient-ventilator synchrony can be applied to the adjustment of clinical strategies and the pathological analyses of patients. 6is
research can also reduce the burden on clinicians and help to realize the adaptive control of the mechanical ventilation and
weaning process in the future.

1. Introduction

Nowadays, respiratory diseases have become some of the
deadliest diseases in the world [1, 2]. Sudden global epidemic
diseases, such as COVID-19, also bring great threat to
people’s life. In order to provide people with the necessary
life support, the application and research of mechanical
ventilation in clinical treatment are getting more and more
attention from experts. Mechanical ventilation is an effective
means of clinical treatment for respiratory failure and
pneumonia and of respiratory support in critically ill pa-
tients. 6e indications for mechanical ventilation include
acute respiratory distress syndrome (ARDS), chronic ob-
structive pulmonary diseases (COPD), pneumonia, severe

acute respiratory syndrome (SARS), middle east respiratory
syndrome (MERS), and corona virus disease (COVID-19)
[2–6]. In the treatment of the COVID-19 that has swept the
world, mechanical ventilation has played an important role.
During mechanical ventilation, patient-ventilator asyn-
chrony (PVA) is a common problem [7]. 6e incidence of
severe PVA can be as high as 25% in spontaneously
breathing patients with acute respiratory failure during
invasive ventilation [8, 9]. During noninvasive ventilation,
PVA also maintains a high incidence [10]. Clinically, PVA
could result in prolonged time on mechanical ventilation,
increased use of sedation, complications of ventilator, and
decrease in patient’s comfort accompanied by the physio-
logical and psychological changes [11–15]. For example,
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during the treatment of COVID-19, PVA occurs in most
patients, which increases the need for sedation and muscle
relaxants [16, 17]. In addition, the respiratory gland is
stimulated, which increases the secretion of sputum and
causes sputum stasis, resulting in difficulty in suction
[18–20]. 6erefore, the research and clinical evaluation of
patient-ventilator synchrony are vital for the process of
mechanical ventilation.

In clinical practice, ventilator waveforms are often
used to detect PVAs manually. Nilsestuen and Hargett
summarized the method of using ventilator waveforms to
identify PVAs [21]. 6e patient’s pulmonary system and
the ventilator are described as two pumps. 6e asynchrony
between the two pumps can be identified by comparing the
pressure, flow, and volume waveforms. However, they did
not propose a standard index to evaluate the degrees of
patient-ventilator synchrony. And the detection work is
performed manually with lower intelligence degrees and
real-time performance. Diaphragm electrical activity
(EAdi) waveform can reflect patient’s respiratory effort
intuitively. Compared to conventional ventilator wave-
forms, EAdi can effectively monitor the interaction be-
tween the patient and the ventilator [22, 23]. However, the
acquisition of the EAdi signal requires the placement of an
esophageal electrode catheter, which is complicated in
clinical practice and may interfere with mechanical ven-
tilation. 6erefore, it is not easy to popularize the appli-
cation of synchrony index using EAdi clinically.

In addition, Sinderby et al. have proposed a neural index
to quantify patient-ventilator interaction [24]. In their re-
search, the patient-ventilator synchrony was evaluated by
comparing ventilator pressure and EAdi waveforms.6e two
waveforms were analyzed for their timings, and the error
between the waveforms was quantified, thus obtaining the
synchrony index that is standardized and automated.
However, this index still has certain limitations. In addition
to the difficulty of measuring EAdi signals, this index lacks
the synchrony evaluation on the space of ventilator wave-
forms. For example, amplitude fluctuations of pressure and
flow waveforms caused by insufficient ventilation or over-
ventilation cannot be effectively evaluated.

In this article, a novel method to evaluate patient-ven-
tilator synchrony is proposed based on a pneumatic model of
the mechanical ventilation system, by comparing changes in
ventilator waveforms during the breathing cycles of patients.
6is method can automatically detect the main asynchrony
phenomena considering the feasibility of clinical operation
and the effectiveness of the evaluation. Different from the
contribution of the research work completed by other sci-
entists, the method proposed in this article does not require
invasive operations and can comprehensively evaluate the
patient-ventilator synchrony. 6e PVAs are classified
according to different phases of a ventilation cycle. And the
accuracy of the model and detection method is verified by a
series of simulations. 6e synchrony index (SIhao) is
established in the form of a vector, and its elements cor-
respond to various aspects of the asynchrony phenomena.
6is index intuitively reflects the detection and quantifica-
tion results of the patient-ventilator synchrony. It is

significant for the diagnosis of the patient, the prediction of
the development of patient’s condition, and the clinical
regulation of mechanical ventilation.

2. Materials and Methods

2.1. Pneumatic Model of the Mechanical Ventilation System.
6e patient and the ventilator are driven by two different
pneumatic systems. 6e patient’s spontaneous breathing is
driven by respiratory muscle, of which the work of dia-
phragm accounts for 60%∼80% [25–27]. 6e ventilator is
driven by an external air source or fan to generate pressure
and flow to provide respiratory support to the patient. 6e
interaction between the patient and the ventilator affects the
changes of the ventilator waveform. A pneumatic model is
established to simulate the process of mechanical ventila-
tion, as shown in Figure 1.

In the pneumatic model, the vacuum pump simulates the
generation of negative pressure when the patient inhales.
6e lungs can be regarded as a variable-volume container,
whose elasticity corresponds to pulmonary compliance. 6e
airway resistance is represented by the friction loss of the
throttle valve. 6e brake valve simulates the switching be-
tween inspiration and expiration. 6e ventilator pneumatic
system is established based on the working principle of a
medical ventilator that can achieve pressure support ven-
tilation (PSV). 6ese two pneumatic systems are connected
by the ventilation tube whose compliance and air resistance
can be negligible ideally.

6e working principle of the pneumatic model corre-
sponds to the physiological principle of the patient’s re-
spiratory system. During a normal breathing cycle, the
negative pressure is first generated inside the pleural cavity,
to bring a pressure difference between the inside and outside
of the human body. 6en the air gets into the lungs through
the airway. 6is process can be completed by the vacuum
pump and the brake valve in the pneumatic model. When
the patient starts exhaling, the chest wall retracts, expelling
excess air in the lungs. 6is process can be completed by the
variable-volume container which is elastic. 6e breathing
support of the mechanical ventilation system is provided by
the ventilator pneumatic system as shown in Figure 1. When
the patient’s compliance changes, the elasticity of the var-
iable-volume container changes accordingly, and their
change rules are inversely proportional. When the patient’s
airflow resistance changes, the effective sectional area of the
throttle valve changes accordingly, and their change rules are
proportional. 6erefore, the pneumatic model in this article
can effectively simulate the changes and effects of respiratory
mechanical parameters in the mechanical ventilation
system.

2.2. Mathematical Model of the Mechanical
Ventilation System

2.2.1. Driving Pressure of Patient’s Spontaneous Breathing.
Patient’s spontaneous breathing is driven by the contraction
of respiratory muscles. 6e formula of pressure changes in
the lungs produced by respiratory muscles can be fitted from
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the pressure curve produced by the lung simulator
(ASL5000), and the simulator curve can accurately represent
the curve of pressure changes generated by the patient’s
spontaneous breathing [28–30]. In this article, the value of
this pressure changes is denoted as Pmus. In previous re-
search, both Vicario and Hao have revealed this law [30, 31],

and Pmus can be expressed as a piecewise function, as shown
in equation (1). In this formula, Pmus,max represents the
maximum value of the pressure change, tdec is the time for
pressure dropping, tinc is the start of the pressure rising, tins
is the termination of the pressure rising, and Tcycle is the time
for a breathing cycle.

Pmus �

−Pmus,max · sin
πt

2 · tdec
 , 0≤ t< tdec,

−Pmus,max, tdec ≤ t< tinc,

−Pmus,max · sin
π t + tins − 2 · tinc( 

2 tins − tinc( 
 , tinc ≤ t< tins,

0, tins ≤ t<Tcycle.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

6e pressure curve (see Figure 2) can be simulated
according to equation (1). 6e red dotted line was obtained
by the data acquisition of the lung simulator (ASL5000), and
the black solid line is the fitted curve based on equation (1).

2.2.2. Operating Pressure of the Ventilator. For the PSV
mode, the operating pressure of the ventilator can be
expressed as a piecewise function, as shown in equation (2)
[29–31]. In the formula, PV is the operating pressure of the

ventilator, Ptrigger is the trigger pressure, Ppeak is the plateau
pressure, PPSV is the maximum support pressure set by the
ventilator, ttrigger is the trigger time, trise is the rise time from
Ptrigger to Ppeak (the value of Ppeak is approximately equal to
(PPSV + Ptrigger + PEEP)), tter is the termination time of
inhalation, and tdrop is the drop time from Ppeak to PEEP.
When the airway pressure drops more than the trigger
pressure, the ventilator is triggered and starts working. 6e
value of trise is preset by the clinician and tter is based on a
percentage of peak flow. 6is percentage is preset or varies
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depending on the algorithm of the ventilator. PEEP means
positive end expiratory pressure, which maintains a certain
pressure in the airway at the end of expiration.

Pv �

PPSV + Ptrigger  · 1 − e − t− ttrigger/trise( (   + PEEP, ttrigger ≤ t< ttrigger + trise ,

Ppeak, ttrigger + trise ≤ t< tter,

Ppeak − Ppeak − PEEP  ·
t − tter( 

tdrop
, tter ≤ t< tter + tdrop ,

PEEP, tter + tdrop ≤ t<Tcycle.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

2.2.3. Differential Equations and Transformation Relations of
Physical Quantities. During the mechanical ventilation, the
pneumatic model can be regarded as an isothermal system
[32, 33]. By deforming the ideal gas equation, the differential
equation for intrapulmonary pressure can be obtained, as
shown in equation (3) [31, 34–36]. In the formula, Ppl means
the intrapulmonary pressure (pa), ρ means the air density
(1.293 kg/m3), R means the gas constant (297 J/(kg·K)), T
means the temperature (K), Q means the volumetric flow
rate, V means the lung volume, C means the pulmonary
compliance, and m means the air mass.

dPpl

dt
�

ρRTQV

V2 + CmRT
. (3)

In the pneumatic model, the ratio of downstream
pressure (Pd) to upstream pressure (Pu) of the throttle valve
is bigger than 0.528, which means the airflow is subsonic
[31, 34–36]. 6e equation of volumetric flow rate can be
described as follows:

Q �
nAePu

����
1 − r

√

ρ
���
RT

√

����������������

1 −
Pd/Pu(  − r

1 − r
 

2




, (4)

where n is the flow coefficient (equal to 1 during inhalation;
equal to −1 during exhalation), Ae is the effective sectional
area of the throttle valve, and r is critical pressure ratio
(0.528).

According to the definition of respiratory compliance,
the differential equation of lung volume can be described as
follows [31, 34–36]:

dV � C · dPpl. (5)

During the mechanical ventilation, the difference be-
tween the operating pressure of the ventilator and the pa-
tient’s intrapulmonary pressure produces inspiratory and
expiratory airflows. 6e mathematical model as shown in
equations (3)–(5) illustrates the correlation between the
pressure and flow in the pneumatic model. During the
clinical process, the pressure and flow in the mechanical
system are affected by the respiratory mechanical parame-
ters. 6e compliance and the airflow resistance are regarded
as the main respiratory mechanical parameters [31]. 6e
compliance reflects pulmonary ability to deform. 6e higher
compliance results in the greater change in the lung volume
at unit pressure, which is described as equation (5). 6e
airflow resistance affects the volumetric flow rate. 6e
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Figure 2: Curve of the pressure changes produced by respiratory muscle.6e point m represents Pmus,max; the black solid line represents the
fitted curve; and the red dotted line represents the pressure changes curve produced by the lung simulator.
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greater resistance results in the smaller volumetric flow rate.
In the pneumatic model proposed in this article, the effect of
the airflow resistance is equivalent to a throttle valve, as
shown in Figure 1. 6erefore, the effective sectional area of
the throttle valve (Ae) is directly proportional to the airflow
resistance. In equation (4), the effective sectional area of the
throttle valve (Ae) is used to describe the effect of airflow
resistance on the volumetric flow rate. According to the
mathematical model, the simulation calculation can be
carried out. In the calculation, the units of each physical
quantity are the basic units of the international system of
units. In the reports of clinical diagnosis and treatment or
the display of parameters on the ventilator, the units of each
physical quantity are converted into the units commonly
used in the clinic. 6e corresponding units of each physical
quantity are shown in Table 1.

2.2.4. Clinical Operation Principle and Simulation Parameter
Settings. 6e clinician needs to make some presets on the
ventilator according to the physical condition of the patient
before the operation of mechanical ventilation. 6e clinical
operation process of the mechanical ventilation is shown in
Figure 3. 6e ventilator waveforms are affected by the in-
teraction between the patient and the ventilator. 6erefore,
unreasonable presets, changes in the patient’s physical
condition, and changes in the clinical environment can all
lead to the occurrence of PVA, thus producing specific
changes in the ventilator waveforms.

In this article, the PSV mode is the main ventilation
mode for the research of patient-ventilator synchrony. 6is
common ventilation mode has a wide range of applications
and is involved in invasive and noninvasive ventilation and
in weaning process. Based on the mathematical model of the
pneumatic system of the patient and the ventilator, the
mechanical ventilation process can be simulated. According
to the parameter preset of clinical operation, the settings of
simulation parameters are shown in Table 2 [30, 31, 37].

6e ventilator waveforms are simulated as shown in
Figure 4. 6e green dotted lines indicate the successful
triggering of the breathing cycle. 6e red dotted lines in-
dicate the termination of the inspiratory phase and the
beginning of the expiratory phase.

In order to verify the accuracy of the model, an ex-
perimental prototype was established to obtain the experi-
mental data to be compared with the simulation data. 6e
experimental prototype consists of a lung simulator
(ASL5000), a ventilator (Philips Respironics BiPAP ST30),
and a PC, as shown in Figure 5. 6e lung simulator can
simulate the natural respiratory process of the patients,
which has been verified to be accurately fitted in clinical
medicine [28–30]. 6e PC is the control center of the lung
simulator, which can adjust the respiratory mechanical
parameters to simulate the pathological difference in the
patients.6e ventilator is connected to the airway of the lung
simulator to provide breathing support. By setting the
ventilator to the PSV mode, the mechanical ventilation
experiments in this article can be performed. 6e regulation
of the ventilator parameters is regarded as the clinician’s

operation process. 6e clinical operation process of the
mechanical ventilation is illustrated in Figure 3. 6e
goodness of fit (R2) between the experimental curve and the
simulation curve is calculated by equation (6). In the for-
mula, di means the value of the simulation data, d means the
average value of the experimental data, di means the value of
the experimental data, andmmeans the number of samples.
In Figure 4, R2 values of the pressure curve, the flow curve,
and the volume curve are 0.9423, 0.9378, and 0.9628. 6e
values of R2 verify the good fitting between the experimental
curve and the simulation curve, thus verifying the validity of
the pneumatic model and the accuracy of the mathematical
model.

Table 1: 6e units of basic physical quantity.

Physical quantity Calculation unit Reported unit
Time s s
Pressure Pa cmH2O
Volume m3 cmH2O/L/s
Compliance m3/Pa mL/cmH2O
Mass kg —
Effective area m2 mm2

Clinician
Patient

pneumatic
system

Ventilator
pneumatic 

system

Trigger sensitivity (Ptrigger)
Pressure support level (PPSV)

Rise time (Trise)
Baseline pressure (PEEP)

Flow-cycling criterion (Qter)

…

Physical 
condition

Controlled variables

Initialize 
settings

Respiratory support

Figure 3: Clinical operation process of the mechanical ventilation.

Table 2: 6e settings of simulation parameters.

Physical quantity Value Unit
PPSV 17 cmH2O
Ptrigger 2 cmH2O
PEEP 5 cmH2O
trise 0.2 s
∗kter 10%
A 15 mm
C 50 mL/cmH2O
Pmus,max 5 cmH2O
tdec 0.5 s
tinc 0.75 s
tins 1 s
Tcycle 3 s
∗kter represents the ratio of flow rate to peak flow rate at the end of in-
spiration, which determines the value of tter.
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2.3. Classification and Detection of PVA. Considering the
process of a typical breath, PVAusually occurs in four phases of
each breathing cycle. According to these four phases, PVA can
be divided into triggering asynchrony, inspiration asynchrony,
switching asynchrony, and exhalation asynchrony. 6ese
phenomena can be detected and classified by observing and
comparing pressure and flow waveforms. In this part, several
main PVA phenomena in PSV ventilation mode are classified
and reproduced through simulation, and the automatic de-
tection method of PVA is described.

2.3.1. Triggering Asynchrony

(1) Ineffective Triggering. During clinical mechanical venti-
lation, the ventilator is usually triggered by the pressure or

flow, which depends on the type of ventilation mode. 6e
effort to breathe results in the variation of the pressure or
flow in the airway. When the variation reaches the preset
triggering level, the ventilator will be triggered and work. In
this article, the ventilator works in PSVmode.6erefore, the
triggering pressure is regarded as the trigger signal. 6e
value is set to 2 cmH2O as shown in Table 2. It is designed
according to the general clinical standard in pressure sup-
port ventilation [30, 31, 37].

When the effort of patient’s respiratory muscle cannot
reach the triggering level, the ventilator fails to be triggered
and will not work. 6is phenomenon is called ineffective
triggering. Usually, this phenomenon is caused by the
sensitivity setting of the ventilator being too low (the trigger
level is set too high) or the patient’s pathological changes
(such as excessive airway resistance). As shown in Figure 6,
the red arrows point to the occurrence of the ineffective
triggering, and the blue dotted line indicates the start of
ineffective effort. In the ventilator waveforms, the pressure is
slightly reduced into a concave shape, corresponding to the
short-term rise of the flow waveform, which constitutes a
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short-term inspiratory flow. 6is reflects the patient’s efforts
to inhale.

It can be seen from Figure 6 that the ineffective triggering
may also occur in the expiratory phase.6is is usually caused
by the patient’s sudden inspiratory demand or a slight leak in
the ventilation system.
(2) Double Triggering.When the patient’s breathing demand
suddenly increases, the patient produces a second inspira-
tory effort in the same respiratory cycle and successfully
triggers the ventilator, which will produce a double trig-
gering asynchrony. As shown in Figure 7, the red arrows
point to the occurrence of double triggering. It can be seen
from the curve that when double triggering occurs, the
exhalation time is less than half of the inhalation time, which
can be regarded as an automatic detection standard. 6e
peak flow of the second triggered cycle is often higher than
the average peak flow, as shown by the red dotted line in
Figure 7.

In addition, when premature switching occurs, if the
patient’s continuous breathing effort is intense, a second
respiratory cycle may be triggered, causing the double
triggering. A cough may also trigger multiple respiratory
cycles within a short period of time, but this is not con-
sidered to be double triggering.
(3) Autotriggering. In the mechanical ventilation system,
there may be leakage in the mask, ventilation pipeline,
pipeline interface, etc., which is especially common in
noninvasive ventilation. When the leakage reaches the
trigger level, the ventilator is triggered to work, causing the
autotriggering asynchrony. As shown in Figure 8, the ex-
halation time of the autotriggering cycle is less than the
average value. Different from the double triggering, the peak
flow of the second cycle produced by the autotriggering is
lower than the average level. 6is can be regarded as the
detection criteria.

2.3.2. Inspiration Asynchrony. For the PSV mode, the in-
spiration asynchrony usually occurs during the pressure rise
phase. 6e pressure rise time (trise) depends on the valve-
opening rate of the ventilator. 6e value of trise can be preset
by the clinician. If the rise time is too slow, the time to reach
the effective ventilation level will be significantly delayed,
and the ventilation flow will not reach the average level,
resulting in insufficient tidal volume, as shown by the red
arrow and red dotted line in Figure 9.

Conversely, if the pressure rise time is too fast, there will
be a spike at the initial position of the inspiratory phase of
the plateau pressure of the pressure-time waveform. Cor-
respondingly, there will be an overshoot at the initial po-
sition of the inspiratory flow. By appropriately reducing the
valve-opening rate or increasing the setting value of trise, this
phenomenon can be effectively improved.

2.3.3. Switching Asynchrony

(1) Delayed Switching. 6e accurate switching between in-
halation and exhalation of mechanical ventilation affects the
patient’s comfort and the effect of mechanical ventilation. If
the ventilator is still supplying air after the termination of the
patient’s inhalation, there will be a confrontation between
the patient and the ventilator. When the confrontation
occurs, the patient’s expiratory efforts produce changes of
the intrapulmonary pressure, which makes the airway
pressure suddenly rise at the end of the plateau pressure.
Corresponding to the pressure, the patient’s inspiratory flow
suddenly drops at the end of the inspiratory phase. In
Figure 10, the red dotted line and the red arrow indicate the
characteristic performance of the delayed switching.
(2) Premature Switching. For PSV ventilation mode, the
switching time depends on the percentage of the peak flow,
that is, the termination level of the inspiratory phase. If the
termination level is set too high, the ventilator supply will be
terminated prematurely. At the end of the ventilator supply,
the patient has not yet completed the inhalation, and the
inspiratory effort causes a brief reversal of the ventilator
waveforms. As shown in Figure 11, the beginning of the
expiratory phase of the flow waveform suddenly rebounds
toward the baseline. Corresponding to the flow waveform,
the pressure suddenly drops at the beginning of the expi-
ratory phase and then rises again, showing a concave shape.
6e red dotted line and the red arrow indicate the char-
acteristic performance of the delayed switching, and the blue
dotted line shows the simulated waveform without con-
frontation. If the premature switching asynchrony is serious,
it will cause double triggering.

2.3.4. Exhalation Asynchrony. Exhalation asynchrony is
usually caused by too short or prolonged exhalation time.
Premature switching will cause the prolonged exhalation
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Figure 6: Ventilator waveforms of ineffective triggering.
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time. If the exhalation time is too long, it will cause
hypoventilation. Usually, prolonged exhalation is of little
consequence to the subsequent cycles. However, shorten

exhalation usually has the risk of causing endogenous
positive end expiratory pressure (PEEPi). 6e presence of
PEEPi often causes ineffective triggering of the subsequent
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Figure 7: Ventilator waveforms of double triggering.
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Figure 8: Ventilator waveforms of autotriggering.
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Figure 9: Ventilator waveforms of inspiration asynchrony.
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Figure 10: Ventilator waveforms of delayed switching.
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cycles, as the patient has to overcome the additional positive
end expiratory pressure to reach the trigger level. 6e
presence of PEEPi can be detected by observing whether the
inspiratory flow can return to baseline before the next
breathing cycle. As shown in Figure 12, the red dotted line
and red arrows point to the performance of the exhalation
asynchrony. At the end of the expiratory phase, there is a
certain difference between the intrapulmonary pressure and
the airway pressure.

In addition, PEEPi is closely related to pathological
changes in patients. When patients have pathological
changes, such as chronic bronchitis, chronic obstructive
pulmonary disease (COPD), and other diseases, which lead
to structural destruction of the bronchial wall, thickening of
the tube wall, stenosis of the lumen, and significant increase
in expiratory resistance, the isobaric point is shifted inward.
6e expiratory process is not completed, but the bronchial
collapse occurs, and positive pressure is formed in the
alveoli.

2.4. Definition of Patient-Ventilator Synchrony Index. In the
pressure support ventilation mode, the clinical regulation of
mechanical ventilation is achieved through the control and
adjustment of ventilator pressure. From the classification of
PVA, it can be concluded that PVA usually occurs at dif-
ferent phases of each breathing cycle. 6erefore, to evaluate
patient-ventilator synchrony during mechanical ventilation,
each breathing cycle is divided into four phases for analysis:
(1) triggering phase; (2) rising phase; (3) inspiratory phase;
and (4) expiratory phase. 6ese four phases are determined
based on the airway pressure waveform of the ventilator. As
shown in Figure 13, point a is the triggering phase, the
interval from point a to point b is the rising phase, the
interval from point b to point c is the inspiratory phase, and
the interval from point c to point d is the expiratory phase.
ΔPins represents the difference between the abnormal
pressure value and the normal pressure waveform.

Corresponding to the performance of patient-ventilator
synchrony at different phases, a novel evaluation index of
patient-ventilator synchrony, SIhao, is proposed in this
article.

SIhao � SItri, SItiming, SIa, SIpeepi . (7)

SIhao is a vector, whose elements can be used as indi-
cators for different problems of patient-ventilator

synchrony. 6e set of SItri is −1, 0, 1, 2{ }. In the case of
normal ventilation, the value of SItri is 1. Different values
represent different triggering asynchrony phenomena: 0
represents ineffective triggering; 2 represents double trig-
gering; and −1 represents autotriggering. When a triggering
problem occurs, the ventilator control parameters must be
adjusted in time. 6erefore, SItri can not only evaluate the
triggering synchrony over time but also serve as an alarm for
triggering asynchrony.

SItiming �
teffective

Tcycle
× 100%. (8)

As shown in equation (8), the value of SItiming is equal to
the ratio of teffective and Tcycle. When the airway pressure rises
to 95% of PPSV, it can be considered that the ventilator
pressure has reached an effective support level. If the
pressure rise time of the ventilator is set too long, or the
trigger level is set too high to trigger the ventilator imme-
diately, the value of teffective will increase significantly,
delaying the effective ventilation and increasing the patient’s
work of breathing. 6erefore, when the value of SItiming
exceeds the normal threshold value, it may correspond to the
inspiration asynchrony caused by the excessively slow rise
time, and the peak flow and tidal volume will significantly
reduce. At the same time, the change of SItiming can also
reflect the triggering synchrony, as the increase of SItiming
reflects the delay of the trigger of the ventilator. 6us, when
SItiming is abnormal, the trigger sensitivity can be fine-tuned
if inspiration asynchrony is not detected.

As shown in Figure 14, ΔPins represents the difference
between the abnormal pressure value and the normal
pressure waveform. When the delay switching occurs, there
will be an overshoot at the end of the plateau pressure, and
the value of ΔPins is positive. When the premature switching
occurs, there will be a sudden drop during the transition
between the inspiratory phase and the expiratory phase,
showing a concave shape on the pressure curve, and the
value of ΔPins is negative. 6erefore, ΔPins can be used as the
characteristic quantity for synchrony evaluation.

SIa �
ΔPins

PPSV
× 100%. (9)

6e value of SIa, as shown in equation (9), reflects the
patient-ventilator synchrony in amplitude of ventilator
waveform. It corresponds to some phenomena of the
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Figure 11: Ventilator waveforms of premature switching.
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inspiration asynchrony and switching asynchrony. When
the switching asynchrony occurs, or during the normal
ventilation, the value range of SIa is (−1, 1). And the closer
the value of SIa is to zero, the better the synchrony is.

However, when the rise time of the pressure is too short,
there will be a short-term spike at the beginning of the
plateau pressure, as shown in Figure 15. In this case, the
value of ΔPins is also positive. In order to distinguish it from
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Figure 12: Ventilator waveforms of breathing cycles with the presence of PEEPi. 6e pink dotted line represents the curve of the
intrapulmonary pressure, and the blue dotted line represents the baseline of the flow curve.
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delayed switching, when the above phenomenon occurs, the
calculation of SIa adds 1 to the result of equation (9), and the
value range becomes (1, 2).

SIpeepi corresponds to the phenomenon of exhalation
asynchrony, which is mainly manifested as the increase of
endogenous positive end expiratory pressure (PEEPi). 6e
value of PEEPi is closely related to pathological changes in
patients and PVA caused by improper mechanical venti-
lation, so continuous monitoring of PEEPi is required
during ventilation. However, the measurement of the
intrapulmonary pressure imposes high requirements on the
equipment and is not easy to achieve. 6erefore, the
judgement of the occurrence and increase of PEEPi is
achieved through the detection of expiratory flow instead of
the detection of intrapulmonary pressure. When the PEEP
provided by the ventilator cannot offset PEEPi, the expi-
ratory flow cannot return to zero before the next breathing
cycle, as shown in Figure 16.

SIpeepi �
ΔFex

Fexmax
× 100%. (10)

In equation (10), the value of ΔFex represents the dif-
ference between the end expiratory flow and zero, as shown
in Figure 16. And the value of Fexmax represents the absolute
value of the peak flow during the expiratory phase. 6ere-
fore, the higher value of SIpeepi means the more serious
phenomenon of exhalation asynchrony, and the value of
PEEP need to be increased to offset the influence of PEEPi.
During normal ventilation, the value of SIpeepi is equal to 0.

3. Results and Discussion

6rough the definition of SIhao, it can be concluded that the
evaluation index of patient-ventilator synchrony proposed
in this paper is a vector index, and its four elements cor-
respond to different aspects of PVA phenomena.

In the past, the asynchrony index was usually used as the
evaluation index of patient-ventilator synchrony. 6e
asynchrony index proposed by 6ille is defined as follows
[8]:

AIThille �
Number of asynchrony phenomena

Total breathing cycles(ventilator cycles + ineffective efforts)
× 100%, (11)

which counts the number of asynchrony phenomena within
a certain period, such as 30 breathing cycles. 6is asyn-
chrony index cannot analyze the synchrony of a single
breathing cycle. Besides, Sinderby et al. proposed a neural
index to automatically evaluate the patient-ventilator in-
teraction. 6is index can reflect the timing synchrony and
triggering synchrony between the patient’s spontaneous
breathing and ventilator ventilation. However, the

measurement requirement of EAdi makes it more difficult to
obtain this index. Besides, it cannot reflect the PVA caused
by the improper rise time of ventilator pressure and the
increase of PEEPi, which makes the index have certain
defects when evaluating the patient-ventilator synchrony.

Different from the traditional evaluation index, SIhao can
realize the single-period judgement, with a better real-time
performance. As a vector index, it covers several major
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asynchrony phenomena under PSV mode, which makes this
index more convincing. Taking several different breathing
cycles shown in Figure 17 as examples, the determination of
corresponding asynchrony phenomena and SIhao is shown as
follows:

(a) Inspiration asynchrony (longer rise time)

teffective � 0.53 s
SIhao � (1, 17.67%, 0, 0)

(b) Inspiration asynchrony (shorter rise time)

teffective � 0.14 s
ΔPins � 1.8 cmH2O
SIhao � (1, 4.67%, 1.11, 0)

(c) Switching asynchrony (delayed switching)

teffective � 0.32 s
ΔPins � 3 cmH2O
SIhao � (1, 10.67%, 17.65%, 0)

(d) Switching asynchrony (premature switching)

teffective � 0.32 s
ΔPins � −10 cmH2O
SIhao � (1, 10.67%, −58.82%, 0)

(e) Exhalation asynchrony

teffective � 0.32 s
ΔFex � 20.3 L/min
SIhao � (1, 10.67%, 0, 36.25%)

To define the pros and cons of the patient-ventilator
synchrony, it is necessary to set a certain threshold value for
SIhao. 6e setting of the threshold depends on the detection
accuracy of each parameter and the normal variation range.
According to the clinical experience of physicians
[30, 38–40], Ptrigger is usually set to 1 to 2 cmH2O, trise is
usually set to 0.1 to 0.3 s, and kter is usually set to 5∼10%.
6e values of Ptrigger and trise influence the variation of
teffective. 6e value of kter influences the termination of the
inspiratory phase and then affects the performance char-
acteristics of switching asynchrony. 6erefore, the
thresholds of the elements of SIhao are set as shown in
Table 3.

6e corresponding threshold value also indicates the
automatic detection standard of PVA.When the value of SItr
is not displayed as 1, it means that the triggering asynchrony
has occurred (0 represents ineffective triggering; 2 represents
double triggering; and −1 represents autotriggering). When
the value of SItiming exceeds 15%, it means that the rising time
from the triggering to the plateau pressure is too long to
provide effective respiratory support in time. 6is abnormal
value usually means the occurrence of inspiration asyn-
chrony (the rising time is set too long) or delayed triggering.
When the value of SIa falls in (10%, 100%), it means the
occurrence of delayed switching asynchrony. Correspond-
ingly, when the value of SIa falls in (−100%, −10%), it means
the occurrence of premature switching asynchrony. It
should be noted that when the value of SIa exceeds 1, it
means the occurrence of the inspiration asynchrony (the

rising time is set too short). When the value of SIpeepi is not
equal to 0, it indicates that the presence of PEEPi results in
exhalation asynchrony.6e support degree of PEEP needs to
be adjusted according to the value of SIpeepi to offset the
influence of PEEPi.

In addition, SIhao can also be used as the response pa-
rameter of ventilator regulation. If the asynchrony phe-
nomenon occurs, the control parameters of the ventilator
can be adjusted according to the corresponding evaluation
index. As shown in Figure 18, the ventilator waveform data
of each breathing cycle is analyzed to obtained the threshold
range of the four elements of the vector, SIhao. After the
threshold judgement, the control parameters can be adjusted
according to the judgement results. If the value of the
synchrony index exceeds the threshold, it will correspond to
the specific asynchrony phenomena mentioned above. 6en
the control parameters could be adjusted according to the
corresponding asynchrony phenomena. For example, when
premature asynchrony occurs, the value of kter is appro-
priately lower. 6e adjustment of control parameters will
realize the feedback control of the ventilator through the
controller [41–44]. In future research, the control law will be
designed to realize the adaptive control of the mechanical
ventilation system.

4. Conclusion

In this research, a novel pneumatic model of the mechanical
ventilation system is established to simulate the mechanical
ventilation process, and different PVA phenomena are
simulated. An experimental prototype is established to verify
the validity of the pneumatic model and the accuracy of the
mathematical equations. 6e goodness of fit between the
experimental curve and the simulation curve exceeds 90%.

By analyzing the morphological characteristics of dif-
ferent asynchrony phenomena, the PVA phenomena are
divided into four categories, namely, (1) triggering asyn-
chrony; (2) inspiration asynchrony; (3) switching

Table 3: 6e thresholds of the evaluation indices.

Evaluation index Normal value/threshold
SItr 1
SItiming <15%
SIa (−10%, 10%)
SI peepi 0

Waveform
data

Threshold
judgement

SItri SItiming SIa SIpeepi

Ventilator Controls
parameter

Controller

Figure 18: Controlling principle for using SIhao as the response
parameter.

Complexity 13



asynchrony; and (4) exhalation asynchrony. A method to
detect different PVA phenomena by morphology was pro-
posed in this article. Based on this method, almost all the
PVA phenomena in pressure support ventilation are
analyzed.

A new type of evaluation index, SIhao, is established in
this study, which completes the evaluation of patient-ven-
tilator synchrony of each breathing cycle during mechanical
ventilation in the form of a vector. It reflects the real-time
performance of patient-ventilator synchrony with the use of
a morphology-based method and gives the index for au-
tomatic evaluation. 6e four elements of the evaluation
index correspond ingeniously to different types of PVA,
establishing the link between synchrony evaluation and
asynchrony detection. 6erefore, the evaluation index, SIhao,
can also be used as a response parameter in the control of
ventilator, optimizing the control algorithm, achieving the
intelligent adjustment of parameters, and improving the
patient-ventilator synchrony.

6is work proposes a novel method to evaluate patient-
ventilator synchrony during mechanical ventilation at the
current stage. It solves certain problems of the existing
results in clinical application. 6e existing asynchrony index
cannot evaluate the performance of synchrony, while the
synchrony index proposed in this article can comprehen-
sively evaluate the patient-ventilator synchrony.6e existing
neural index needs to be obtained by the invasive operations,
which adds difficulty to clinical promotion. In contrast, the
method in this work is noninvasive, which is safer and more
convenient.

6is research can be used to adjust clinical strategies
during mechanical ventilation. And it is helpful for the
pathological analysis of patients during the treatment. It
aims at reducing the burden on clinicians, optimizing the
mechanical ventilation process, effectively reducing the
complications caused by PVA, and realizing the adaptive
control of the ventilator and weaning process in the future.
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In the development of technology for smart cities, the installation and deployment of electronic motor vehicle registration
identification have attracted great attention in terms of smart transportation in recent years. Vehicle velocity measurement is one
of the fundamental data collection efforts for motor vehicles. +e velocity detection using electronic registration identification of
motor vehicles is constrained by the detection algorithm, the material of the automobile windshield, the placement of the decals,
the installation method of the signal reader, and the angle of the antenna. +e software and hardware for electronic motor vehicle
registration identification produced in the standard manner cannot meet the accuracy of velocity detection for all scenarios. Based
on the actual application requirements, we propose a calibration method for the numerical output of the automobile velocity
detector based on edge computing of the optimized multiple reader/writer velocity values and based on a particle swarm-
optimized radial basis function (RBF) neural network.+e proposed method was tested on a two-way eight-lane road, and the test
results showed that it can effectively improve the accuracy of velocity detection using electronic registration identification of
motor vehicles. Compared with the actual velocity, 87.12% of all the data samples had an error less than 5%, and 91.76% of the data
samples for vehicles in the center lane had an error less than 5%. By calibrating the electronic vehicle velocity based on the
registration identification, the accuracy of velocity detection in different application environments can be improved. Moreover,
the method can establish an accurate foundation for application in traffic flow management, environmental protection, traffic
congestion fee collection, and special vehicle traffic management.

1. Introduction

As urban development expands, the rapid increase in the
number of vehicles on roads has caused various urban
management problems and has led to the construction of

large-scale, traffic-related infrastructures and the construc-
tion and the deployment of extensive vehicle-related facil-
ities and equipment. +ese are specifically manifested in the
use of various traffic sensing and road monitoring tech-
niques and equipment including video cameras, GPS,
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geomagnetic, and radar. +ese devices are deployed on the
road by local public security departments to ensure the
safety and smooth operation of road traffic, strengthen the
enforcement of traffic regulations, and ensure the intelli-
gent control of city-level traffic. Intelligent control of traffic
has become an important component of smart cities.
However, video-based vehicle information recognition
technology is susceptible to interference from environ-
mental factors, such as weather, lighting, and distance from
the vehicle. As a result, the effective recognition rate of
video technology cannot meet the requirements of intel-
ligent traffic management and cannot automatically
identify false license plates, overlay plates, and inten-
tionally obscured plates. Electronic registration identifi-
cation of motor vehicles based on a single video image
cannot satisfy the needs of smart traffic and the need to
maintain a general social order [1]. Tomeet these needs, the
application of electronic registration identification (ID) is
proposed and promoted on a national level by establishing
a national standard. Electronic vehicle registration iden-
tifications have been promoted in a limited number of
cities and is used for intelligent parking [2], smart signal
control and application [3, 4], web-linked smart vehicles
[5], special vehicle passing management and special
electronic registration identification of motor vehicles and
control [6], and traffic operation supervision and envi-
ronmental driving restrictions [7]. However, due to various
technical problems, the vehicle velocity data collected
using electronic vehicle registration identification still
cannot serve for traffic law enforcement; this has restricted
the scope of application of electronic vehicle registration
identification. In terms of increasing the accuracy of col-
lected data with spatial attributes, many researchers have
conducted studies on multiobjective optimization algo-
rithms in recent years. Grid-based methods have found
good applications [8–10]. For example, Wu [11], Luo [12],
and Kong [13] located robot arm movement by con-
structing a grid; Leong [14] maintained the diversity of
solutions by constructing a grid; Knowles [8] used adaptive
grids to store the obtained nondominated vectors; Yang
[15] used grid technology to apply evolutionary algorithms
to solve high-dimensional multiobjective optimization
problems; Li [16] used grids to simultaneously characterize
the convergent and distributive characteristics and pro-
posed a multitarget particle swarm optimization algorithm
based on grid sorting. +e algorithm uses coordinate
mapping, ordering of element optimization in the grid
coordinate system, and the Euclidean distance between the
element and the boundary of the approximate optimum. To
improve the accuracy of the velocity data collected using
electronic registration identification of motor vehicles, we
combine the results of previous researchers and propose a
numerical calibration method for vehicle velocity data
collected by electronic registration identification of motor
vehicles based on a particle swarm optimization neural
network. By comparing the optimized vehicle calibration
velocity and the data collected by the OBD port of the test
vehicle, the reliability of the acquired velocity data is
further improved.

2. Vehicle VelocityMeasurementMethod Using
Electronic Registration Identification of
Motor Vehicles

2.1. Installation and Connection Method for Reader/Writer of
Electronic Vehicle Registration Identification. +e collection
of vehicle velocity data based on electronic registration
identification of motor vehicles involves installing a com-
prehensive sensing base station at each key intersection or
public security checkpoint, expressway ramp, and check-
points at city entries. A detection coil should be installed 15
meters away from the law enforcement monitoring station
or the key intersection on the main highway. To inspect the
vehicles passing through the road, a gantry should be in-
stalled at a distance of 15 meters from the detection coil and
an electronic registration identification of the motor vehicle
device should be installed on the gantry to automatically
identify the license plate of the vehicle. +e reader/writer
antenna installed on the gantry acquires the data from
passing vehicles equipped with an electronic registration
identification of motor vehicles. When the vehicle comes in
contact with the coil, the detection coil emits two signals, one
signal goes to the high-definition video camera and the other
signal goes to the reader/writer antenna. +e vehicle license
plate and the electronic registration identification of the
motor vehicle signal of the vehicle are captured simulta-
neously. After the signal is read, it is uploaded to the
comprehensive sensing base station for data processing.

+e system at the comprehensive sensing base station
consists of a license plate recognition system and a vehicle
electronic registration identification of motor vehicles decal
read and write system. +e system as a whole performs data
collection, verification, transmission, and processing in
practical applications. +e overall layout is shown in Fig-
ures 1 and 2.

An appropriate location at the traffic checkpoint or the
road junction is chosen to install the gantry. +e induction
coil is installed 15 meters from the gantry. Installed on the
gantry are the electronic registration identification of motor
vehicles’ antenna, the high-definition video camera, and the
fill-in light. Two trigger signals are sent out through the
induction coil, one to the video camera and one to the vehicle
electronic antenna. +e antenna of the electronic registration
identification of motor vehicles is connected to the read/write
control of the vehicle. +e video camera is connected to a
front-end computer through a network or to an exchanger.

2.2. Vehicle Velocity Detection Based on Reader/Writer of
Electronic Registration Identification of Motor Vehicles.
+e main method of using electronic registration identifi-
cation of motor vehicles and readers/writers to acquire
vehicle velocity data is the ultrahigh-frequency radio fre-
quency identification technology. +e radio frequency
identification reader, using ultrahigh-frequency identifica-
tion technology, interacts with the radio frequency elec-
tronic registration identification of motor vehicle tag
installed on the wind shield of the vehicle through the ul-
trahigh-frequency horizontally polarized directional

2 Complexity



antenna. +e velocity of the vehicle is calculated by noting
the time difference for the vehicle to go through a fixed-
length identification zone. Under normal circumstances, the
transmission power of the RFID reader is 30–33 dBm, and
the antenna gain is 10–12 dBi. Combined with compre-
hensive factors such as the sensitivity of the reader and the
tag, the reading and writing coverage of the RFID reader is
usually between 0 and 35 meters. +e steps to calculate the
velocity of a vehicle using an electronic registration iden-
tification of motor vehicle tag and a reader are as follows:

Step 1. For an arbitrary vehicle shown in Figure 1, the
identification record and time data are recorded as the
vehicle enters the identification section of the electronic
reader/writer; the same records are also recorded as the
vehicle leaves the identification section.
Step 2. Interruption in the recognition record is
checked to determine that the vehicle has left the
identification section.

Step 3. +e velocity is calculated using the formula:
V � (S/(To − Ti)),
where V is the velocity with which the vehicle passes
through the recognition section, S is the direct distance
according to the electronic registration identification of
motor vehicle reader, that is, the length of the recog-
nition section, Ti is the time when the vehicle enters the
recognition section, and To is the time when the vehicle
leaves the recognition section.

However, constrained by factors such as the material and
angle of the vehicle’s windshield, any presence of a film,
location of the decal, or any other interference, different
electronic registration identification of motor vehicle
readers/writers often have different maximum reading
distances. +e differences in the maximum reading distance
prevents the electronic reader from determining where the
corresponding vehicle enters the recognition section, that is,
where it was first read. As a result, the reader cannot ac-
curately calculate the vehicle velocity based on the distance
and time it read.

Given the various interferences on the maximum read
distance of the electronic registration identification of motor
vehicle reader/writer, the calculation of the vehicle velocity
in actual practice is often combined with the received signal
strength indication (RSSI), that is, the strength of the signal
returned by the electronic registration identification of the
motor vehicle tag. +e higher the RSSI value, the closer the
vehicle is to the antenna, and vice versa. Specifically, the
position of the vehicle at different times may be calculated by
using the RSSI value returned from the electronic regis-
tration identification of the motor vehicle tag of the vehicle
at different times, and the velocity of the vehicle may then be

Fill-in light

HD camera

Public security bayonet controller

15m 15m

15m15m

F

Reader/writer antenna controller

Reader/writer antenna

Reader/writer antenna

Figure 1: Overall layout diagram.

Figure 2: Picture of the actual installation.
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calculated according to the time differences of the corre-
sponding positions. +at is, by analyzing the RSSI value of
the feedback signal that is first recognized when the cor-
responding vehicle enters the recognition section, it can be
determined whether the vehicle position at the first recog-
nition is at the boundary between the direct shot area and the
blind area or at the farthest point in the reflection area. +e
formula V � (S/(To − Ti)) can then be used to calculate the
velocity of the vehicle. In actual implementation, however,
the presence of blind spots and the emergence of envi-
ronmental conditions may affect the results of velocity
calculation. Analysis shows that although a blind spot may
disappear, the radio frequency identification effect in the
cross section of the blind area will still be different from that
in the direct area. +is is judged by the fluctuation of the
number of recognitions per unit time from when the vehicle
enters the recognition section to when it leaves the recog-
nition section. If the fluctuation is not large, the vehicle has
been recognized in the direct shot area the whole time. If the
number of recognitions per unit time varies greatly and if
one period shows a very high number of recognitions per
unit time and the other period shows a relatively low number
of recognitions, or if a vehicle in another lane is recognized
and calculated by the electronic registration identification of
the motor vehicle reader, then it is possible that a blind spot
had disappeared. In a real environment, it is necessary to set
up different calculation methods for calculating vehicle
velocity in different situations. Since it is often difficult to
accurately select the correct calculation method, the cal-
culated vehicle velocity often deviates from the actual values.

3. Velocity Calibration Method Based on
Particle Swarm Optimization Neural
Network Algorithm

Since vehicle velocity data are affected by various envi-
ronmental and equipment factors, we use the velocity data
read by the OBD interface on the vehicle as the reference
standard. We establish a velocity calibration model based on
a particle swarm optimization neural network algorithm and
incorporate various types of data influenced by environ-
mental factors. In order to preserve the diversity of velocity
data acquisition methods using electronic registration
identification of motor vehicles, the source of the velocity
data comes from data collected by the electronic registration
identification of the motor vehicle reader/writer on vehicles
in the lane of interest and in other lanes. On the two-way,
eight-lane road section, the velocity of vehicles passing
through the recognition section can theoretically be calcu-
lated from the data read by four electronic registration
identification of motor vehicle readers/writers. +is com-
pletes the detection network of electronic registration
identification of motor vehicle readers/writers set up to
improve the accuracy of velocity calibration. In addition, to
improve the calculation efficiency of the neural network,
attention is given to the distribution efficiency of sensing
tasks and the collection efficiency of sensing data in the edge
network in order to improve the scope of coverage and

sensing efficiency of the reader application. +e readers that
have deployed the task distribution service will serve as the
source of task distribution and continuously distribute ve-
hicle-borne velocity detection tasks to mobile devices.
During the data collection process, the vehicle-borne devices
serve as the source of the velocity data detection, and the
data are transmitted back to the readers involved in data
collection [17, 18].

3.1. RBF Neural Network. +e RBF neural network is an
artificial neural network that uses local adjustment to per-
form function mapping. It has strong input and output
mapping functions and is an optimal network for per-
forming mapping functions in feed-forward networks. It has
a strong nonlinear approximation capability, a simple net-
work architecture, and a fast learning velocity. +e output
matrix of the hidden layer after iterative convergence has a
linear relationship with the output. It is an ideal algorithm
for calculating the degree of influence [19, 20].

Using RBF as the “base” of the hidden unit constitutes
the hidden layer space, so that the input vector can be
directly mapped to the hidden space, without the need for
a weighted connection. After the center point of the RBF
is determined, this mapping relationship is also deter-
mined. +e mapping of the hidden layer space to the
output space is linear, that is, the output of the network is
a linear weighted sum of the output of the hidden unit,
and the weights here are the tunable parameters of the
network. Here, the role of the hidden layer is to map the
vector from a low dimension to a high dimension, so that
the linearly inseparable case of the low dimension can
become linearly separable in the high dimension. +us,
the network’s mapping from the input to the output is
nonlinear, while the network’s output is linear with re-
spect to the adjustable parameters. +e weights of the
network can be solved directly from the linear equations,
which greatly speed up the learning and avoids local
minima.

In the two-staged learning process of the RBF neural
network, unsupervised learning mainly determines the ra-
dial basis vector and normalized parameters of the Gaussian
basis function of each node of the hidden layer based on the
input samples; that is, it determines the center and variance
of the hidden layer basis function. In the supervised learning
phase, the weights of the hidden layer and the output layer
are calculated using the least square method after deter-
mining the hidden layer parameters. +e output of the i-th
hidden layer of the RBF neural network is [20–22]

hi(t) � ϕi x(t) − ci

����
����  � exp − 

n

i�1

xi(t) − ci( 
2

2s2i

⎛⎝ ⎞⎠, (1)

where x(t) is the input vector of the network at time t, ci is
the central vector of the i-th unit of the hidden layer, si is the
shaper parameter of the Gaussian function, where si > 0,
1≤ i≤ L, and L is the number of nodes of the hidden layer.

+e overall output of the RBF neural network is as
follows:
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where λ is the forgetting factor and δi(n), yi(n), and yi(n)

are, respectively, the error of the output node, the expected
output, and the actual output.

+e operation performance of the RBF neural network
mainly depends on the center and radial basis of the
hidden layer function and the weight of the output layer.
Additionally, the number and the center of hidden nodes
in the RBF network are difficult to determine, which af-
fects the accuracy of the entire network. When the se-
lection of the training samples contains a high degree of
randomness, the number of errors will increase rapidly,
and it is difficult to meet requirements. +ese errors will
contribute directly to the calculation of the predicted
results. In addition, when determining these parameters,
the learning strategy of the traditional RBF neural network
has a great disadvantage, that is, it can only find the
optimal solution in local space. If these parameters are not
set properly, the accuracy of the approximation will be
reduced or the network will diverge. Furthermore, since
the input samples contain various types of data, including
discrete values, continuous values, and missing values, the
training samples are usually obtained by random ex-
traction. +e center of the RBF neural network hidden
layer basis function is selected from the input sample set,
which has a large dependence on the training samples. In
many cases, it is difficult to reflect the true input-output
relationship of the system, and it is easy for data pathology
to occur when there are too many initial center points.
+is sample data selection dilemma is a key problem to be
solved when an RBF neural network is used for nonlinear
systemmodeling. To this end, we introduce in this paper, a
particle swarm optimization algorithm to optimize the
parameters of the RBF neural network, and we apply it to
the numerical calibration of vehicle velocity detection
based on electronic registration identification of motor
vehicle reading.

3.2. Particle SwarmOptimization Algorithm. Particle swarm
optimization (PSO) is an efficient heuristic parallel search
algorithm. Since it converges rapidly during optimization
and does not require gradient information of the objective
function, it enjoys the advantage of being simple and easy to
implement, and thus has been applied in the field of engi-
neering technology [23, 24].

+e solution of the PSO algorithm for the optimization
problem is abstracted as an entity, the “particle,” without
weight and volume. Each particle has a fitness value de-
termined by the optimized function, and this value is
searched in the search space at a certain velocity through the
cooperation and competition among the particles. +e
specific process is to first initialize a group of random
particles; these particles update their velocity and position by
tracking the two optimal particles. +e two optimal particles
are the individual optimal particle (the optimal solution
found by the particle itself, known as the individual optimal
position) and the global optimal particle (the optimal so-
lution found by the entire population up to now, known as
the global best position).

Let the search space be an n-dimensional space and
the particle swarm consists of ns particles; x

(t)
i �

(x
(t)
i,1 , x

(t)
i,2 , . . . , x

(t)
i,n ) and v

(t)
i � (v

(t)
i,1 , v

(t)
i,2 , . . . , v

(t)
i,n ) are the

position and velocity, respectively, of the i-th particle at time
t in the search space, p

(t)
i � (p
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i,1 , p

(t)
i,2 , . . . , p

(t)
i,n ) is the per-

sonal best position (referred to as pbest) of the i-th particle at
time t, and g

(t)
i � (g

(t)
i,1 , p

(t)
i,2 , . . . , g

(t)
i,n ) is the global best

position (referred to as gbest) at time t. According to the
PSO algorithm, the update formula for particle velocity and
position is as follows [23–25]:
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where c1 and c2 are the learning factors or acceleration
constants, respectively, for adjusting the step size of the
particle flying to the personal best position and the global
best position. In order to reduce the probability of the
particle to flying out of the search space, the velocity of the
particle in each dimension is usually limited to a certain
value within the range. Also, r1 and r2 are random numbers
obeying a uniform distribution in the interval [0, 1],
i � 1, 2, . . . , Ns, Ns is the scale of the particle swarm, and
j � 1, 2, . . . , n.

Traditional PSO algorithms generally follow the fol-
lowing steps to complete the iteration [26]: step one, ini-
tializing the velocity and position of the particle swarm; step
two, calculating the fitness value of each particle in the
particle swarm; step three, updating the personal best po-
sition of each particle; step four, updating the global best
position of each particle; step five, updating the velocity and
position of the particles and taking certain measures to
ensure that the particles remain in the search space; step six,
determining whether the termination conditions are met
(terminate the algorithm if yes, or return to step two).

However, in the updating process of the traditional PSO
algorithm, the inertia weight, learning factor, and maximum
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velocity jointly determine the balance between the global
exploration and local development capabilities of the al-
gorithm, which has a direct impact on the search perfor-
mance of the algorithm.

3.3. RBF Neural Network Based on Particle Swarm
Optimization. +e key point of the seeking process is that
the parameters of the RBF neural network are combined
into a particle vector by coding, and the individual optimal
value and the global optimal value of particles are reduced
to the corresponding parameters of the RBF neural net-
work after initialization; the individual utility extreme
value of particles is calculated by comparison, and the
individual optimal value and the global optimal value are
updated after comparison with the current individual
optimal value and the global optimal value. Finally, the
global optimal solution is decoded, restored to the pa-
rameters of the network, and the RBF network prediction
is carried out. Before neural network training, the con-
vergence of the RBF neural network can be ensured by
normalizing all sample data.

By combining the calibration requirement vehicle ve-
locity detection data using electronic registration identifi-
cation of motor vehicles with characteristics of PSO and the
RBF neural network, we arrived at the following procedure
for optimizing the kernel function parameter of the RBF
neural network with the PSO algorithm:

Step 1. Data Normalization Processing. In order to
improve the generalization ability, the convergence
velocity, the correlation between influencing factors,
and the fitting effect of the neural network, we use a
maximum and minimum value method to normalize
the sample data to the [0, 1] range: y(k) � (x(k) −

min(x(n))/ max(x(n)) − min(x(n))), k � 1, 2, . . . , N,
where min(x(n)) is the minimum value of the sample
data and max(x(n)) is the maximum value of the
sample data.
Step 2. +e particle swarm and the neural network are
initialized, the scale is determined, i.e., the dimension
of the particle swarm, and the mapping is established
between the dimensional space of the PSO particles and
the connection weight of the neural network. +e
population size is set as Ns and the maximum number
of iterations as Tmax. +e population location matrix
Rand(x) and the velocity matrix Rand(v) are randomly
generated as follows:

Rand(x) �

x1,1 · · · x1,M

⋮ ⋮

xN,1 · · · xN,M
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Rand(v) �
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where M � k(n + 1), k is the number of nodes in the
hidden layer, n is the dimension of the input feature
vector, xi,j|i � 1, 2, . . . , N; j � 1, 2, . . . , M|  represents
the j-th dimension component of the i-th particle
position vector, (xi,1, xi,2, . . . , xi,M) corresponds to the
radial basis parameter of the RBF neural network,
representing the j-th dimension component of the
velocity vector of the i-th particle, and the value of v(t)

max
is related to x(t)

max and x
(t)
min.

Step 3. +e fitness of each particle is calculated, the
mean square error of the neural network is used as the
fitness function of PSO. +e fitness function is a
measure of the position of particles in space. +e
greater the value of the fitness function, the better the
position of the particle. It is defined as follows:

FitnessFunci �
1

1 + D xi,1, xi,2, . . . , xi,M 
, (9)

where FitnessFunci is the fitness function value of the
i-th particle and D(xi,1, xi,2, . . . , xi,M) is the sum of
the average errors squared of the neural network
when the kernel function parameter is equal to
(xi,1, xi,2, . . . , xi,M).
Step 4. For each particle, its fitness is compared with the
fitness of the best location it has experienced, and if the
former is better, pbest is updated.
Step 5. For each particle, its fitness is compared with the
fitness of the best location experienced by the swarm,
and if the former is better, gbest is updated.
Step 6. +e velocity and position of the particles are
updated, and dynamic adaptive adjustment is per-
formed using the inertial weights. Steps 3 through 5 are
repeated until the calculation requirements are met.
When the algorithm iteration stops, the weights and
thresholds of the neural network correspond to the
global optimum, which is the optimal solution to the
problem.
Step 7. +e vehicle velocity data are calibrated using the
trained RBF neural network while simultaneously
assessing the accuracy of the velocity data.

3.4. Numerical Optimization of Multireader Velocity Data
UsingMobile EdgeComputing. +e shortcomings of the RBF
neural network, including the local optima and the effects on
PSO by inertial weight, learning factor, and maximum ve-
locity, have direct impact on the calibration results in the
probability sense. In order to further improve the accuracy
of velocity calibration, the capability of having multiple
readers simultaneously implementing velocity detection of
the same electronic registration identification of the motor
vehicle tag had been achieved before our study was con-
ducted. After each reader/writer calibrates the velocity data
using the RBF neural network based on the particle swarm
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optimization algorithm, the k-means method is used to find
the cluster center value of different reader/writer values as
the final velocity calibration value.+e calculation method is
as follows.

Assuming that the cluster partitioning is (c1, c2, . . . , ck),
the goal is to minimize the squared error E:

E � 
k

i�1


x∈Ci

x − μi

����
����
2
, (10)

where μi is the mean vector of cluster Ci and
μi � (1/|Ci|)x∈Ci

x.
In order to improve the computing efficiency of the

reader/writer, the emphasis of the optimization algorithm is
placed on the distribution efficiency of the sensing tasks and
the collection efficiency of the sensing data in the edge
network of the reader/writer. By designating a certain
reader/writer as the main computing reader/writer, readers/
writers already deployed for task distribution services will
serve as sources for task distribution in the task distribution
computation process. +e main computing reader/writer
will continually distribute the vehicle terminal velocity
detection computing tasks to different readers. During the
data collection and optimization process, all the readers/
writers serve as the source of vehicle-borne devices in ac-
quiring data and return the data of completed computing
tasks to the main computing reader/writer for final
calculation.

4. Tests and Results

4.1. Test Method and Data Description. +e tests were
conducted in a road section where the electronic registration
identification of the motor vehicle reader has already been
installed for testing. +e road was a two-way, eight-lane
urban expressway, with a gantry equipped with internet-
connected testing instruments. +ere were eight sets of
electronic registration identification of the motor vehicles
readers, with each traffic lane aligned with at least one reader
for direct acquisition of the electronic registration identi-
fication of motor vehicle data in the vertical direction.

Since the automobile electronic registration identifica-
tion of the motor vehicle reader has already acquired the
capability of group acquisition, data can be collected si-
multaneously when multiple electronic registration identi-
fication of motor vehicles pass through at the same time, and
we placed 1000 electronic registration identification of
motor vehicles simultaneously on the test vehicles and
scattered them at different locations inside the vehicles. In
this manner, we demonstrated the interference immunity
performance between the electronic registration identifica-
tion of motor vehicles.

+e data read by the OBD interface on the vehicle is the
true velocity of the moving vehicle. With the temporal data
of the OBD interface synchronized with the temporal data of
the reader, we selected three sedans as test vehicles, each
carrying 1000 automotive electronic registration identifi-
cation of motor vehicle cards, to pass under the gantry’s
readers with different velocity. +e sample data set was

formed with the data read from the 1000 vehicle-borne
electronic registration identification of motor vehicles as the
input, with the actual velocity data read by the OBD interface
as the output, all matched with the time data. It should be
noted that when the vehicles passed under the gantry, the
velocity data of the electronic registration identification of
motor vehicles in the vehicles were read by multiple readers,
and each electronic registration identification of motor
vehicles can form velocity data in different readers. +e final
complete sample data set was obtained by testing the three
sedans in different lanes at different velocity, and with the
data from repeated tests matched. A comparison of the true
values of the velocity and the measured values of the velocity
is shown in Figure 3. +e abscissa is for the measured value
of the velocity and the ordinate is for the true value of the
velocity. If the two values are the same, the point falls on the
straight line of y � x. If the true value is less than the
measured value, the point falls below the straight line, and
vice versa.

Based on the data distribution shown in Figure 3, the
differences between the true velocity and the measured
velocity are shown in Figure 4.

4.2. Test Results andAnalysis. +e experimental results show
that the best effect is that the number of hidden layer centers
of the RBF neural network is 9, and the network structure is
4-12-1. PSO algorithm parameters are divided into
c1 � c2 � 2.0, the number of particle population is 46, and
the maximum times of iterations is set to 500. Before neural
network training, the convergence of the RBF neural net-
work can be ensured by normalizing all sample data. After
many experiments, when the control accuracy is 0.005, the
average times of iterations using only the RBF neural net-
work is about 320, while the average times of iterations using
the PSO-RBF neural network is about 95.

+e errors in the collected detection data reflects the
difference between the data collected by the traditional
velocity detection method and the true values. Most of the
data had an error rate within 5%, which can fully meet the
needs of practical applications; to a certain extent, this is
better than the error rate of video, geomagnetic, and other
methods for collecting velocity data and is closer to the needs
of practical applications. However, in some industries or
specific applications, detected data need to be closer to the
actual velocity, and higher requirements for controlling the
data error rate are imposed. In this paper, we use the particle
swarm optimization neural network method to calibrate the
velocity detected with electronic registration identification
of motor vehicles so as to obtain a detected velocity that is
closer to the actual data.

Test data for different velocity and different lanes were
screened for perfect time matches; a total of 11086 sets of
complete data were obtained. +e data acquired for the eight
lanes showed an approximately uniform distribution. It
should be noted that since the driver can only control the
velocity at a certain interval when driving the vehicle
through the gantry and the velocity on urban expressways is
not less than 20 km/h, all data values below 20 km/h were
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discarded. In the meantime, requirements for safe driving
forbids drivers from driving over 100 km/h under normal
circumstances (although the electronic registration identi-
fication of motor vehicle readers/writers can accurately
detect velocities up to 180 km/h), and therefore no tests were
carried out over 100 km/h.

Using the same display method as in Figure 3, the actual
velocity and the detected velocity are displayed for four lanes
of the selected side of the road (Figure 5). Figures 5(a)–5(d)
show, respectively, the velocity values of vehicles on the four
lanes. +e lane in Figure 5(a) is the closest to the center line
of the road.

It can be seen from Figure 5 that, after the detection
position of the electronic registration identification of the
motor vehicle reader is fixed on the gantry, the detection
results are also relatively fixed; detection in different lanes
would not cause a large difference. However, since all the
velocity values are detected by hardware, the velocity cal-
culation method belongs to a generic algorithm. As long as
its error is within a preset range, it meets the user re-
quirement. For this reason, the error rate is still too high for
certain specific applications. In addition, the distribution
results of the detected velocity also showed that the errors of

the two lanes near the center line and the emergency lane are
slightly higher than that of the middle two lanes. It can also
be seen that the faster the velocity, the lower the error. And,
the errors are slightly larger at lower velocities.

+e tests are conducted on a selected middle lane, and
the velocity detection results are calibrated using the fol-
lowing methods. +e RBF neural network is based on
particle swarm optimization, and multireader/writer ve-
locity values are optimized with the RBF neural network
based on PSO. +e calibration results are shown in
Figures 6–9.

As can be seen from Figures 6–9, the optimal output
calibration result is the value of the multireader velocity with
numerical optimization based on the particle swarm-opti-
mized RBF neural network. Especially in the low-velocity
stage, the detected velocity value can be better calibrated,
and the velocity error value can be further reduced. +e four
scatter plots above show that, in the 25–40 km/h range, the
detected velocity values and the actual velocity values are
greater than those in other regions. +e mean square error
value for all data is 0.0965, and the Pearson coefficient

r � ((xi − x)(yi − y)/
���������

(xi − x)2
 ���������

(yi − y)2


), a mea-
sure of correlation, is calculated to be 0.9301.

In order to further compare the differences in the cal-
ibration process of velocity detection in different lanes, we
statistically analyzed all the test data. +e statistical results
are shown in Table 1. It should be noted that in the second
column of the table, labeled “optimization algorithm,”
“uncalibrated” represents data obtained without calibration,
“Algorithm 1” represents the detected velocity output value
calibrated by the RBF neural network, “Algorithm 2” rep-
resents the detected velocity output value calibrated by the
RBF neural network based on particle swarm optimization,
and “Algorithm 3” represents the detected velocity output
value calibrated by the RBF neural network based on particle
swarm optimization and on multireader velocity numerical
optimization.

Table 1 lists the calibration results of the detected velocity
values for different lanes using different algorithms. As far as
the trend of calibration accuracy is concerned, the accuracy
of the data from the one-way middle lane is relatively high.
For detected velocity values calibrated with multireader
numerical optimization based on the PS-optimized RBF
neural network, the percentages of data with errors less than
or equal to 5% are 92.39%, 92.10%, 91.41%, and 91.11% for
lane nos. 2, 3, 6, and 7, respectively. +e average percentage
of data with errors less than or equal to 5% is 91.76% for the
middle lane, 82.13% for the edge lane, and 87.12% for all
lanes combined. In terms of actual applications, results with
an error rate less than 10% have an application value, and the
calibrated velocity detection data have met this requirement.
A lower error rate not only is indicative of the method’s
application value, but also reflects the real traffic condition
more realistically. In the comprehensive statistical analysis of
the error rate of the detected velocity value, the rate for the
middle lane is lower than that for the edge lane. After
calibration, the error values for different testing velocities are
statistically consistent.
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Figure 3: Actual velocity value and the detected velocity value.
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Figure 4: +e error distribution.
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We calculated the mean square error and the Pearson
coefficient of the detected and calibrated velocity values
with multireader numerical optimization based on the
PS-optimized RBF neural network. From lane nos. 1
through 8, the mean square error values are 0.0856,
0.0653, 0.0623, 0.0841, 0.0901, 0.0679, 0.0688, and

0.0831, respectively; the corresponding Pearson coeffi-
cients are 0.9116, 0.9412, 0.9332, 0.9193, 0.9113, 0.9401,
0.939, and 0.9128, respectively. +e mean square error
value and the Pearson coefficient value both demonstrate
that the velocity calibration value in the middle lane is
accurate.
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Figure 5: Actual velocity value and the detected velocity value for four different lanes.
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Figure 6: Actual velocity value and the detected velocity value for one lane.
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To further analyze the test results, we plot in Figure 10
the error values of the uncalibrated detected velocity values
and compare them with the error values of the calibrated

detected velocity values using multireader numerical opti-
mization based on the particle swarm optimization of the
RBF neural network. +e blue circle represents the error
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Figure 8: Actual velocity value and the detected velocity value calibrating based on the RBF neural network based on particle swarm
optimization.
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Figure 9: Actual velocity value and the detected velocity value calibrating based on numerical optimization of multireader velocity based on
the particle swarm-optimized RBF neural network.
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Figure 7: Actual velocity value and the detected velocity value calibrating based on the RBF neural network.
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Table 1: +e calibration results of detected velocity values under different algorithms.

Lane
number
(number
of
samples)

Optimization
method

Number
of samples
with error
≤1%

Proportion
of samples
with error
≤1%

Number
of samples
with error
≤3%

Proportion
of samples
with error
≤3%

Number
of samples
with error
≤5%

Proportion
of samples
with error
≤5%

Number
of samples
with error
>5%

Proportion
of samples
with error
>5%

Lane no. 1
(1256)

Uncalibrated 284 22.61 539 42.91 798 63.54 458 36.46
Algorithm 1 302 24.04 674 53.66 878 69.90 378 30.10
Algorithm 2 332 26.43 699 55.65 909 72.37 347 27.63
Algorithm 3 386 30.73 759 60.43 1053 83.84 203 16.16

Lane no. 2
(1432)

Uncalibrated 332 23.18 683 47.70 995 69.48 437 30.52
Algorithm 1 399 27.86 796 55.59 1092 76.26 340 23.74
Algorithm 2 448 31.28 807 56.35 1245 86.94 187 13.06
Algorithm 3 498 34.78 893 62.36 1323 92.39 109 7.61

Lane no. 3
(1494)

Uncalibrated 353 23.63 698 46.72 1002 67.07 492 32.93
Algorithm 1 387 25.90 769 51.47 1104 73.90 390 26.10
Algorithm 2 472 31.59 821 54.95 1265 84.67 229 15.33
Algorithm 3 531 35.54 901 60.31 1376 92.10 118 7.90

Lane no. 4
(1379)

Uncalibrated 301 21.83 592 42.93 879 63.74 500 36.26
Algorithm 1 344 24.95 673 48.80 953 69.11 426 30.89
Algorithm 2 380 27.56 733 53.15 1034 74.98 345 25.02
Algorithm 3 413 29.95 853 61.86 1143 82.89 236 17.11

Lane no. 5
(1402)

Uncalibrated 267 19.04 582 41.51 949 67.69 453 32.31
Algorithm 1 309 22.04 672 47.93 1012 72.18 390 27.82
Algorithm 2 350 24.96 749 53.42 1044 74.47 358 25.53
Algorithm 3 401 28.60 829 59.13 1097 78.25 305 21.75

Lane no. 6
(1386)

Uncalibrated 341 24.60 603 43.51 1015 73.23 371 26.77
Algorithm 1 422 30.45 692 49.93 1098 79.22 288 20.78
Algorithm 2 478 34.49 795 57.36 1164 83.98 222 16.02
Algorithm 3 503 36.29 832 60.03 1267 91.41 119 8.59

Lane no. 7
(1429)

Uncalibrated 332 23.23 586 41.01 998 69.84 431 30.16
Algorithm 1 441 30.86 689 48.22 1086 76.00 343 24.00
Algorithm 2 476 33.31 807 56.47 1239 86.70 190 13.30
Algorithm 3 513 35.90 841 58.85 1302 91.11 127 8.89

Lane no. 8
(1308)

Uncalibrated 290 22.17 490 37.46 878 67.13 430 32.87
Algorithm 1 304 23.24 572 43.73 954 72.94 354 27.06
Algorithm 2 343 26.22 689 52.68 1003 76.68 305 23.32
Algorithm 3 376 28.75 772 59.02 1097 83.87 211 16.13
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Figure 10: +e calibration error distribution.
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value of the uncalibrated detected velocity values and the red
circle represents the error of the detected velocity values
calibrated by the RBF neural network based on particle
swarm optimization after multireader numerical
optimization.

+e scatter plot of the error distribution for the un-
calibrated and calibrated detected velocity values shows that
the algorithm proposed here can achieve accurate calibra-
tion of the velocity detected by electronic registration
identification of motor vehicles and that the error value can
be controlled within an acceptable range. In actual appli-
cation, if the various influencing factors are fully considered,
including the external environment, electromagnetic in-
terference, windshield material, angle, different vehicle
types, presence of film, decal placement location, and other
interference factors, then the test results can accurately
reflect the value of the real velocity, and the algorithm can
provide data even closer to the real situation of practical
application scenarios for improving traffic management
efficiency such as in traffic rule enforcement, traffic status
detection, traffic congestion index calculation, and naviga-
tion and parking guidance.

5. Conclusion

Based on vehicle velocity values collected by electronic
registration identification of motor vehicles and by on-board
(OBD) equipment and combined with actual application
needs, we calibrated the detected velocity output value of
electronic registration identification of motor vehicles using
an RBF neural network, particle swarm optimization-based
RBF neural network, and multireader numerical optimi-
zation based on a particle swarm-optimized RBF neural
network and compared the data with that data collected by
OBD. We then analyzed the errors. +e method proposed
here can greatly improve the accuracy of the velocity de-
tected by the electronic registration identification of motor
vehicles and make it closer to the real value through the use
of an algorithm. +e test results show that the results pre-
dicted by the method can more accurately reflect the actual
driving velocity. +e proposed method can be an important
reference for improving the manufacture and application of
electronic registration identification of motor vehicle soft-
ware and hardware. In addition, since the two methods of
data collection using electronic registration identification of
motor vehicles and using on-board (OBD) devices both have
their limitations, such as data acquisition cycle and time
matching, the method proposed here is established on the
velocity values selected from the same data by time
matching. As a result, part of the time series data is in-
complete, and less than 30% of all the data collected are used
as test samples. With only 30% of the data, it is difficult to fit
or predict velocity values using the time series method, and
thus the data analyzed in this paper are slightly lacking in the
time dimension. +is would be one area to strengthen in
future studies, and the focus should be on the fitting of
velocity data with different time stamps. +e fitted velocity
detection data, together with the algorithm described here,
would then be able to completely describe the vehicle

trajectory and provide important guidance for algorithm
selection and model optimization.
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A novel posture motion-based spatiotemporal fused graph convolutional network (PM-STGCN) is presented for skeleton-based
action recognition. Existing methods on skeleton-based action recognition focus on independently calculating the joint in-
formation in single frame andmotion information of joints between adjacent frames from the human body skeleton structure and
then combine the classification results. However, that does not take into consideration of the complicated temporal and spatial
relationship of the human body action sequence, so they are not very efficient in distinguishing similar actions. In this work, we
enhance the ability of distinguishing similar actions by focusing on spatiotemporal fusion and adaptive feature extraction for high
discrimination information. Firstly, the local posture motion-based attention (LPM-TAM)module is proposed for the purpose of
suppressing the skeleton sequence data with a low amount of motion in the temporal domain, and the representation of motion
posture features is concentrated. Besides, the local posture motion-based channel attention module (LPM-CAM) is introduced to
make use of the strongly discriminative representation between different action classes of similarity. Finally, the posture motion-
based spatiotemporal fusion (PM-STF) module is constructed which fuses the spatiotemporal skeleton data by filtering out the
low-information sequence and enhances the posture motion features adaptively with high discrimination. Extensive experiments
have been conducted, and the results demonstrate that the proposed model is superior to the commonly used action recognition
methods.*e designed human-robot interaction system based on action recognition has competitive performance compared with
the speech interaction system.

1. Introduction

With the development of artificial intelligence technology,
human-robot interaction technology has become a research
hotspot. Compared with speech and image signals, vision-
based human-robot interaction technology is more stable,
and it attracts a lot of research interest. *e key to human-
centered visual interaction technology is to understand
human activities [1] and human social behaviors [2].
*erefore, action recognition plays an important role in the
field of human-robot interaction [3]. *e two main ap-
proaches of human action recognition are RGB-based and
skeleton-based.*e RGB-basedmethodmakes full use of the
image data and can obtain higher performance in the rec-
ognition rate. However, this method usually needs to process

every pixel in the image to extract features. *erefore, high-
cost computing resources are required and real-time pro-
cessing can hardly be achieved. It is also vulnerable to poor
lighting conditions and background noise. In the skeleton
sequence method, the 2D or 3D coordinates are expressed as
human joint positions. Due to the limited number of joints
in the human skeleton, only a few dozen, some modest
computing resources would be enough for real-time ap-
plications. It is also robust to dynamic environments and
complex backgrounds. Many widely available devices are
suitable for extracting human skeleton features, such as
Microsoft Kinect, OpenPose [4], and CPN [5].

*e conventional deep learning-based methods convert
the skeleton sequence as a set of joint vector sequences, input
them to RNNs [6], or extract features by feeding 2D
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pseudoimages representing skeleton sequences into CNNs
[7], and then predict the action classes. However, neither the
joint vector sequence nor the 2D pseudoimage can represent
the correlation between human joints effectively. Recently,
graph convolutional neural networks (GCNs) have extended
the convolution operation from 2D image structure to graph
structure and have shown good performance in many ap-
plications. Yan et al. [8] used GCNs for the first time in
skeleton-based action recognition and proposed a spatial-
temporal graph model. Subsequently, the methods for op-
timizing spatial feature extraction were proposed. Yang et al.
[9] presented a finite-time convergence adaptive fuzzy
control method for a dual-arm robot with an unknown
number of kinematics and dynamics. Shi et al. [10] used
adaptive graph convolutional layer and attention mecha-
nism to increase the flexibility of the model, first-order joint
information, second-order bone information, and motion
information as inputs to construct multistream networks.
Liu et al. [11] proposed multiscale aggregation across spatial
and temporal dimensions effectively to eliminate the im-
portance of neighbor nodes for long-range modeling. Yang
et al. proposed a personalized variable gain control with
tremor attenuation for robot teleoperation [12] and used
adaptive parameter estimation and control design for robot
manipulators with finite-time convergence [13]. Peng et al.
[14] used high-order representations of skeleton adjacency
graphs and dynamic graph modeling mechanisms to find
implicit joint correlations. Obinata and Yamamto [15]
modeled the spatiotemporal graph by adding extra edges on
the interframe to extract the relevant features of the human
joints. However, all these methods ignore the fusion of
posture motion and skeleton joint features in the temporal
domain.

In the existing research work, the spatial information
and motion information of the spatiotemporal graph are not
fused to achieve end-to-end training effectively. *e pro-
posed novel posture motion-based spatiotemporal graph
convolution networks (PM-STFGCNs) use the posture
motion-based spatiotemporal fusion (PM-STF) module to
perform feature fusion of motion and skeleton represen-
tation in the spatiotemporal domain for enhancing skeleton
features adaptively. *e defined local posture motion-based
attention module (LPM-TAM) is used to constrain the
disturbance information in the temporal domain and learn
the representation of motion posture. *e introduced local
posture motion-based channel attention module (LPM-
CAM) is employed to learn the strong discrimination
representation between similar action classes in order to
enhance the ability to distinguish fuzzy action. Extensive
experiments have been performed on two large-scale skel-
eton datasets. Compared with common methods, the pro-
posed method can further improve the recognition
performance which combines with the method of opti-
mizing the spatial graph convolution only. In addition, a
human action recognition interactive system was designed
to compare with speech interaction.

*e main contributions of our methods are the
following:

(1) A novel local posture motion-based attention
module (LPM-TAM) filters out low motion infor-
mation in the temporal domain that helps to im-
prove the ability of relevance motion feature
extraction

(2) Local posture motion-based channel attention
module (LPM-CAM) is employed to enhance the
ability to distinguish similar actions for learning the
strong discriminative representation adaptively be-
tween different action classes

(3) *e posture motion-based spatiotemporal fusion
(PM-STF) module is used, which integrates LPM-TAM
and LPM-CAM to effectively fuse the spatiotemporal
feature information and extract high-discriminative
feature for improving the ability to distinguish similar
actions

(4) *e effectiveness of the proposed method has been
verified through extensive experiments, compared
with other common methods to evaluate the com-
petitiveness of the proposed method and applied in
humanoid robots successfully to verify that action
interaction is better than speech interaction

2. Related Work

2.1. Spatial Graph Convolution Networks. *e spatial-tem-
poral graph convolutional neural network [8] represents the
connection relationship of the joints with the self-connected
identity matrix I and the adjacency matrix AS. In the case of
a single frame, the convolution operation of the spatial
dimension is performed as follows:

fout � 
K

k�1
Λ−1/2

k A
S
kΛ

−1/2
k ⊗AS finMk, (1)

where fin ∈ RCin×T×N is the feature map with input di-
mension of (Cin, T, N) tensor, N is the number of joints, AS

k

is the N × N adjacency-like matrix, ASi,j

k � 1 denotes the
vertex vi in the subset of the vertex vj, and Λii

k � j(ASij

k ) + λ
is the normalized diagonal matrix, where λ � 0.001. K
represents the numbers of different subsets in spatial di-
mension based on spatial distance partition strategies. *ere
are three different subsets, namely, K � 3. AS

0 represents the
connection of the vertex itself, AS

1 represents the connection
of the centripetal subset, and AS

2 represents the connection of
the centrifugal subset. Mk ∈ RCout×Cin×1×1 is 1 × 1 convolution
weight. AS is a spatial attention feature map of the N × N

dimension, which denotes the importance of each joint.
⊗ is the multiplication of the corresponding elements of
the matrix, which means that it can only affect the vertices
connected to the current target.

2.2. Temporal Graph Convolutional Networks. *e literature
[10] proposed a temporal attention module, and the at-
tention coefficient is calculated as follows:

AT � σ θ AvgPool f in( ( ( , (2)
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where f in ∈ RCin×T×N is an input feature map. AvgPool is an
average pooling operation. θ is a 1 × 1 convolution opera-
tion, and the weight matrixMθ ∈ R1×Cin×S, where S is the size
of the convolution kernel. σ refers to the Sigmoid activation
function. *e attention feature map AT ∈ R1×T×1, which
denotes the importance of the skeleton graph at a temporal
dimension, and T refers to the length in time.

*e literature [8] defined the temporal graph convolu-
tion based on a simple strategy. In equation (1), they use the
kernel size Θ × 1 in the temporal dimension to perform
graph convolution. *erefore, the sampling area on the
vertex vti is Sa(vti) � vqi | |q − t|≤ |Θ/2| , where Θ is the
kernel size in temporal dimension, which is set to 9 in [8].

3. Posture Motion-Based Spatiotemporal
Fusion Graph Convolution

3.1. Posture Motion Representation. *e posture motion
represents the motion information of the corresponding
joint in a series of consecutive frames, for example, the jth
joint of the given frame u + 1, i.e.,
vu+1,j � (xu+1,j, yu+1,j, zu+1,j) and the jth joint of frame u, i.e.,
vuj � (xuj, yuj, zuj), which posture motion is represented as
τu,j � (xu+1,j − xu,j, yu+1,j − yu,j, zu+1,j − zu,j). τu,j is the
posture motion representation of the jth joint of frame u.

3.2. Local Posture Motion-Based Temporal AttentionModule.
A novel local posture motion-based temporal attention
module (LMP-TAM) is proposed for suppressing a large
amount of disturbance information in the temporal di-
mension. As shown in Figure 1, the posture motion feature
map of each vertex in the spatiotemporal graph is calculated
as follows:

Ω � 
T

t�1
θt εm f t

in, f t−1
in  , (3)

where f t
in ∈ R

Cin×1×N is the input feature map at time t. θt ∈
RCin/2×Cin×1×1 is the convolution weight matrix of 1 × 1. εm

extracted the posture motion representation from the input
feature map. Ω ∈ RCin/2×T×N is the posture motion feature
map, where the channel of the feature map is half of the
input channel.

Human motion is body movements, which involve part
or all of the limbs. *e attention map ΦT of skeleton se-
quence in the spatiotemporal graph is represented by the
attention ΦL of local limbs in the temporal dimension. *e
importance of local limb in temporal dimension is deter-
mined by motion information in the local perception do-
main D. D � d0, d1, d2, d3, d4 , where d0 denotes left hand,
d1 denotes right hand, d2 denotes left leg, d3 denotes right
leg, and d4 denotes other limb parts. ΦL ∈ R1×T×η, where η
refers to the number of limbs being denoted, and η has been
set 5 in this work. *e temporal attention of local posture
motion-based is calculated as follows:

ΦT � σ(AvgPool(MaxPool(Γ ⊗Ω))), (4)

whereΦT ∈ R1×T×1 refers to the importance of each frame of
the spatiotemporal graph with a time length of T. Ω is the
motion feature map of joints, and Γ ∈ R1×1×V is the local
limb mask set D. Γ ⊗Ω is the attention ΦL based on local
limbs in the temporal dimension. ⊗ is the multiplication of
the corresponding elements of the matrices. σ is the sigmoid
activation function. *e final output is as follows:

fout � f in ⊗ΦT ⊗ f in. (5)

*e input feature map is multiplied by the attention
feature map ΦT in a residual manner to calculate adaptive
feature enhancement, and ⊗ refers to the addition of cor-
responding matrix elements.

3.3. Local Posture Motion-Based Channel Attention Module.
*e local posture motion-based channel attention module
(LPM-CAM) has been proposed to improve the ability to
learn the strong discrimination representation between
different postures. As shown in Figure 2, the input includes
the posture motion feature mapΩ ∈ RC×T×V extracted based
on the local posture motion-based temporal attention
module and generated temporal attention, which multiplied
of each other to obtain the spatial-temporal graph after
attention. *e temporal sequence action segment with rich
action semantic information is paid more attention. *e
channel attention coefficient is calculated as follows:

ΦC � σ AvgPool MaxPol ρ Γ ⊗ Ω⊗ΦT( ( ( ( ( . (6)
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Figure 1: Local posture motion-based temporal attention (LMP-
TAM) module.
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*e motion feature map after attention is denoted as
Ω⊗ΦT, which is decomposed into several local limbs in the
local perception field to represent local posture movement.
*e action sequence with important semantic on the spatial-
temporal graph has been screened out by the temporal at-
tention module, and the channel attention selects the strong
discriminative representations between different posture
movements for action recognition. ρ is marked as ReLu
nonlinear activation function. Concat refers to concatenate
the local limb feature map:

fout � f in ⊗ΦC ⊗ f in. (7)

*e input feature map is multiplied by the channel at-
tention feature map in way of residual connection to achieve
adaptive feature enhancement.

3.4. Posture Motion-Based Spatiotemporal Fusion. In order
to fuse skeleton joints information and motion features to
achieve an end-to-end learningmanner, the posturemotion-
based spatiotemporal fusion module (PM-STF) is proposed
to fuse spatial and temporal features and enhance the dis-
criminative feature adaptively. *e output of temporal
convolution module at the ith vertex of frame u is

fout vi(  � fin vi(  + 

vj∈Sa vi( )

1
Zui vj 

τ vj  · δ cj vj  .

(8)

*is is different from formula (1), and the input is a
posture motion feature map extracted from the spatio-
temporal graph and adopts a residual connection to enhance
the motion feature. τ(vj) is the posture motion feature of the
neighborhood vertex vj. δ is the weighting function. cj(vj)

refers to the mapping label of the subset of the neighborhood
vertex vj, which is divided into three subsets Sa0′ , Sa1′ , and Sa2′
based on the spatial distance partition strategy.

To implement the PM-STF, equation (8) is transformed
into

fout � f in ⊕ 
K

k�1
Λ−1/2

k AS
kΛ

−1/2
k ⊗AS  MmΩ( Mk, (9)

where Ω ∈ RCin/2×T×N is posture motion feature map and
Mm ∈ RCin×Cin/2×1×1 is a 1 × 1 convolution weight matrix,
increasing the channel of the same posture motion feature
map as input channel. Mk ∈ RCout×Cin×1×1 is a 1× 1 convo-
lution weight vector. AS ∈ R1×T×N is a spatial attention map
which is used to distinguish the importance of vertices. ⊗
refers to the multiplication of the corresponding elements of
matrices. AS

k is adjacency-like matrix, and

ASi,j

k �
1, if vertex vj in the subset Sak

′ of vertex vi,

0, otherwise.

⎧⎨

⎩

(10)

3.5. Implementation of PM-STFGCN. *e implementation
of our module is combined with the model of optimizing
the spatial graph convolution only, such as ST-GCN and

2s-AGCN. Taking ST-GCN as an example, shown in
Figure 3, the implementation of our module PMSTF-GCN
is added between S-GCN and T-GCN. Each layer of
PMSTF-GCN contains LPM-TAM, LPM-CAM, and PM-STF.
S-GCN and T-GCN are named as the spatial graph con-
volution layer and temporal graph convolution layer of the
original model. GAP is a global average pooling layer, and
FCN is marked as a fully connected network layer. Finally,
a spatiotemporal fusion graph convolution block is con-
structed. *e overall architecture of the network consists
of several STFGCN blocks. *e batch normalization layer
is added to the skeleton data input to normalize the input
data. Finally, the global average pooling layer is imple-
mented to pool the feature graphs to the same size, and
the followed layer is a SoftMax classifier to obtain the
prediction.

3.6. Implementation in Human-Robot Interaction. *e
presented action recognition schemes were applied on a
real system, which consists of a Pepper robot and an
external Kinect v2 depth camera. *e implementation
in human-robot interaction was performed as follows
(Algorithm 1).

4. Experiments

4.1. Datasets

4.1.1. NTU-RGB+D. NTU-RGB+D [16] is the largest and
most widely used multimodality dataset for skeleton-based
action recognition. Each action segment was performed by
40 volunteers aged 10 to 35 and captured by three camera
sensors at the same height but from different horizontal
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Figure 2: Local posture motion-based channel attention module
(LMP-CAM).
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angles: −45°, 0°, and 45°. *e human skeleton has 25 joint
points, and the number of skeletons in each video is no more
than 2. It contains 60 action classes and 56880 video clips.
*ere are two kinds of training benchmarks, and [16] rec-
ommends as follows: cross-subject (CS) and cross-view
(CV). In cross-subject (CS) benchmarks, the training dataset
contains 40320 action samples, and the testing dataset
contains 16560 action samples. In cross-view (CV) bench-
marks, the training dataset contains 37920 action samples
taken by camera sensors 2 and 3, and the testing dataset
contains 18960 action samples taken by camera sensors 1. In
the following experiments, we test the top-1 accuracy on two
benchmark datasets.

4.1.2. Kinetics-Skeleton. Kinetics-Skeleton [17] is a large
dataset for skeleton-based action recognition. Kinetic con-
tains 300000 action video clips, and a total of 400 classes [8]

used the publicly available OpenPose toolbox [4] to estimate
the pose of 18 joints in each fragment frame.*ere are a total
of 300 frames for each action video frame. According to the
average joint confidence, two people are selected as multi-
person clips in each frame. *e training dataset contains
240000 video clips, and the testing dataset contains 20000
video clips. We make use of the training dataset and then
perform experiments to verify the accuracy of top-1 and top-
5 on the testing dataset.

4.2. Ablation Study. *e effectiveness of the proposed
method has been verified over two large skeleton datasets in
Kinetics-Skeleton and NTU-RGB+D. *e local posture
motion-based attention module (LPM-TAM), local posture
motion-based channel module (LPM-TAM), and posture
motion-based spatiotemporal fusion (PM-STF) module are
represented by PM-STFGCN. Two sets of comparisons are

fin
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n-layers

LPM-TAM

LPM-TAM
PM-STF

PMSTF-GCN PM-STFGCN block
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Figure 3: ST-GCN based spatiotemporal fusion graph convolution neural networks.

(1) Initialize action recognition network f

(2) Initialize threshold α� 0.75
(3) while
(4) obtain the skeleton data series D from Kinect v2
(5) Cclass, Pprobability⟵ argmaxprobability (f(D))
(6) if Pprobability ≥ α
(7) digital instruction I⟵Cclass

(8) pass the instruction I to Pepper robot
(9) end

ALGORITHM 1: Human-robot action interaction.
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made between ST-GCN [8] and ST-GCN+PM-STFGCN,
and between 2s-AGCN [18] and 2s-AGCN+PM-STFGCN.
*e results show that the performance has been improved
over the original models and verified the effectiveness of
LPM-TAM, LPM-CAM, and PM-STF.

As shown in Tables 1 and 2 for ST-GCN [8] and ST-
GCN+PM-STFGCN, PM-STFGCN improves the top-1
accuracy of the CS and CV benchmarks by 4.2% and 1.6%,
respectively, and the accuracy of the top-1 and top-5 of the
Kinetics-Skeleton dataset by 2.5% and 1.9%, respectively.
For 2s-AGCN [18] and 2s-AGCN+PM-STFGCN, PM-
STFGCN improves the top-1 accuracy of CS and CV
benchmarks by 3.3% and 1.3%, respectively, and the accu-
racy of the top-1 and top-5 of the Kinetics-Skeleton dataset
has been improved by 1.4% and 2.0%, respectively. 2s-
AGCN+PM-STFG performed best on NTU-RGB+D and
Kinetics-Skeleton datasets.

4.2.1. Attention Module. Experiments were also performed
to verify the local posture motion-based temporal attention
module (LPM-TAM) and channel attention module (LPM-
CAM). In the ST-GCN [8] and 2s-AGCN [18] networks,
only the LPM-TAM or LPM-CAM is added to the con-
volutional layer of the spatial-temporal graph.*e results are
shown in Tables 1 and 2. Compared with ST-GCN, the LPM-
TAMmodule improves the top-1 accuracy of the CS and CV
benchmarks by 2.6% and 0.6%, respectively, and the accu-
racy of top-1 and top-5 of Kinetics-Skeleton by 1.0% and
0.9%, respectively. *e LPM-CAM module improved the
top-1 accuracy of the CS and CV benchmarks by 3.0% and
0.7%, respectively, and the accuracy of top-1 and top-5 of
Kinetics-Skeleton by 1.4% and 1.1%, respectively. Compared
with 2s-AGCN, the LPM-TAM module improves the top-1
accuracy of the CS and CV benchmarks by 1.7% and 0.5%,
respectively, and the accuracy of the top-1 and top-5 of
Kinetics-Skeleton by 0.4% and 0.9, respectively. *e LPM-
CAMmodule improves the top-1 accuracy of the CS and CV
benchmarks by 2.1% and 0.7%, respectively, and the accu-
racy of the top-1 and top-5 of Kinetics-Skeleton by 0.5% and
1.1%, respectively. *e temporal and channel attention
module improved the recognition performance than the
original model which verifies the effectiveness of the fea-
sibility of the attention modules.

4.2.2. Spatiotemporal Fusion Module. Experiments were
also carried out on the posture motion-based spatiotemporal
fusion (PM-STF) module. In the ST-GCN [8] and 2s-AGCN
[18] networks, only the PM-STF is added to the convolu-
tional layer of the spatial-temporal graph. *e results are
shown in Tables 1 and 2. Compared with ST-GCN, the PM-
STF module improved the top-1 accuracy of CS and CV
benchmarks by 3.2% and 0.9%, respectively, and the accu-
racy of top-1 and top-5 of Kinetics-Skeleton by 1.6% and
1.2%, respectively. Compared with 2s-AGCN, the PM-STF
module improves the top-1 accuracy of the CS and CV
benchmarks by 2.5% and 0.7%, respectively, and the accu-
racy of the top-1 and top-5 of the dataset Kinetics-Skeleton

by 0.8% and 1.3%, respectively. Compared with the original
model, the spatiotemporal fusion module has a greater
contribution to the improvement of the recognition per-
formance which verifies the effectiveness and necessity of
spatiotemporal fusion.

4.3. Comparison with State-of-the-Art Schemes. *e pro-
posed method is compared with some of the state-of-the-art
schemes, and the results are shown in Tables 3 and 4. Among
them, 2s-AGCN+PM-STFGCN achieved very good per-
formance on CS and CV. On the Kinetics-Skeleton dataset,
the accuracy of top-1 and top-5 of 2s-AGCN+PM-STFGCN
also showed decent performance.

4.4. Human-Robot Interaction Demonstration. To further
evaluate the robustness of the proposed action recognition
schemes to distinguish similar action classes, action rec-
ognition is applied to a real system that consists of a Pepper
robot and an external Kinect v2. As shown in Table 5, there is
a correspondence between action semantics and interactive
action.

*e designed correspondence between action se-
mantic and interactive activities ranges from partial and
limb movements of hands to whole-body movements
with more complexity. For example, waving the hand,
touching the ear, holding the head with hands, and
applauding are all hand movements. Among them, the
hand movements of the first three movements are related
to the head with high similarity. Also, squatting, sitting

Table 1: Ablation study on the benchmark of NTU-RGB+D.

Methods CS (%) CV (%)
ST-GCN [8] 81.5 88.3
2s-AGCN [18] 88.6 95.2
ST-GCN+LPM-TAM (ours) 84.1 88.9
2s-AGCN+LPM-TAM (ours) 90.3 95.7
ST-GCN+LPM-CAM (ours) 84.5 89.0
2s-AGCN+LPM-CAM (ours) 90.7 95.9
ST-GCN+PM-STF (ours) 84.7 89.2
2s-AGCN+PM-STF (ours) 91.1 95.9
ST-GCN+PM-STFGCN (ours) 85.7 89.9
2s-AGCN+PM-STFGCN (ours) 91.9 96.5

Table 2: Ablation study on the skeleton-based dataset Kinetics-
Skeleton.

Methods Top-1 (%) Top-5 (%)
ST-GCN [8] 32.5 54.9
2s-AGCN [18] 36.7 59.8
ST-GCN+LPM-TAM (ours) 33.5 55.8
2s-AGCN+LPM-TAM (ours) 37.1 60.7
ST-GCN+LPM-CAM (ours) 33.9 56.0
2s-AGCN+LPM-CAM (ours) 37.2 60.9
ST-GCN+PM-STF (ours) 34.1 56.1
2s-AGCN+PM-STF (ours) 37.5 61.1
ST-GCN+PM-STFGCN (ours) 35.0 56.8
2s-AGCN+PM-STFGCN (ours) 38.1 61.8
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down, and jumping involve movements of the whole body
with high similarity.

As shown in Figure 4, the measurement results are
obtained in this work after conducting 50 experiments.

Among them, each similar action has a high recognition
accuracy which means our method can effectively distin-
guish each different action. Each action sequence can be seen
as a combination of many steps. For example, waving the
hand can be divided into two steps: first, raise your right
hand to above the head; second, swing the hand around the
head. Similarly, a video can be decomposed into multiple
frames of images.

4.4.1. Strong Discrimination Analysis. As shown in
Figures 5–8, there are examples of human-robot interaction
with similar actions. A period of time action sequence
has been calculated, and the classification result with the
highest probability is selected as the recognized result.
Skeleton sequence with low motion information can be
filtered out well by LPM-TAM, which helps to identify
the process from raising hands to the head and swinging,
and more purposefully recognize interactive actions. *e
main action of touching the ear is the process of raising
the hand to the ear. Compared with waving the hand, the
main difference is the movement of the hand swinging
near the head. *e characteristics of strong discrimination
have been paid more attention by LPM-CAM to constraint
similar movement processes, such as the process of raising
the hand which serves as the basis for action recognition.
*e action of holding the head with both hands is similar
to touching the ears. However, the main difference is that
holding the head with both hands is the movement of
the left and right hands, while touching the ears is the
movement of the limbs with one hand.*emain difference
between similar movements in the local limb area can be
captured by LPM-CAM effectively that enables the pro-
posed method to extract stronger and discrimination
representation. *e human-robot interaction experiments
verified that similar action did not affect the recognition
result at all and has a strong discrimination of similar
actions.

4.4.2. Comparison with Speech Interaction. In this work, the
two indicators of accuracy and real-time performance are
compared with speech interaction. *e accurate times of
these interaction methods were recorded 50 times to verify
the reliability of the action interaction. Figure 9 shows the
confusion matrix of the Pepper robot speech interaction
recognition. In the testing phase, it only needs to speak out
the corresponding action, such as wave the hand or touch
the ear. *e recognition result is regarded as “jumping” if
the result of speech interaction has not been recognized
within the specified test time. *e recognition result of
speech interaction is easily affected by external noise and
distance which cause recognition errors, or no recogni-
tion results. From the experimental results, the average
recognition rate of action interaction and speech inter-
action is 95.7% and 94.8%, respectively. Compared with
speech interaction, our scheme has highly competitive
which verifies the reliability of the action interaction in the
recognition effect.

Table 3: Comparison of CS and CV benchmarks with state-of-the-
art schemes.

Methods CS (%) CV (%)
STA-LSTM [6] 73.4 81.2
ST-GCN [8] 81.5 88.3
CNN-based [7] 83.2 89.3
GCN-NAS [14] 89.4 95.7
MS-AAGCN [10] 90.0 96.2
2s-AGCN+PM-STFGCN (ours) 91.9 96.5

Table 4: Comparison with Kinetics-Skeleton dataset with state-of-
the-art schemes.

Methods Top-1 (%) Top-5 (%)
ST-GCN [8] 30.7 52.8
GCN-NAS [14] 37.1 60.1
MS-AAGCN [10] 37.4 60.6
2s-AGCN+PM-STFGCN (ours) 38.1 61.8
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Figure 4: *e confusion matrix of action interaction with the
Pepper robot.

Table 5: Correspondence between action semantic and interactive
action.

Action semantics Interactive action
Wave the hand Raise the hand
Touch the ear Nod the head
Hold the head Look left
Applaud Look right
Squat Sit down
Sit down Wake up
Jump up Stand up
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4.4.3. Comparison of Response Time. As shown in Figure 10,
comparison with the response time of speech and action
interaction shows the average time of the 10 test results.
Due to the different durations of each action, using the
same time segment as inputs will cause fluctuations of
response time. We try to do a few more experiments to
eliminate the differences among the action response
time. *e results show that the response time of action
interaction is shorter than speech interaction because of
the robustness to external environment noise. *e av-
erage response time of speech and action interaction

is 2.05 s and 1.86 s, respectively. Compared with speech
interaction, the proposed scheme reduced the responding
time by 0.19 s in real-time. *e main reason is that video
frames within a certain time range are used for recog-
nition and shorter processing time for the action rec-
ognition network.

In conclusion, through the experimental comparison of
two human-robot interaction ways, the action recognition
has its advantages: it is not affected by environmental noise
or spatial distance; it provides better real-time response
during the interaction.

Figure 5: Action interaction with waving the hand as an example.

Figure 6: Action interaction with touching the ear as an example.

Figure 7: Action interaction with holding hands as an example.

Figure 8: Action interaction with applause as an example.
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5. Conclusion

Previous works in the literature mostly make use of
modeling of motion information and skeleton joint in-
formation independently, which cannot fully express the
relationship between them. *e posture motion-based
spatiotemporal fusion graph convolution network (PM-
STFGCN) is presented to fuse temporal and spatial
features and enhance the posture motion features adap-
tively with high discrimination. A novel local posture
motion-based temporal attention (LPM-TAM) module is
introduced to suppress the disturbance information with
low motion in the temporal domain efficiently and fully
learn the representation of the posture motion. *e local
posture motion-based channel attention module (LPM-
CAM) is proposed for the purpose of learning strong
discrimination representation between different motion
postures which improved the ability to discriminate

action classes, and the posture motion-based spatio-
temporal fusion module (PM-STF) is adopted to fuse the
motion feature and skeleton representation effectively.
Extensive experiments were performed on two large
skeleton datasets, and the constructed scheme shows
substantial improvement over some other methods. *e
proposed action recognition interaction system has a
competitive performance in accuracy and response time
compared with speech interaction.

Data Availability

*e data used to support the findings of this study are in-
cluded with the supplementary information files.
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Modern spacecraft are often equipped with large-scale, complex, and lightweight solar arrays whose deployment involves a highly
dynamic movement. 'is paper proposed a novel adaptive proportional-derivative typed fuzzy logic control scheme for the
attitude stabilization of a flexible spacecraft during the deployment of a composite laminated solar array. First, a constrained rigid-
flexible coupling spacecraft model consisting of a rigid main body and a flexible solar array was proposed.'e solar array, which is
composed of composite laminated shells, was described by the absolute nodal coordinate formulation. 'en, the detailed
derivation of the adaptive fuzzy PD controller for attitude stabilization of the spacecraft was discussed. In addition, the spacecraft
dynamic model which integrated the adaptive fuzzy PD controller was derived as a set of differential-algebraic equations. Several
simulations were developed to investigate the solar array deployment dynamics and to verify the effectiveness of the proposed
adaptive fuzzy PD controller. 'e results suggested that the proposed dynamic model is able to exactly describe the deployment
dynamics of the composite laminated solar array.'e solar array deployment causes obvious translational and rotational motions
of the spacecraft. 'e proposed adaptive fuzzy PD control scheme has better performance in terms of the control precision and
time response in stabilizing spacecraft during the deployment of the composite laminated solar array, comparing with that of the
conventional PD controller.

1. Introduction

Modern spacecraft often employ large, complex, and
lightweight solar arrays to achieve multiple functionalities
and to provide sufficient power supply during flight [1]. 'e
solar array deployment is a highly dynamic movement that
may affect the spacecraft’s motion [2–4]. In particular, when
the locking operation is performed, the induced impulsive
forces and moments may cause strong vibrations in large-
scale and flexible solar panels. Consequently, it will severely
affect spacecraft’s motions, even leading to a disaster for a
space mission.'erefore, an effective control scheme should
be carried out to stabilize the spacecraft’s motions during the
deployment of solar arrays.

'e first challenge is how to exactly describe the deploy-
ment dynamics of the solar array and evaluate its influence on
the spacecraft main body. 'e spacecraft system is a typical

constrained rigid-flexible coupling multibody system. In ad-
dition, these solar arrays are commonly composed of laminated
shells involving fiber-reinforced composite materials, due to its
high reliability, superior mechanical properties, high stiffness-
to-weight ratio, and low fabrication cost [5–7].'e deployment
of the composite laminated solar array exhibits a strong
nonlinearity coupling between the large-rotation and large-
deformationmotions.'us, an accurate dynamicmodel, which
canwell capture nonlinear characteristics (mainly including the
material and geometric nonlinearity) of the solar array, plays a
crucial role for the control scheme. Over the past few decades,
several scholars have investigated the dynamics of the flexible
multibody system involving the composite laminated plate/
shell structures. Neto et al. [8] described the elastic deforma-
tions of a composite laminated plate undergoing large rigid
body rotations by using the floating frame of the reference
formulation (FFRF). Neto et al. [9] and Ambrósio et al. [10]
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adopted the FFRF to study the deployment of a synthetic
aperture radar antenna comprising composite laminated plates.
'e FFRF is a widely used method describing flexible multi-
body systems in the field of aerospace. However, mode re-
duction methods cannot be applied when the flexible
multibody system experiences large deformations [11]. Addi-
tionally, the incremental finite element formulation and the
large-rotation vector formulation are also used to describe the
flexible multibody systems.'ese two formulations are capable
of describing the large deformations of structures. However,
the incremental finite element formulation cannot obtain the
exact models of rigid motions when nonisoparametric ele-
ments are involved [12], and the large-rotation vector for-
mulation will lead to singularity and unrealistic shear forces
problems due to the redundancy [12]. 'e absolute nodal
coordinate formulation (ANCF), originally developed by
Shabana [13], utilizes global position vector gradients to model
the rotation and deformation fields of the element, which can
well describe the flexible body with large deformation in
multibody applications. Also, it can avoid the coordinate re-
dundancy problem [12] and singularities emerging from the
parameterization of rotations [14] and can also induce a
constant mass matrix. At present, several scholars started to
show interest in studying the deployment dynamics of flexible
multibody systems using ANCF. Li et al. [15] and Li et al. [16]
investigated the deployment dynamics of a flexible solar array.
'e solar array was formulated with the planar deformable
ANCF beam element. 'e planar deformable beam element is
not enough when the solar array is a plate-formed structure in
which the transverse shearing and the in-plane shearing exert
nonnegligible influences on the dynamic response of the
spacecraft. Liu et al. [17] adopted the ANCF to study the
deployment dynamics of a flexible satellite antenna system
comprising composite laminated plates. However, some con-
vergence problems will emerge when the plate element is used
to formulate very thin and stiff plates because of the plane stress
assumption.'erefore, the deployment dynamics of composite
laminated solar arrays still require further improved.

In the past few decades, spacecraft attitude control has
gained huge attention. 'e conventional Proportional-In-
tegration-Derivative (PID) or Proportional-Derivative (PD)
control is the most popular industrial control method for
simple structures due to its simplicity, reliability, and low-
cost implementation [18–23]. 'e conventional PID/PD
control has been widely applied to spacecraft attitude control
systems and showed its feasibility and reliability in practical
applications/implications [24, 25]. When designing a PD
controller, the determination of design parameters is crucial.
However, these design parameters cannot be accurately
determined in most systems. In addition, the conventional
PID/PD controller can accommodate disturbances to a
certain extent, where the performance tends to be degraded
under circumstances of significant disturbing sources [26].
'erefore, it is difficult for the conventional PID/PD con-
trollers to achieve satisfactory performances with increasing
functional requirements of spacecraft [20]. In recent years,
the intelligent control scheme, which has evolved from the
conventional control laws, has drawn more and more at-
tention and performed better under the uncertainties

condition due to its high degree autonomy [27–33]. 'e
fuzzy logic approach is one of the most widely used methods
to observe the uncertainties in complex nonlinear systems
[34–40]. Moreover, researchers have revealed that com-
bining PID/PD with fuzzy logic techniques would result in a
much better control scheme. Wang and Kwok [41] designed
an intelligent control system by using the fuzzy set theory
and the PID principle. Boubertakh et al. [42] proposed auto-
tuning fuzzy PD and PI controllers using the reinforcement
learning algorithm for single-input single-output and two-
input two-output systems. Duan et al. [43] revealed a
property of inherent saturation in the fuzzy PID controller.
Further, Kumar and Kumar [44], Wang et al. [45], and
Gomaa Haroun et al. [46, 47] have introduced new methods
to improve the performance of the fuzzy PID/PD controller.
'ese above studies confirmed that the adaptive fuzzy PID/
PD control scheme could effectively improve the control
performance and efficiency. 'e adaptive fuzzy PID/PD
control scheme has also been gradually applied to the
spacecraft attitude control. Kosari et al. [48] proposed a
fuzzy PID control scheme based on genetic algorithms
during a docking manoeuvre of two spacecraft. Calvo et al.
[49] compared the adaptive fuzzy logic PID controller with
conventional PID controller for the attitude control of a
nanosatellite.'e results showed that the adaptive fuzzy PID
controller was significantly more efficient than the con-
ventional PID. Chen et al. [50] proposed an adaptive fuzzy
PD+ controller for the attitude manoeuvre of a rigid
spacecraft. Chak et al. [51] discussed a new composite
control scheme combining disturbance observer-based
control and fuzzy PD control for flexible spacecraft attitude
control in the presence of external and internal disturbances
caused by flexible appendages. 'e results showed that the
fuzzy PD controller can effectively manoeuvre the spacecraft
to the nadir attitude reference trajectory in the presence of
multiple disturbances. Najafizadeh et al. [52] designed a
novel fuzzy PID controller for geostationary satellite attitude
control, which achieved faster convergence rates and higher
accuracy. Li et al. [4, 53] designed a fuzzy PD controller
to compensate for the attitude change of the spacecraft
caused by the deployment of solar arrays. Although the
above mentioned studies have investigated the adaptive
fuzzy PID/PD control scheme for attitude control of the
spacecraft, there are very few researches on eliminating the
attitude and position drift caused by the deployment of solar
arrays. In addition, modern spacecraft often employ large,
complex, and lightweight solar arrays which are commonly
composed of laminated plates with fiber-reinforced com-
posite materials. 'e flexibility of solar arrays, nonlinearity
of composite material, and other external disturbances may
cause unpredictable rotational and translational motion of
the spacecraft during the deployment of solar arrays.
'erefore, a robust enough control scheme is required to
overcome the model uncertainty and nonlinearity, structural
vibrations of the flexible solar arrays, and the other dis-
turbances in the environment. To the authors’ best
knowledge, studies related to this topic are not sufficient.

Our work aims to develop a constrained rigid-flexible
coupling dynamic model of a spacecraft system equipped
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with laminated solar arrays, involving fiber-reinforced
composite materials, and further to propose an effective
control scheme to stabilize the spacecraft main body during
the deployment of the solar arrays. 'e key points of our
work can be briefly described as follows. (1) A constrained
rigid-flexible coupling spacecraft dynamic model was de-
veloped based on ANCF. 'e dynamic model can accurately
describe the deployment dynamics of the composite lami-
nated solar array undergoing large-rotation and large-de-
formation motions. (2) An adaptive fuzzy PD control
scheme, which can be easily integrated into the spacecraft
dynamic model, was proposed. (3) 'e computation strat-
egies used to solve equations of motion of the spacecraft
were provided in detail. 'e remainder of this paper is
organized as follows. Section 2 first depicts the structure of
the spacecraft system. 'e rigid-flexible coupling spacecraft
dynamic model was then derived in Section 3. After that,
Section 4 reveals the adaptive fuzzy PD control scheme.
Section 5 gives equations of motion with the constrained
rigid-flexible coupling dynamics and their solution strate-
gies. After that, numerical simulations were conducted and
analysed in Section 6. Finally, the whole work was sum-
marised in Section 7.

2. Structure of Spacecraft System

'is section illustrates the structure of a spacecraft with a
deployable composite laminated solar array. As shown in
Figure 1, the spacecraft system is simplified to a main body
and a deployable solar array.'e solar array mainly contains
three types of critical devices, namely, the spring-damper
mechanism (Figure 2(a)), the closed cable loop (CCL)
mechanism (Figure 2(b)), and the latch mechanism
(Figure 2(c)). 'ese devices generate torque to realize the
deployment of the solar array. 'e torque model is given in
Figure 2(d). 'ree assumptions are made for the spacecraft
system. (1) 'e main body and yoke are considered to be a
completely free rigid unit. (2) 'e solar array is assembled
with two flexible solar panels, connected by revolute joints.
(3) 'e solar panel is assumed to be a perfect composite
laminated shell; that is, there is no relative motion between
any two layers of the composite laminated shell.

'e spring-damper mechanism, which is located in the
revolute joint, provides driving torque to deploy the folded
solar array with the expression as

Tdrive,k � Kdrive,k θpre,k − θk  − Ck

dθk

dt
, (1)

where Kdrive,k is the torsion stiffness coefficient of the k-th
spring-damper, Ck is the damping coefficient of the k-th
spring-damper, and θpre,k and θk denote the preload angle
and practical deployment angle of the solar panel,
respectively.

'e CCL mechanism comprises synchronous wheels
fixed on the revolute joint and provides two passive control
torques to synchronize the deployment angles of the solar
panels [54]. 'e control torques can be simply modelled as
[15]

Tccl,1 � Kccl,1 2θ1 − θ2( ,

Tccl,2 � Kccl,2 2θ1 − θ2( ,

⎧⎨

⎩ (2)

where Tccl,1 and Tccl,2 are the equivalent synchronous tor-
ques andKccl,1 andKccl,2 are the equivalent torsional stiffness
of the wheels. In addition, θ1 and θ2 are the deployment
angles of the first and the second solar panel, respectively.

A typical latch mechanism is demonstrated in
Figure 2(c). Body A is connected to the body B, and both of
them can rotate around joint C. Cam E is fixed on body A,
and pin F can move on cam E’s surface during the de-
ployment process. Pin F slides into groove D when the
deployment angle reaches the preset lock angle, and, thus,
body A and body B are latched at the expected position. 'e
STEP and BISTOP functions are adopted to simulate this
locking process. When the deployment angle θk increases
from φ1 to φ2, the STEP function correspondingly increases
from h1 to h2. Once the deployment angle θk reaches the
collision point (φ3 ∼ φ4), the BISTOP function begins to
produce torques to push pin F toward the expected angle.
'ese lock torques can be expressed as [15, 53]

Tlock,k � STEP θk,φ1, 0,φ2, 1(  × BISTOP θk, _θk,φ3,φ4, Ks, e, c, d ,

(3)

where

STEP θk,φ1, h1,φ2, h2(  �

0 if θk <φ1,

h1 + h2 − h1( 
θk − φ1
φ2 − φ1

 

2

3 − 2 ×
θk − φ1
φ2 − φ1

  if φ1 ≤ θk <φ2,

1 if φ2 < θk,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

BISTOP θk, _θk,φ3,φ4, Ks, e, c, d  �

Max Ks φ3 − θi( 
e

− _θiSTEP θi,φ3 − d, c, φ3, 0( , 0  if θk <φ3,

Min − Ks θk − φ4( 
e

− _θiSTEP θi,φ4, 0,φ4 + d, c( , 0  if θk >φ4,

⎧⎪⎪⎨

⎪⎪⎩

(4)
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where _θk is the relative rotation velocity of the k-th solar
panel. Ks and c are the equivalent stiffness and damping
coefficients of the latch mechanism, respectively, d denotes
the distance depth, and e is an exponent.

3. Formulation of Rigid-Flexible Coupling
Spacecraft System

'is subsection is divided into three parts to introduce the
formulation of the spacecraft system, corresponding to the
motion of the rigid main body, formulation of the com-
posite laminated solar panel, and the motion of con-
straints. Without loss of generality, the spacecraft main
body is regarded as a rigid body of arbitrary shape. As
exhibited in Figure 3, an arbitrary point Q is attached to
the rigid body. 'e global position vector of the point Q
can be written as

rQ � r + As′, (5)

where r ∈ R3×1 is the global position vector of the origin
of local coordinate frame x-y-z which is fixed on the rigid
body. It should be noted that the local coordinate frame is
selected with its origin at the center of mass of the body to
simplify the form of the formulation. In equation (5),
the local position of the point s′ � x y z 

T is a constant
vector because of the rigid body assumption, and A is the

transformation matrix that defines the orientation of the
local coordinate frame with respect to the global refer-
ence frame. 'us, the velocity of the point Q can be
expressed as

_rQ � _r + _As′ � _r + ωAs′, (6)

and the acceleration can be written as

€rQ � €r + €As′ � €r + _ωAs′ + ωωAs′, (7)

where ω is the angular velocity of the local coordinate frame
with respect to the global coordinate frame. Without the
singularity problem, the quaternion p is applied to describe
the attitude of the spacecraft main body with the expression
as

p � cos
θ
2
, u sin

θ
2

 

T

� cos
θ
2
, u1 sin

θ
2
, u2 sin

θ
2
, u3 sin

θ
2

 

T

,

(8)

where u � u1 u2 u3  represents the Euler axis and θ is the
angle of the rotation. And then, the generalized coordinate
vector of the body can be defined with the quaternion as

qb �
r

p
 . (9)

Solar panel

Spacecra� main body
Yoke

Spacecra�
main body

Revoulte joint

Closed cable loop

Spacecra�
main body

Composite laminated solar panel

Side view

Stereoscopic view

Top view

Figure 1: Scheme diagram of the spacecraft structure.
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'e virtual work done by the inertial force can be
expressed as [55]

δW
b
ine � − δr

T
m€r − δp

T 4G
T
JG €p − 8 _G

T
J _Gp  � − δq

T
b

m

4GTJG
 €qb + δq

T
b

0

8 _G
T
J _Gp

 , (10)

where m is the mass of the body, J is the constant inertia
tensor which is defined as

J � 
m

y2 + z2 − xy − xz

− xy x2 + z2 − yz

− xy − yz x2 + y2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦dm, (11)

and G is the function of the quaternion p with the following
expression:

G � − u sin
θ
2
, − u sin

θ
2

+ cos
θ
2

I . (12)

'e generalized mass matrix of the body can be defined
as

Mb �
m

4GTJG
 . (13)

If an external force Fb acts on the body at point Q, the
virtual work of the body done by the external force can be
obtained by

δW
b
ext � δr

T
Fb + δp

T 2G
T
n  � δq

T
b

Fb

2GTn
 , (14)

where n is the torque generated by the external forces acting
at a distance from the origin of the local coordinate frame.
'e detailed derivation of the virtual work done by the
inertial force and the external force can be found in Ap-
pendix A. Using equations (10) and (14), we can define the
generalized external force as

Torsional spring

Damper

(a)

Tccl,1

Tccl,2

(b)

A B

D

E

C F

A

B

D

E

C
F

A
B

D

E

C
F

Solar panel 2

Solar panel 1

A

B

E

C

D
FSolar panel 1 Solar panel 2

Initial phase Lock phase

(c)
Tdrive,2

Tlock,1

Tdrive,1

Tlock,2

Tccl,2

Tdrive,2

Tdrive,1

Tccl,1
Spacecra�
main body 

θ1

θ2

(d)

Figure 2: Representations of the solar array’s mechanisms and torque models. (a) Spring-damper mechanism. (b) CCL mechanism. (c)
Latch mechanism. (d) Torque model of the solar array.
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Q
b
ext �

Fb

2GTn + 8 _G
T
J _Gp

⎡⎣ ⎤⎦. (15)

'e deformable ANCF laminated shell element, origi-
nally proposed by Yamashita et al. [56, 57], is employed to
formulate the composite laminated solar panel. As shown in
Figure 4, the global position vector of an arbitrary point P
whose local coordinate is x y z(  in shell element can be
expressed as

rP � rm + zrn � Smqm + zSmqn � Sm zSm 
qm

qn

 , (16)

where rm is the global position vector of the vertical pro-
jection point of P on themiddle surface of the element and rn

is the transverse gradient vector that describes the orien-
tation and deformation of the infinitesimal volume in the
element. 'e global position vector of four corner nodes in
the middle surface of the element and their transverse
displacement gradient can be, respectively, written as

qm � rT1 rT2 rT3 rT4 
T
,

qn � zr1
zz

 
T zr2

zz
 

T zr3
zz

 
T zr4

zz
 

T
 

T
,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(17)

where ri ∈ R3×1(i � 1, 2, 3, 4) is the global position vector
of each node. In (16), Sm is the element shape function
defined as [43]

Sm � S1I S2I S3I S4I , (18)

where I ∈ R3×3 is the identity matrix and Si(i � 1, 2, 3, 4)

are components of the shape function obtained by

S1 �
1
4

(1 − ξ)(1 − η), S2 �
1
4

(1 + ξ)(1 − η),

S3 �
1
4

(1 + ξ)(1 + η), S4 �
1
4

(1 − ξ)(1 + η),

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(19)

where ξ � 2x/l and η � 2y/w. l and w are lengths along the x

and y axes, respectively. 'en, equation (16) can be sim-
plified as

rP � Sqe (20)

where
S � Sm zSm ,

qe � qm qn 
T
.

⎧⎨

⎩ (21)

According to the kinematic description of the element,
the Green-Lagrange strain tensor is defined as

ε �
1
2

zrP

zx

zX

zx
 

− 1
⎛⎝ ⎞⎠

T
zrP

zx

zX

zx
 

− 1
⎛⎝ ⎞⎠ − I⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, (22)

where x and X denote the local and the global position
vector of the material point at the reference configuration,
respectively. 'e element locking may occur in the de-
formable ANCF shell element due to the use of low-order
polynomials in the shape function. 'e element lock leads to
slower convergence in numerical iterations and erroneous
stiffer bending behaviour. 'us, the assumed natural strain
in [58, 59] and the enhanced assumed strain in [60, 61] are
adopted to systematically alleviate the element locking. 'e
modified strain vector can be defined as

ε � ε + εEAS, (23)

where εEAS denotes the enhanced assumed strain vector
which is referred in literature [56]. All layers with different
fiber angles are assumed to be bonded together to produce
the desired material properties. 'erefore, the virtual work
done by elastic forces of the laminated shell element with n
layers can be expressed as [57]

δW
e
ela � − δq

T
e 

n

i�1


Vi

zεi

zqe

 

TzWi εi 

zεi
dV

i
, (24)

where Vi is the element volume of the i-th layer at the
reference configuration and Wi is an elastic energy density
function that is described in Appendix B. Correspondingly,
the generalized elastic forces of the element can then be
written as

Qela � 
n

i�1


Vi

zεi

zqe

 

TzWi εi 

zεi
dV

i
. (25)

Q
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Y

Z

o
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h
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Figure 3: Kinematic description of the rigid body.
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'e shape function of the element is not time-dependent,
and, then, the element’s kinetic energy can be defined as

T �
1
2



n

k�1


Vi

ρi
_rP( 

T
_rPdV

i
�
1
2

_q
T
e 

n

k�1


Vi

ρi
S
T
SdV

i
_qe,

(26)

where ρi is the material density of the i-th layer at the
reference configuration. 'en, the constant mass matrix can
be obtained by

Me � 

n

k�1


Vi
ρi

S
T
SdV

i
. (27)

Hence, the virtual work done by the inertia forces on the
element can be expressed as

δW
e
ine � − δq

T
e Me €qe( . (28)

Denoting by Fe the external force acts on the element, we
can write the following virtual work:

δW
e
ext � δr

T
PFe � δq

T
e S

T
Fe . (29)

'e generalized external force vector of the element can
be obtained by

Q
e
ext � S

T
Fe. (30)

It should be noted that the driving torques of the spring-
dampers in equation (1), the synchronization torques of the
CCLmechanisms in equation (2), and the lock torques of the
latch mechanisms in equation (3) are regarded as the ex-
ternal forces of the shell. 'ese torques are then integrated
into the generalized external force vector. With the as-
sumption that the structural damping exists in the shell, the
virtual work done by the damping forces can be defined as

δW
e
dam � − δq

T
e D _qe, (31)

where D � ζMe is the damping matrix and ζ is the damping
coefficient.

'e rigid main body and flexible solar panels are linked
by revolute joints, which can be represented by a constraint
equation. As depicted in Figure 5, a shell element is con-
nected to a rigid body at point P by a revolute joint, and the
constraint equation can be defined as [58, 59]

Φ qe, qb, t(  �

re − rb

vT1 v

vT2 v

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � 0, (32)

where qe and qb are the generalized coordinate vectors of
point P defined on element and rigid body, respectively, re

and rb are the global position vectors of point P defined on
the element and rigid body, respectively, andvi (i � 1, 2)and
v are vectors defined along the joint axis on shell element and
rigid body, respectively. We can then obtain the virtual work
done by constraint forces [62]:

P
Middle surface

X

Y

Z

O
G-RF

Current configurationReference configuration

∂r1 (x, y)/∂z

∂r2 (x, y)/∂z

∂r3 (x, y)/∂z

∂r4 (x, y)/∂z

∂r–4 (x, y)/∂z

∂r–1 (x, y)/∂z ∂r–2 (x, y)/∂z

∂r–3 (x, y)/∂z

r
rm

zrn

r0

P

x
yz L-RF

x

y
z

oo
L-RF

Figure 4: Kinematic description of the deformable ANCF shell element.
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Figure 5: Kinematic description of the revolute joint.
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δWcon � λTδΦ � λT
zΦ
zqe

δqe + λT
zΦ
zqb

δqb � δq
T
e Φ

T
qe
λ  + δq

T
b Φ

T
qb
λ ,

(33)

where λ is the Lagrange multipliers vector corresponding to
the vector Φ. Φqe

� zΦ/zqe and Φqb
� zΦ/zqb are Jacobian

matrices with expression as follows:

zΦ
zqe

zΦ
zqb

  �

zre

zqe

−
zrb

zqb

vT
zv1

zqe

vT1
zv

zqb

vT
zv2

zqe

vT2
zv

zqb

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (34)

4. Adaptive Fuzzy PD Control Scheme

As discussed in the previous section, the deployment of solar
arrays may cause attitude and position perturbations within
spacecraft. We first observe the conventional PD control
scheme in the elimination of position deviations and attitude
stabilization during the deployment of solar arrays.

It is well known that reaction wheel actuators are com-
monly employed to provide control forces and torques, which
can accommodate position deviations and finite rotations
caused by the deployment of solar arrays. Assuming that
ra(t) � ra,x ra,y ra, z  and rd(t) � rd,x rd,y rd,z  are the
actual and the desired global position coordinate vectors of the
main body, respectively, and _ra � _ra, x _ra,y _ra,z  and _rd �

_rd,x _rd,y _rd,z  are the actual and desired velocity vectors of
the main body, respectively, a PD controller for eliminating
position deviations is presented as

τf
(t) � P

f
ep(t) + D

f
_ep(t), (35)

where

P
f

�

K
f
P,x 0 0

0 K
f

P,y 0

0 0 K
f

P,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

D
f

�

K
f
D,x 0 0

0 K
f
D,y 0

0 0 K
f
D,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

ep(t) �

rd,x − ra,x

rd,y − ra,y

rd,z − ra,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

_ep(t) �

_rd,x − _ra,x

_rd,y − _ra,y

_rd,z − _ra,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(36)

in which K
f
P,i(i � x, y, z) and K

f
D,i(i � x, y, z) are the pro-

portional and differential gains of the PD controller, re-
spectively. 'en, the virtual work done by these control
forces can be expressed as

δWf � δr
Tτf

. (37)

According to Euler’s theorem of finite rotations of the
rigid body, an arbitrary finite rotation of a rigid body over a
fixed point can always be represented by the Euler axis and
the angle of rotation [63]. In view of the attitude stabili-
zation, we exploit three quaternions, including error qua-
ternion pe, actual quaternion pa, and desired quaternion pd,
to describe the attitude deviation of the main body. 'e
mathematical relationships of these quaternions are

pe � pa( 
− 1

pd. (38)

Now, three equivalent error angles θx θy θz  are
defined using the error quaternion:

θx � pe(2)pe(1),

θy � pe(3)pe(1),

θz � pe(4)pe(1),

⎧⎪⎪⎨

⎪⎪⎩
(39)

where pe(i), (i � 1, 2, 3, 4) are four components of the error
quaternion pe. Denoting the actual and the desire angular
velocity vectors by ωa � wa,x wa,y wa,z  and
ωd � wd,x wd,y wd,z , respectively, we can present the PD
controller for attitude stabilization as

τt
(t) � P

t
ea(t) + D

t
_ea(t), (40)

where

Pt
�

Kt
P,x 0 0

0 Kt
P,y 0

0 0 Kt
P,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Dt
�

Kt
D,x 0 0

0 Kt
D,y 0

0 0 Kt
D,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

ea(t) �

α

β

c

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

_ea(t) �

wd,x − wa,x

wd,y − wa,y

wd,z − wa,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(41)

in which Kt
P, i(i � x, y, z) and Kt

D, i(i � x, y, z) are the
proportional and differential gains of the PD controller,
respectively. 'us, the virtual work done by these control
torques can be obtained by

δWt � δp
Tτt

. (42)

It is a challenging task to determine proper PD parameters
when considering the flexibility of solar arrays, nonlinearity of
the composite material, and other uncertainties. As a result, an
adaptive fuzzy PD control scheme was proposed. 'e block
diagram of the proposed control scheme is depicted in Figure 6.
'e adaptive fuzzy PD controller primarily consists of two parts:
one is a fuzzy logic system and the other is a PD controller. In the
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control loop, the control gains are modified online using the
fuzzy rules and sent to the PD controller. Firstly, error signals are
computed according to the state variables of the spacecraft and
the desired variables. 'e symbol e in the diagram includes
actual position errors rd − ra and attitude angle errors
θx θy θz  while the symbol ec represents velocity errors _rd −

_ra and angular velocity errors ωd − ωa. 'ese error signals are
fuzzified by using membership functions and sent to the fuzzy
inference engine. After that, the fuzzy inference engine performs
the fuzzy reasoning on the basis of fuzzy rules to obtain the fuzzy
proportional and differential gains. Finally, the PD controller
updates its feedback gains in real time according to these fuzzy
gains. 'e control forces and torques generated from the PD
controller act on the spacecraft main body. Control actuators
remain active until those error signals reach zero.'e fuzzy logic
system mainly includes four components, namely, fuzzification,
fuzzy rules, fuzzy inference engine, and defuzzification. Fuzzi-
fication maps the input state errors (e and ec) into two fuzzy
variables (E and EC) that are defined with three fuzzy sets where
the associated linguistic terms are negative (N), zero (Z), and
positive (P) by using membership functions. 'e fuzzy IF-
THEN rules are adopted to relate these fuzzy sets to output fuzzy
gains with the Mamdani-type fuzzy inference [53]. Defuzzifi-
cation converts the output linguistic variables into precise nu-
merical values.'e center-of-gravitymethod is used to defuzzify
the subset in the fuzzy logic system. Now, we give the expression
of the control forces as follows:

τ∗f(t) � P
∗f

ep(t) + D
∗f

_ep(t), (43)

where

P
∗f

�

K
f
P,x + ΔKf

P,x 0 0

0 K
f

P,y + ΔKf

P,y 0

0 0 K
f
P,z + ΔKf

P,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

D
∗f

�

K
f

D,x + ΔKf

D,x 0 0

0 K
f
D,y + ΔKf

D,y 0

0 0 K
f

D,z + ΔKf

D,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(44)

in which ΔKf
P, i and ΔK

f
D, i (i� x, y, z) are the fuzzy incre-

ments of the proportional and differential gains, respec-
tively. 'e expression of the control forces can be written as

τ∗t(t) � P
∗t

ep(t) + D
∗t.

_ep(t), (45)

where

P
∗ t

�

Kt
P,x + ΔKt

P,x 0 0

0 Kt
P,y + ΔKt

P,y 0

0 0 Kt
P,z + ΔKt

P,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

D
∗ t.

�

Kt
D,x + ΔKt

D,x 0 0

0 Kt
D,y + ΔKt

D,y 0

0 0 Kt
D,z + ΔKt

D,z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

(46)

in which ΔKt
P, i and ΔKt

D, i (i� x, y, z) are the fuzzy incre-
ments of the proportional and differential gains, respec-
tively. 'e total virtual work done by these forces and
torques can be expressed as

δW
b
fuz � δW

∗
f + δW

∗
t � δr

Tτ∗f + δp
Tτ∗t � δq

T
b

τ∗f

τ∗t
⎡⎣ ⎤⎦,

(47)

and then the generalized control force can be defined as

Q
b
fuz �

τ∗f

τ∗t
⎡⎣ ⎤⎦. (48)

5. Equations of Motion and Solve Strategy

According to the principle of virtual work, the variation
equations of the whole rigid-flexible coupling spacecraft
system can be written as

δW
b
ine + δW

b
ext  + δW

e
ine + δW

e
ela + δW

e
ext + δW

e
dam(  + δWcon � 0.

(49)
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γ

Figure 6: Schematic of the adaptive fuzzy PD control scheme.
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Substituting equations (10), (13)–(15), (24), (25),
(28)–(31), (33), and (47) into (49) yields

− δq
T
b Mb €qb(  + δq

T
b Q

b
ext + δq

T
b Q

b
fuz  + δq

T
e Φ

T
qe
λ  + δq

T
b Φ

T
qb
λ 

+ − δq
T
e Me €qe(  + δq

T
e Q

e
ela + δq

T
e Q

e
ext − δq

T
e D _qe  � 0.

(50)

Using equation (32), we can obtain equations of motion
of the spacecraft:

M€q +ΦTqλ + Q(q) � F(q, _q),

Φ(q, t) � 0,

⎧⎨

⎩ (51)

where

M �
Mb

0


0

Me

,

Q(q) �
0

− Qe
ela

 ,

F(q, _q) �
Qb

ext + Qb
fuz

Qe
ext − D _qe

⎡⎣ ⎤⎦,

q �
qb

qe

 .

(52)

'eNewmark method is used to discretize equation (51)
as

M€qn+1 +ΦT
q λn+1 + Q qn+1(  � F qn+1, _qn+1( ,

Φ qn+1, tn+1(  � 0,

⎧⎨

⎩ (53)

where

qn+1 � qn + h _qn +
h2

2
(1 − 2β)€qn + 2β€qn+1( ,

_qn+1 � _qn + h (1 − c)€qn + c€qn+1( ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(54)

where β and c are parameters for determining iteration
convergence and accuracy, respectively. 'e Newmark
method are generally poor in solving the dynamics problems
of the multibody system with high-frequency responses [64].
Additionally, spurious high-frequency responses may exist
in the spacecraft system, mainly due to the flexibility of solar
arrays. 'us, it is desirable for an algorithm with a con-
trollable numerical dissipation which can well-preserve the
low-frequency responses and damp the high-frequency re-
sponses. Negrut et al. [65] proposed an HHT-based algo-
rithm for the index 3 differential-algebraic equations of
multibody systems, known as HHT-I3. According to ANCF,
it has been demonstrated that the HHT-I3 method’s high-
frequency responses can be filtered out while preserving
accuracy [66]. According to the HHT-I3 method, the iter-
ative form can be written as [67]

zN1

z€qn+1

zN1

zλn+1

zN2

z€qn+1

zN2

zλn+1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Δ€qn+1

Δλn+1

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �

N1

N2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, (55)

where

N1 �
1

1 + η
M€qn+1 +ΦTqλn+1 + Q qn+1(  − F qn+1, _qn+1(  −

η
1 + η
ΦTqλn + Q qn(  − F qn, _qn(  ,

N2 �
1
βh2Φ qn+1, tn+1( ,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

zN1

zλn+1
� ΦTq ,

zN2

zλn+1
� 0,

zN1

z€qn+1
�

1
1 + η

M +
zQ

zqn+1

zqn+1

z€qn+1
−

zF

zqn+1

zqn+1

z€qn+1
+

zF

zqn+1

z _qn+1

z€qn+1
 ,

�
1

1 + η
M +

zQ

zqn+1
−

zF

zqn+1
 βh

2
−

zF

zqn+1
hc,

zN2

z€qn+1
�

1
βh2

zN2

zqn+1

zqn+1

z€qn+1
� Φq,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(56)

10 Complexity



where β � (1 − η)2/4 and c � 0.5 − η, η ∈ [− (1/3) 0], and
the parameter η is a numerical damping index. Converting
equation (55) into the explicit format at iteration k yields

1
1 + η

M +
zQ

zqn+1
−

zF

zqn+1
 βh

2
−

zF

zqn+1
hc ΦT

q

Φq 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(k)

Δ€qn+1

Δλn+1

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

(k)

�
N1

N2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

(k)

.

(57)

'us, the iteration can be written as

€qn+1

λn+1
 

(k+1)

�
€qn+1

λn+1
 

(k)

−
Δ€qn+1

Δλn+1
 

(k)

, (58)

where the initial step can be set as [67]
_q0 � q0 � 0,

€q0 � M− 1F.
 (59)

6. Results and Discussion

6.1. Model Parameters. 'e solar array deployment is di-
vided into three phases, namely, the initial phase, the de-
ployment phase, and the postlock phase (see Figure 7).
During the initial phase, the solar panels are folded and set
parallel to each other. Once the spacecraft is launched into
its free-flying orbit, the solar panels are driven to deploy by
the preloaded spring-damper mechanism, and the CCL
mechanism ensures the synchronous deployment. When the
solar panels are deployed on the same spatial plane, the lock
torques provided by the latch mechanism begin to confine
relative rotation of the panels. At this time and thereafter, the
solar array deployment enters its postlock phase. 'e global
coordinate system, which is the absolute reference for the
spacecraft system’s motions, is set up and its origin is at the
center of mass of spacecraft main body. 'e geometrical
dimensions of the vital components of the system are labeled
in the figure.

Several simulations are conducted to confirm the ef-
fectiveness of the proposed control scheme. It is assumed
that the geometrical dimensions and material properties of
the main body as well as physical parameters of the solar
array mechanisms keep identical in all simulations. Simu-
lation parameters are listed in Table 1. 'e numerical
simulations for the proposed adaptive fuzzy PD control
scheme were performed under cosimulation of Visual Stuido
2017 and MATLAB R2017 software. In these numerical
calculations, the adaptive fuzzy PD control algorithms are
implemented by MATLAB/Simulink, and the numerical
algorithms for solving the equations of the proposed rigid-
flexible coupling dynamic model are implemented by C++
programs. Each flexible solar panel is divided into 120
elements.

6.2. Model Validation. In this subsection, two simulations
are carried out to verify the proposed model. 'e first
simulation presents a cantilevered shell subjected to a ver-
tical force to reveal the mechanical properties of the

deformable ANCF laminated shell element adopted in this
paper. As shown in Figure 8, a rectangular cantilevered
composite laminated shell with four layers (0/45/− 45/0) is
subjected to a force in the Z direction. 'e geometric size of
the composite laminated shell is 5× 3× 0.008m. 'e ma-
terial properties of these four layers are the same: Young’s
modulus E1 � 6.78×108 Pa, E2 � E3 � 4.08×108 Pa, Shear
modulus G12 �G13 �1.20×108 Pa, G23 � 4.50×108 Pa, Pois-
son’s ratio v12 � v13 � v23 � 0.3, and material density
ρ� 150 kg/m3. A vertical force in the Z direction is applied
on point B which is located at the far right corner of the shell
(viewed from the clamped boundary).

A contrast study is made between the deformable
ANCF laminated shell and the laminated shell with finite
membrane strains modelled by ABAQUS S4R elements. As
shown in Figure 9, the displacement responses at point B
are compared along the X (Figure 9(a)), Y (Figure 9(b)),
and Z (Figure 9(c)) directions. 'e displacement curves
obtained by the deformable ANCF laminated shell ele-
ments match well with those obtained by the ABAQUS
S4R laminated shell element, which indicate that the de-
formable ANCF laminated shell element in this paper
clearly describes a flexible body undergoing large
deformations.

'e spacecraft in this study is a typical rigid-flexible
coupling system with a flexible solar array formulated with
deformable ANCF composite laminated shell element. An
identical rigid-flexible coupling model was achieved by
using the cosimulation of ADAMS-ABAQUS. 'e rigid
main body is modelled by ADAMS software, and the
flexible solar panels are constructed of largely deformable
ABAQUS S4R laminated shell element. Figure 10 shows the
comparison results for the angular displacements of the
two solar panels. As illustrated in Figures 10(a) and 10(b),
the angular displacement curves obtained by the proposed
model almost coincide with those obtained by ADAMS-
ABAQUS software, suggesting that the proposed model is
valid.

6.3.DynamicResponses of Spacecraft System. 'is subsection
presents the position and attitude responses of the main
body during the deployment of the solar array. Figure 11
shows the solar panel deployment process. Figures 11(a) and
11(b) depict the angular displacements of solar panel 1 and
solar panel 2, respectively. In the initial phase, the solar
panels are folded, as well as setting parallel to each other, and
their angular displacements are zero or near zero. After the
solar array is released, the two solar panels are deployed
through the torsional spring-damper mechanisms. 'e
deployment angles are controlled by the CCL mechanism,
with a proportionality coefficient of 0.5. 'e system is then
locked by the latch mechanism at about the 18th second,
when the lock torques are produced by the latch mechanism
to prevent relative rotation of the two panels. In the postlock
phase, there are some slight oscillations in the angular
displacements of the panels. 'ese oscillations are mainly
caused by impact forces from the latch mechanisms. After
that, the system maintains a relatively steady deployment
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state in the plane with deployment angles of nearly 0.5 π for
panel 1 and nearly π for panel 2.

'e torque responses of three types of mechanisms
mentioned in the previous section are critical for the whole

spacecraft system. Figure 12 shows the torque responses of
these mechanisms for solar array deployment. Figure 12(a)
shows that the driving torques of the two spring-dampers
reach the peak during the initial phase, and, then, both
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Figure 7: Deoployment process of the solar array.

Table 1: Physical parameters of the spacecraft system.

Parameter item Parameter value
Size of the main body (m) 1.5×1.5× 2.0
Material density of the main body (kg/m3) 2400
Length of panels (m) 1.5
Width of panels (m) 2.0
'ickness of panels (m) 0.06
Material density of panels (kg/m3) 100
Young’s modulus of panels (Pa) E1 � 6.78×108, E2 �E3 � 4.08×108

Poisson’s ratio of panels (-) v12 � v13 � v23 � 0.3
Shear modulus of panels (Pa) G12 �G13 �1.2×108, G23 � 4.5×108

Layer number of panels (-) 4
Fiber angle relative to the Y direction (°) 0/90/90/0
Material thickness of panels (m) 0.015/0.015/0.015/0.015
Torsional stiffness of spring-damper 1 (Nm/rad) 0.25
Torsional stiffness of spring-damper 2 (Nm/rad) 0.085
Damping coefficient of spring-damper 1 (N/(m/s)) 0.025
Damping coefficient of spring-damper 2 (N/(m/s)) 0.015
Equivalent cable stiffness of CCL 1 (Nm/rad) 60
Equivalent cable stiffness of CCL 2 (Nm/rad) 15
Equivalent stiffness of latch 1 (Nm/rad) 2.5×104

Equivalent stiffness of latch 2 (Nm/rad) 1× 104

Damping coefficient of latch 1 (N/(m/s)) 2.5×103

Damping coefficient of latch 2 (N/(m/s)) 1× 103

Exponent of latch 1 and latch 2 (-) 1.5
Distance depth of latch 1 and latch 2 (°) 0.01
Time step (s) 0.001
Total time (s) 40
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torques gradually converge to zero during the deployment
phase and reach a small neighbourhood of zero during the
postlock phase. 'e driving torques of the two spring-
dampers vary with the phases of the solar array deploy-
ment. Moreover, the torques of the two spring-dampers

still demonstrate a trend of obvious oscillations in the
neighbourhood of zero in the postlock phase. However,
the oscillations gradually decrease over time due to
damping from the spring-dampers. Figure 12(b) illus-
trates the trends of synchronous control torque through
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Figure 8: A cantilever composite laminated shell subjected to a vertical force.
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the CCL mechanism. 'e control torques of the two CCL
mechanisms increase with small fluctuations in the early
deployment phase and then reach the larger fluctuations in
the later deployment phase. Figure 12(b) indicates that greater
control torques produced from the CCL mechanism are
required when the first panel becomes more out of sync with
the second panel. After the two panels are locked, the control
torques fluctuate around the domain of zero, indicating
asynchronous oscillations within the two panels. 'e lock
torque curves from the latch mechanism are illustrated in
Figure 12(c). 'ese results show that impulsive forces are
induced when the locking operation is performed to lock the
panels in a proper position. 'ese impulsive forces are
generally much larger than those from the other two
mechanism types, which can lead to strong vibrations in the
solar panels and may also cause the position deviations and
attitude changes of the spacecraft main body. Moreover, the
impulsive forces of the second latch mechanism are much

greater than those of the first latch mechanism. 'erefore,
several methods should be applied to avoid excessive im-
pulsive forces from the latch mechanism.

Figure 13 presents the displacement responses of the
main body during the deployment of the solar array. As
shown in Figures 13(a), 13(b), and 13(c), the main body
gradually deviates from its original position during the
deployment phase. Moreover, the displacements of the main
body in the X and Y directions are much larger than those in
the Z direction. On the other hand, it is also shown in
Figures 13(a) and 13(b) that the deviations climb to the top
and remain steady in the postlock phase. 'e results
demonstrate that the deployment of the solar array mainly
causes the position deviations in the X and Y directions in
the deployment phase.'erefore, the position changes in the
X and Y directions are the main considerations in the
controller design, while the change in Z direction is
negligible.
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Figure 14 illustrates the velocity responses of the main
body during the deployment of solar arrays. 'e reference
line in the following figures indicates that the value always
keeps zero. As shown in Figure 14(a), the velocity signal
gradually increases in the first 15 seconds and then decreases
dramatically along the X direction throughout the deploy-
ment phase. From the zoomed part in Figure 14(a), there is a
minor fluctuation in the postlock phase. As is illustrated in
Figure 14(b), the velocity of the spacecraft main body in-
creases steadily in the Y direction during the deployment
phase and reaches a peak of 0.8×10− 3m/s. 'is decreases
significantly after the solar panels are locked by the latch
mechanisms. 'e velocity in the Y direction oscillates at a
higher amplitude than it does in the X direction during the
postlocking phase. 'e velocity in the Z direction is five
orders of magnitude lower compared with that in the other
two directions (see Figure 14(c)). Velocities in the X and Y

directions are therefore more significant in the controller
design.

Figure 15 reveals the attitude responses of the main body
during the deployment of the solar array system. As dem-
onstrated in Figure 15(a), the rotation vector of the main
body is almost constant with values (0.0, 0.0, 1.0) during all
phases, which indicates that the main body approximately
rotates around the Z axis during the deployment of solar
arrays. As illustrated in Figures 15(b) and 15(c), the rotation
angle and angular velocity of the main body have similar
change tendencies during the deployment phase and reach
the highest peak when the latch mechanisms lock the solar
panels. After the solar panels are locked, the rotation angle
and velocity of the main body present obvious fluctuations.
Consequently, the rotation angle and velocity around the Z
axis are indispensable variables to be taken into account in
the controller design.
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Figure 12: Torque responses of the solar array mechanisms.
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6.4. Conventional PD Control Scheme. 'e subsection
presents a conventional PD control scheme to eliminate the
position deviations and attitude changes of the spacecraft
main body. As mentioned in the previous sections, the
position deviations (X and Y directions) and attitude change
(rotation around the Z axis) are major considerations in the
control design. 'e desired displacements rd,x rd,y  and
velocities _rd,x _rd,y  in equation (43), the desired rotation
angle c , and angular velocity wd, z in equation (45) are set to
be zero. Two groups of the simulation cases were preformed
to investigate the effects of the PD parameters on the control
performance. 'e parameters of these simulation cases are
listed in Table 2. Figure 16 depicts the evolution of the
position and attitude responses of the spacecraft in these
simulation cases.

Figure 16 shows that all the state variables of the
spacecraft main body converge nearly to zero, indicating that
the spacecraft system is stabilized successfully under the
conventional PD control scheme. In Group 1, the differential
gain KD is fixed, while the proportional gain KP gradually
increases in these simulation cases. As illustrated in
Figures 16(a) and 16(c), the displacement deviations of the
spacecraft in the X and Y directions significantly decrease
and expedite the convergence to zero with the increase of the

proportional gain KP. 'e attitudes of the spacecraft are also
obviously stabilized as shown in Figure 16(e). 'e pro-
portional term of the PD controller provides an overall
control action proportional to the error signals through the
gain factor, which means that the steady-state error and rise
time of the system reduced by increasing the proportional
gain factor. However, an increase in the proportional gain
factor also decreases the stability margins and may induce
oscillations in the system. It is insufficient to use only the
proportional gain factor to improve the system responses. In
Group 2, the proportional gain KP is fixed, while the dif-
ferential gain KD increases in order to evaluate the effects of
the differential term of the PD controller. As depicted in
Figures 16(b) and 16(d), the displacement responses of the
spacecraft in the X and Y directions have been improved to a
certain extent with the increase of the differential gain KD.
After the solar panels are locked, the rotation angle of the
spacecraft has obvious fluctuations. From the zoomed part
in Figure 16(f ), the amplitude of these fluctuations signif-
icantly decreases with the increase of the differential gainKD.
'e differential term of the PD controller is capable of
predicting the trend of error signals and thus improving the
transient responses and system stability through high-fre-
quency compensation. However, the differential term of the
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Figure 13: Displacement responses of the spacecraft main body in the three directions.
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PD controller is sensitive to the interference noises of the
system. 'e improper differential gain factor is likely to
reduce the ability to suppress the interference noises.
'erefore, the proportional and differential terms of the PD
controller must be tuned jointly for optimum performance.
An online adjustment for the PD controller is required to
stabilize the spacecraft.

6.5. Adaptive Fuzzy PD Control Scheme. As discussed in the
previous subsection, the conventional PD controller can
stabilize the spacecraft system successfully. However, the
parameters of the PD controller cannot be accurately de-
termined in the presence of uncertainty and nonlinearity
within the spacecraft system. 'is subsection presents an
adaptive fuzzy PD control scheme. According to the dis-
cussion about the effects of the PD control parameters on the
control performance in the previous section, we designed the
fuzzy rules of the fuzzy PD controller as listed in Table 3 [4].

'e membership functions were chosen to be triangular
and S-shaped, due to their simplicity and sensitivity to small
variations. Figure 17 shows these membership functions
chosen for both inputs and outputs of each fuzzy tuner.
Figures 17(a) and 17(c) depict the membership functions of
the fuzzy tuner to characterize the position errors in the X
and Y directions, respectively, and Figure 17(e) illustrates the
membership functions to deal with attitude angle errors.
Figures 17(b), 17(d), and 17(f) show the corresponding
membership functions for the velocity errors. Figures 17(g)
and 17(h) depict the membership functions for the incre-
ments of the proportional and differential gains,
respectively.

Figure 18 compares the position and attitude re-
sponses between the fuzzy PD control scheme and the
conventional PD control scheme. As shown in
Figures 18(a) and 18(c), the position deviations of the
spacecraft main body in the X and Y directions for the
fuzzy PD controller are generally less than those for the
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Figure 14: Velocity responses of the spacecraft main body in the three directions.
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conventional PD control scheme. 'e conventional PD
controller requires about 30 s to successfully stabilize the
spacecraft system in the X direction, while this takes about
20 s for the fuzzy PD controller. In the Y direction, the
spacecraft main body presents obvious fluctuations after

the solar array is locked and requires more time than the X
direction to stabilize. 'e amplitude of these fluctuations
for the fuzzy PD controller is generally smaller than those
for the conventional PD controller. As depicted in
Figures 18(b) and 18(d), the spacecraft’s velocities fluc-
tuate near the zero values, of which the amplitude under
the fuzzy PD control is smaller than that under the
conventional PD control. 'e results indicate that the
position responses of the spacecraft main body under the
fuzzy PD control are significantly improved in compar-
ison with those under the conventional PD control.
Figures 18(e) and 18(f ) illustrate the contrast of the at-
titude responses between the fuzzy PD control and the
conventional PD control. To reveal the details, the rota-
tion angles in the deployment phase are zoomed, where
the rotation angles under the fuzzy PD control are shown
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Figure 15: Attitude responses of the spacecraft main body.

Table 2: Parameters of the PD controller in the simulation cases.

Group list Case list KP KD

Group 1
Case 1 6.5 12.5
Case 2 12.0 12.5
Case 3 17.0 12.5

Group 2
Case 1 17.0 5.5
Case 2 17.0 12.5
Case 3 17.0 25.6
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Figure 16: Position and attitude responses of the spacecraft varying with PD controller parameters.
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Table 3: Fuzzy rules of the fuzzy PD controller.

Rule index Rule statements
Rule 1 If (E is N) and (EC is N), then (ΔKP is P) and (ΔKD is P)
Rule 2 If (E is N) and (EC is Z), then (ΔKP is P) and (ΔKD is Z)
Rule 3 If (E is N) and (EC is P), then (ΔKP is N) and (ΔKD is P)
Rule 4 If (E is Z) and (EC is N), then (ΔKP is Z) and (ΔKD is P)
Rule 5 If (E is Z) and (EC is Z), then (ΔKP is Z) and (ΔKD is Z)
Rule 6 If (E is Z) and (EC is P), then (ΔKP is Z) and (ΔKD is P)
Rule 7 If (E is P) and (EC is N), then (ΔKP is N) and (ΔKD is P)
Rule 8 If (E is P) and (EC is Z), then (ΔKP is P) and (ΔKD is Z)
Rule 9 If (E is P) and (EC is P), then (ΔKP is P) and (ΔKD is P)
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Figure 17: Membership functions (MFs) chosen for both inputs and outputs of each fuzzy tuner.
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Figure 18: Continued.
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to be smaller than those under the conventional PD
control. When the solar panels are locked, the rotation
angles of the spacecraft suddenly increase as the result of
the induced impulsive forces generated from the latch
mechanisms. After that, the rotation angles of the
spacecraft with the fuzzy PD controller converge to zero
faster than those with the conventional PD controller. 'e
angular velocities of the spacecraft follow the similar
trends. 'e results indicate that the fuzzy PD controller is
more robust than the conventional PD controller in terms
of the attitude stabilization of the spacecraft.

'e adaptive fuzzy control scheme has much better
performance in terms of the control precision and time
response, especially in complex systems with uncer-
tainties. Similar conclusions were also reported by pre-
vious studies. Yang et al. [68] proposed an adaptive fuzzy
control scheme for coordinated robot arms in the pres-
ence of system uncertainties and compared it with a
model-based controller and a conventional PD controller.
'e comparisons have shown that the adaptive fuzzy
controller obtained the best control performance and the
lowest tracking errors. Najafizadeh et al. [52] designed an
adaptive fuzzy PID controller for the attitude control of
the geostationary satellite. 'e results have shown that the
adaptive fuzzy PID controller can achieve faster con-
vergence time and higher performance. Calvo et al. [49]
developed a fuzzy controller for attitude control of a
satellite and compared it with the PID controller. 'e
comparisons have proved that the fuzzy controller has
superior performance on the control precision. In recent
years, a versatile intelligent control scheme has appeared
and performed better under the uncertainties condition.
Yang et al. [69] developed a neural network-based con-
troller to track the generated motions of a robot. Tsai et al.
[32] combined the fuzzy wavelet neural networks with a

novel adaptive predictive PID control for a kind of highly
nonlinear discrete-time system with time delay. In the
future work, we will attempt to combine the more in-
telligent techniques with the classical control scheme to
improve the dynamic responses of the flexible spacecraft
with uncertainties and nonlinearities.

7. Conclusions

'is paper presented a novel adaptive control scheme,
which combines the fuzzy logic technique and PD control
for attitude stabilization of a flexible spacecraft during the
deployment of the solar array. 'e dynamic model of a
constrained rigid-flexible coupling spacecraft system with
a composite laminated solar array was first proposed. 'e
validity of our dynamic model was verified by comparing
with the cosimulation of the ADAMS-ABAQUS software.
'e comparison results showed that the proposed model
can adequately describe the deployment dynamics of a
solar array that composed of composite laminated shells.
'e dynamic responses of the spacecraft during the de-
ployment of the solar array were then investigated. 'e
deployment of the composite laminated solar array mainly
causes the position deviations in X and Y directions, as
well as the spacecraft main body approximately rotating
around the Z axis. Moreover, a control scheme for attitude
stabilization of the flexible spacecraft was proposed. 'e
parameters of a PD controller play an evident role in the
control performance for improving the displacement and
attitude responses of the spacecraft. However, these pa-
rameters cannot be accurately determined. 'e effec-
tiveness of the proposed adaptive fuzzy PD control
scheme was evaluated by comparing with that of the
conventional PD controllers. 'e comparison results
revealed the superiorities of the proposed adaptive fuzzy
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Figure 18: Comparisons of position and attitude responses between fuzzy PD control and conventional PD control.
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PD controller over the conventional PD controller. 'e
results further provide inspiration for the design of
control strategies for complex spacecraft with uncertainty
and nonlinearity.

Appendix

A. Virtual Work for Inertial Force and
External Force

Assuming that the pointQ is associated with an infinitesimal
mass element dm, the virtual work done by the inertial force
can be expressed as

δW
b
ine � − 

m
δrQ 

T
€rQdm,

� − 
m

δr
T

+ δπTs′AT
  €r + A_ωs′ + Aωωs′ dm,

� − δr
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m
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m
s′dm − δπT


m
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(A.1)

If an external force f (per unit mass) act at point Q, the
virtual work done by the external force can be obtained by
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(A.2)

Since the origin of the local coordinate frame x-y-z is
located at the center of mass of the body, the total mass of the
body can be expressed as

m � 
m
dm. (A.3)

'e total external force is acting on the body with the
following expression:

Fb � 
m

fdm. (A.4)

'e torque of the external forces with respect to the
origin of the local coordinate frame is

n � 
m

s′fdm. (A.5)

'e constant inertia tensor can be defined as

J � − 
m
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(A.6)

And the following mathematical relation satisfies


m

s′dm � 0. (A.7)

Substituting (A.3), (A.6), and (A.7) into (A.1) yields
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b
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Substituting (A.4) and (A.5) into (A.2) yields
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b
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n. (A.9)

Using (8) and (12), the following expression can be
obtained as

_ω � 2G €p,

ω � 2G _G
T
,

δπ � 2G
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(A.10)

'en, (A.8) can be rewritten as
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And (A.9) can be rewritten as
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B. Saint Venant–Kirchhoff Material Model

With regard to the orthotropic Saint Venant–Kirchhoff
nonlinear material, the second Piola–Kirchhoff stress can be
expressed as

S �
zW

zε
� C: ε, (B.1)

where C is the fourth-order material modulus. 'e material
modulus can be defined as [70]

C
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, (B.2)

where a1 a2 a3  is the fiber coordinate frame, b1 b2 b3  is
the global coordinate frame, and C

abc d is the tangent ma-
terial modulus in the fiber coordinate frame. 'e tangent
material modulus can be defined as

C
abc d

  �

C
1111

C
1122 0 C

1133 0 0

C
1122

C
2222 0 C

2233 0 0

0 0 C
1212 0 0 0

C
1133

C
2233 0 C

3333 0 0

0 0 0 0 C
2323 0

0 0 0 0 0 C
1313

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(B.3)

where
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where E1, E2, and E3 are Young’s moduli; G1, G2, and G3 are
the shear moduli; and v12, v13,v23, v21, v31, and v32 are
Poisson’s ratios.
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Power efficiency of two-stroke spark-ignition engine is generally low because improper amount of fuel injection leads to a lot of
unburned fuel loss during the engine working process. However, parameters of the fuel injection system are hard to confirm by
aviation experiments due to expensive test costs. ,is paper proposes a method of calibrating injection parameters of two-stroke
spark-ignition engine based on thermodynamic simulation and parameter optimum algorithm. Firstly, the one-dimensional
thermodynamic model is built according to the internal structure and thermodynamic process of the engine; then, the model
parameters are corrected according to the operating principle of the injector; after experimental verification of the model,
considering both the engine power sufficiency and fuel economy, Analytic Hierarchy Process method is applied to look for the
optimal injection amount and fuel injection advance angle at different engine working speeds; finally, an aeroengine experiment
station with an electronic fuel injector system is built. ,rough simulation and experiment studies, it can be seen that when the
engine speed changes from 3000 to 3500 RPM, the oil consumption rate of the optimal results is higher than that of the previous
ones; when the aeroengine speed is higher than 4000 RPM, the oil consumption rate results of the optimal method are 10% to 27%
higher than the original results. ,is paper can be a reference in the optimization of UAV aircraft engine.

1. Introduction

Two-stroke engine has been widely applied in the power
system of small aerial equipment fuel-powered UAV because
of the advantages of strong explosive and small size [1].
However, model selection of engine is always difficult for the
design of fuel-powered UAV’s power system. ,at is be-
cause, in the flight simulation environment of UAV, the
output characteristics of the engine are hard to accurately
predict, especially it is hard to find a matching fuel supply
system. Traditional fuel supply method for two-stroke en-
gine is using carburetor which canmechanically atomize fuel
during the engine working process [2]. Nevertheless, au-
tomatic control cannot be achieved in engine with a car-
buretor, and the engine can hardly automatically adapt to

the flight condition variation of UAV. Electronic fuel in-
jector (EFI) has been widely developed in the area of engine
fuel supply due to its superiorities of controllability and
favourable characteristics [3]. Performance of the engine
with the EFI system has been generally studied by setting up
experimental stations which can test the output speed,
torque, air-fuel ratio (AFR), cylinder pressure, and exhaust
contents, and the researchers do a lot of experiments to
optimize the engine structure or control method [4, 5].

Although the engine experiments are designed more and
more realistic in recent time, there is still some distance
between test results to the real application. In addition, the
traditional two-stroke engine test stations are always
designed more suitable for the ground vehicles because the
test torque is always added by means of electromagnetism,
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which is hard to test the output power of an aeroengine with
a propeller. Furthermore, in order to get accurate results, the
experiment conditions have to be prepared strictly such as
high precision sensors and stable environment, which will
greatly increase the research cost. Last but not the least, it is
dangerous and inaccurate to simulate extreme working
conditions by engine station tests.

,erefore, research studies have paid more and more at-
tention to the engine working process simulation by mathe-
matical models. In order to estimate engine performance such
as cylinder pressure, heat release rate, and fuel consumption,
Venkatraman and Devaradjane [6] build the working math-
ematical model of a 4-stroke engine. ,e simulation model
includes cylinder state equation, heat transfer process, ignition
delay, combustion duration, and NOx formation. In addition,
based on the mathematical model, Venkatraman and Devar-
adjane [7] design engine experiments for demonstration. In
their works, the heat release rate, brake thermal efficiency,
carbon monoxide, hydrocarbon, and so on are predicted
through the model, and the experiments verify that the rec-
tification model coincides with the reality. Furthermore, in the
combustion model, Wiebe heat release function is applied
based on the exponential rate of the chemical reactions. Wiebe
equations have been implemented by Miyamoto et al. [8], and
one of the equation factors is considered to be important which
is called “rate of heat release.” Ganapathy et al. [9] have
employed a thermodynamic model based on two-zone Wiebe
heat release function to simulate the performance of new fuel
engine. Raut [10] also use an exponential rate-basedWiebe heat
release model, and the Pflaum formula is applied in the esti-
mation of empirical coefficient of the heat transfer process.
From these works, it can be seen that engine performance study
by using the mathematical model method is effective.

GT-Power is the leading engine simulation software
based on one-dimensional gas dynamic which represents the
flow and transfer in the components of the engine system,
andmore andmore scientists and engineers have applied the
computing tool in engine prediction in order to improve the
control performance or reduce the emission. Kassa et al. [11]
have leveraged experimental data from a 6-cylinder engine
to a GT-Power model to better understand the distribution
of the port-injected fuel across cylinders under several
operating conditions. Rahimi-Gorji et al. [12] have opti-
mized the performance and fuel consumption according to
the weather conditions by combining the artificial neural
network and GT-Power model, and pressure, temperature,
and humidity of the incoming air are considered in the
network to obtain a better engine performance. Alves et al.
[13] apply GT-Power in the engine intake system design, and
the best intake runner length and diameter configuration of
each speed for a four-stroke and single cylinder engine is
found to get the optimum volume efficiency. Trajkovic et al.
[14] build the GT-Power model of a 2-stroke engine to study
the effect of different parameters and their effect on
pneumatic hybrid performance. From the works above, the
mathematical model built by GT-Power is proved to be
effective to predict and improve the engine characteristics.
However, these papers mainly focus on the engine structure
rather than the control strategy of the EFI system.

In order to match the power system of a kind of
downsized fuel-powered UAV, the characteristics of the
aeroengine, including output speed and output power,
should be analyzed based on the GT-Power model with a
fixed structure. Furthermore, key control parameters of the
matched EFI system should be confirmed for the aeroengine
application. Calculations of the engine power based on the
GT-Power module have been researched. Yang and Zhu [15]
have developed a mixed valve and crank-based engine model
for a dual-stage turbocharged engine. Under different
loading states, the output torque and released AFR of the
engine are simulated, and values of the fuel pulse width are
calculated for a reference for the engine control unit (ECU)
design. Menacer and Bouchetara [16] have applied the GT-
Power model to study the effect of the inject fuel mass flow
on the brake power and indicate power under the certain
ignition advanced angle, compression ratio, and output
speed. In their work, the maximum power and economy
corresponding to the optimal speed are determined. Wei
et al. [17] have adopted a serial of experiment data in a GT-
Power model of a water-cooled four-stroke engine, and
lengths of the opening and closing delay times are optimized,
and an optimal inject fuel mass flow is optimized. Moreover,
Yang et al. [18] have designed the controlled fuel process and
studied the different intake air parameters to improve the
engine dynamic performances. However, in these works, the
engine confirmatory experiments are far away from the real
application of the aeroengine because the torque propeller
mainly comes from the propeller air resistance. In addition,
some of the works are short of detailed experiment de-
scription and relative theory basis, so it is important for us to
provide a theoretical model reference for the aeroengine fuel
supply system in order to avoid multiple engine parameter
tests which can cause huge development costs. Furthermore,
ECU controls the injector of the EFI system of the aero-
engine, and the electrified injector is opened and atomizes
the input high pressure gasoline into the engine manifold
[19]. However, because of the electromagnetic force char-
acteristic of the injector, the dynamic response of the in-
jected fuel mass flow will affect the precision of the supplied
fuel. ,erefore, based on the model results of the theory fuel
flow, it is necessary to analyze the dynamic response of the
injector and compensate the fuel spray, and then we can get a
confirmed EFI control parameter which can provide opti-
mum performance for the aeroengine.

In this paper, we firstly analyze the structure of the
aeroengine, and one-dimensional GT-Power mode of the
engine is established. Furthermore, several parameter cor-
rection methods are proposed. Based on the simulation
results of the correctedmodel, the analytic hierarchy method
is applied to optimize the fuel injection control system.
Engine experiment results which use the optimize injection
MAP demonstrate that the oil consumption rate can be
improved differently.

2. Methodology of Model

2.1. Subject Introduction. In this paper, the studied two-
stroke aeroengine with the model of DLE170 has two
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opposing twin cylinders and mainly includes two air cyl-
inders chambers, two pistons, one crankcase, and one
crankshaft. As shown in Figure 1, each of the cylinders has a
scavenging channel and an exhaust vent, and all the ports are
without valves. ,at means that opening and closing of the
holes on the cylinder chambers depend on the movement of
the pistons. In addition, main parameters of the aeroengine
are shown in Table 1.

When the two-stroke aeroengine starts to work, during
the first stroke, firstly, the air-fuel mixture is sucked into the
crankcase, and the scavenging port is opened when the
pistons move from the bottom dead center (BDC) until the
crankshaft rotates to the intake valve closed (IVC) angle,
which can be seen in Figure 2. ,e exhaust port is opened
from BDC until the crankshaft rotates to the emission valve
closed (EVC) angle; then, the air-fuel mixture is compressed,
and at the ignition advance angle before the top dead center
(TDC), the engine is sparked. During the piston power
process before the exhaust valve opened (EVO) angle, both
the exhaust and scavenging ports are closed, and the cylinder
chambers are hermetic which can ensure that the piston gets
the maximum power. ,e ignition advanced angle (θ) is
usually set to 5∼15 degrees ahead of TDC. Because the
compressed ratio of the engine is relatively high and the
rated engine speed is fast, the ignition advanced angle is set
at 15 degrees. ,e fuel in the crankcase comes from the
electronic injector as a certain air-fuel ratio (λ), and the ratio
is determined by the average intake fuel flow ( _mf ) and air
flow into the manifold ( _mman), which is controlled by inject
fuel pulse width (Pw), inject fuel pressure (pf ), and throttle
opening degree (α). ,e relative parameters can also be seen
in Table 1.

,e engine working process is designed, as shown in
Figure 3, according to the working principle of the one-
dimensional simulation software GT-Power. In this picture,
it can be seen that connected to the inlet port there are two
symmetrical crankcase chambers with numbers 1 and 2.
When the air-fuel mixture is flows into the crankcase, it is
generally assumed that two homogeneous mounts of oil and
gas are divided by the crankshaft and then flow into the two
cylinders. Furthermore, there are also symmetrical scav-
enging passages, intake ports, cylinder chambers, exhaust
ports, and exhaust passages. ,e opening and closing de-
grees of the two kinds of ports determine the intake time of
the air-fuel mixture and the exhaust time of the emissions.
According to the actual measurement results, the opening
areas with the crankshaft angles are as shown in Figures 4(a)
and 4(b). It should be noted that, in these figures, range of
the x-coordinates is 0 to 180 degrees which is in the first
working stroke. ,e changing area with the shaft angle is
symmetrical in the second working stroke.

2.2. Modeling Method. ,en, the one-dimensional GT-
Power model of the two-stroke aeroengine can be set, as
shown in Figure 5, according to the aeroengine working
process. Structure of the aeroengine is based on the actual
measure results.

Main setting parameters of the fuel injector are ṁf and
the set air-fuel ratio (λset). In practice, ECU controls the
injector work and breaks through pulse signal with a certain

TDC (0°)

BDC (180°)

EVO
EVC

IVOIVC

Exhaust port opens

Scavenging port opens

Crankshaft angle
phase

Compress Power

Spark

Exhaust port closes

Scavenging port closes

Ignition advance
angle

Figure 1: Main parts of the two-stroke aeroengine.

Table 1: Specifications of DLE170 engine.

Parameter Value
Cylinder bore (mm) 52
Engine stroke (mm) 40
Connecting rod length (mm) 175
Compression ratio 9.5
TDC clearance height (mm) 2
Displacement (cc) 85X2
Intake fuel pressure (MPa) 0.3
EVO (degrees) 65
IVO (degrees) 123
Intake pressure (bar) 1
Intake temperature (K) 298
Exhaust temperature (K) 700
Exhaust pressure (bar) 1.2

Maximum performance 13 kw@
7500RPM

Minimum idle (RPM) 1000
Range of the throttle opening degree (degrees) 10∼90
EVC (degrees) −65
IVC (degrees) −123

TDC (0°)

BDC (180°)

EVOEVC

IVOIVC

Exhaust port opens

Scavenging port opens

Crankshaft angle
phase

Compress Power

Spark

Exhaust port closes

Scavenging port closes

Ignition
advance

angle

Figure 2: Working schematic diagram of the two-stroke
aeroengine.
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width. Relationship between _mf , λset, and the inject fuel pulse
width (Pw) is shown in the following equation:

_mf �
ηvρrefVDλset
(#CYL)Pw

, (1)

where ηv is volumetric efficiency, ρref is reference air density
used to calculate volumetric efficiency, VD is the engine
displacement, and #CYL is the number of cylinders. From
this equation, we can see that Pw directly determines the
injected fuel flow. In order to improve the comprehensive
performance of the aeroengine, the inject fuel flow rates are
calibrated under different working conditions. So, as to
make the setup more intuitive, in this paper, the calibrating
standard is based on the expected air-fuel ratio, and then the
ECU can calculate the output Pw in the real practice.
However, because the injector is driven by electromagnetic
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Figure 5: One-dimensional GT-Power model of the two-stroke
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force, the dynamic action of the needle valve should be
considered in the compensation of the set pulse width.

Fuel injector working progress mainly includes three
steps: the injector receives the pulse signal from ECU, the
electromagnetic coil is gradually energized, and the needle
valve starts to move when overcoming the spring preload;
when the magnetized solenoid coil is saturated, the needle
valve stops at the mechanical limit position; when the pulse
signal becomes zero, the magnetic flux of the solenoid coil
reduces gradually, and the needle valve will return to the
normal position. Basically, all the nozzles of the electro-
magnetic type work in this way, and the response delay
impact on the dynamic inject fuel flow caused by mechanical
factors cannot be ignored. In order to deeply analyze the
dynamic injection and formulate the calibration strategy, the
dynamic model of the injector is built as follows:

U0 � Ri + N
dΦb
dt

, when electrified,

0 � R + R0(  i + N
dΦb
dt

, when not electrified.

(2)

,ese equations are magnetic flux when the injector is
electrified and not electrified, where R is the basic resistance
of the electrified coil loop, R0 is the protective resistance, Vb
represents total magnetic circuit,N is the number of the coil,
i is the current in the loop, and U0 is the driving voltage. ,e
electromagnetic force (Fm) on the needle valve when the coil
is electrified is as follows:

Fm �
μ0(iN)2S

2δ2
, (3)

where μ0 represents permeability of vacuum, S is cross-
section of the air gap, and δ means length of the working air
gap. Kinetic equation of the magnetic needle valve is

Fm − F0 − kx + Ffuel � mv
d2x
dt2

, (4)

where F0 is the initial tension of spring, k is the spring
stiffness, x is the displacement of the needle valve, mv is the
mass of needle valve, and Ffuel is fuel pressure force on the
needle valve. When the needle valve is opened, the high
pressure fuel erupts and produces spray into the manifold.
,e equation of the fuel flow is as follows according to orifice
compensation principle:

_mfi � CdA0

�����������

2 ρf pf − pm( 



, (5)

where _mfi is the instantaneous inject fuel mass flow, Cd is
discharge coefficient, A0 is aperture area, ρf is the fuel
density, and Pm is the atmosphere pressure. Based on the
equations, the dynamic displacement of the needle valve is
calculated under different spring stiffness values. As shown
in Figure 6(a), when the initial spring tension force F0 is set
at 5.5N, the response of the valve displacement will not keep
pace with the control signal. However, when F0 is set at
9.5N, pulse width of the needle displacement is much
shorter than the control signal, which can be shown in
Figure 6(b), and that will lead to insufficient of the inject fuel.

,erefore, the pulse width of the valve displacement can be
adjusted to be the same with that of the control signal by
setting the spring tension force F0. As shown in Figure 6(c),
pulse width of the dynamic displacement of the needle valve
is approximate to the control signal except at the beginning
of the period, where there is a rise process which causes
injection control error.

,is paper proposes a compensation method for the
injection control error. As shown in Figure 7, it can be seen
that the displacement compensation time is equal to the
current delay time. Compensation area of the rise process is
approximate as a triangle. ,erefore, the compensation
width (Pc) is shown in the following equation:

Pc �
Di

2
, (6)

where Di is the current time delay. Equation (1) can be
amended as follows:

_mf �
ηvρ refVDλset

(#CYL) Pw + Pc( 
. (7)

Propeller load can be calculated according to different
working conditions based on standard strip analysis. As
known from the calculation, load torque of the propeller
mainly depends on engine speed (n) and propeller rotor
diameter (rp). Main formula of the torque is as follows:

MR � (ΔD cos β + ΔL sin β)rp, (8)

where MR is the propeller torque, ΔD is differential form of
the drag force, ΔL is differential form of the lift force, β is the
intake air flow angle, and rp is the propeller radius. ,en, the
parameters are confirmed according to a blade material;
then, we can get the torque MAP in horizontal direction
under different working conditions, which is shown in
Figure 8. From Figure 8, we can see that the load torque does
not increase linearly with increasing engine speed and the
UAV propeller rotor diameter. However, we can substitute
the torque MAP into the one-dimensional model by the
linear interpolation method.

3. Experiments and Optimization

3.1.ExperimentalVerification. Numerical simulation cannot
completely replace experiment analysis, and if we want to
make the simulation results reflect the engine mechanism as
precisely as possible, the mathematical simulation and ex-
periment analysis should be combined. ,e mathematical
model needs to be verified by experiment results which
mainly includes two parts: the engine structure and the
combustion model. ,e engine structure can be verified by
intake air flow experiments. ,at is because the engine is
driven by the oil and gas combustion, and if the detected air
flow is consistent with the simulation result in different
conditions, we can see that the built engine model structure
can provide an equal inlet air mass flow. In addition, the
combustion model should be demonstrated by the cylinder
pressure test. ,e reason is that the output power of the
internal combustion engine mainly comes from the in-
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Figure 6: Dynamic displacement of the needle valve with different spring initial tension F0. (a) F0 � 5.5N. (b) F0 � 9.5N. (c) F0 � 8.0N.
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cylinder pressure, and if the detected pressure fits well with
the simulation result, it can be seen that the combustion
prediction model in the simulation is effective. ,erefore, an
engine intake air flowmeter is connected with the intake
manifold, and a high frequency pressure sensor is setup on
the engine cylinder. ,en, we can get the air mass flow and
cylinder pressure compare curves, as shown in Figures 9(a)
and 9(b). From these two pictures, we can see that the result
errors are no more than 5% and can demonstrate the
mathematic model to be effective.

Injection fuel compensation can be demonstrated by
ECU experiments. ECU gets trigger signal and outputs pulse
signal with a certain pulse width. According to above re-
search result, the inject fuel pulse is compensated by the
delay time of the current through the electrified coil loop.
According to Figure 10, an ECU with the above function is
designed and tested. ,e current signal as well as the control
voltage through the fuel injector is tested. According to
Figure 11, we can obtain that the current delay time is about
4ms. ,erefore, in the model, we compensate for the inject
pulse by 2ms. Repetitive experiments with different control
signal widths are conducted, and according to the real ap-
plication, the signal width is controlled within the range of
3.5ms to 5.0ms, and we obtain that the current delay time is
the same. ,at is because their lowering processes of the
current are the same. So, in the simulation model, we can set
the current delay time as constant 2ms.

,rough the simulation based on the model above, the
relative working parameters can be calculated. ,e basic
simulation setting parameters are throttle opening degree
(α) and the set air-fuel ratio (λset). Generally, the most
concerned characteristics and evaluation indicators of the
engine mainly include engine speed (n), output power (Po),
power efficiency (η), and rotational fuel consumption (c). η
and c can be calculated as follows:

η �
Po

Pi
�

nTo

9550 _mfHu
,

c �
n

_mf
,

(9)

where Pi is the input power of the engine, To is the output
torque of the engine, andHu is the gas calorific value which is
about 46000KJ/kg. By changing the setting parameters α and
λset, a group of output parameters are obtained.

3.2. Simulation Results. As shown in Tables 2–4, there are
several arrays of input and output parameters. In addition,
all the parameters are recorded when the engine simulations
tend to be stable.

Tables 2–4 represent a part of simulation results. In this
paper, the throttle opening degree (α) is changed from 10° to
90°, and the engine speed is from 2500 RPM to 6000RPM
according to the real application. What needs illustration is
that, according to our a large number of experiment results,
the output AFR of the engine can only be controlled within a
precision of 0.5, and the general range of AFR during the
engine working process is from 12 to 15.5. ,erefore, in the

simulation, the input AFR value is set to every 0.5 from 12 to
15.5.

As shown in the three tables, To reflects the load-carrying
capacity, and generally it is considered as the main indicator
of grade ability in the area of ground gasoline. However, in
the application of the rotorcraft UAV field, the lift force of
the UAV is primarily determined by the engine speed. So,
the parameter To is mainly considered in the start and ac-
celeration processes. Po is the output power of the engine,
and in the case of the same displacement, output power
should be bigger. However, in this paper, the fuel economy is
treated as a priority, so in the engine fuel injection control,
weight of η should be put more. Considering that the engine
speed directly influences the lift of the UAV, the rotational
fuel consumption c reflects the fuel consumption rate at
constant speed. In addition, Pc is the maximum cylinder
pressure of one crankshaft rotate cycle.

Since these output characteristics affect each other, the
influence rules of the injection parameter should be analyzed
in order to assist in the formulation of the optimization
strategies. ,e set AFR directly affects the oil injection flow
rate, and its value always combines with that of the throttle
opening degree (α). Here, α is controlled stably as 40° be-
cause the single opening degrees value can reflect the whole
principle. Engine speed (n) which is as the final control
quantity of the UAV power system should be simulated by
stages. According to the application requirement, the in-
terval is set as 500 RPM from 2500RPM to 6000 RPM.,en,
the tendency charts which show the relationships between
the input parameters and the output characteristics are
obtained, as shown in Figures 12–15.

As shown in Figures 12 and 13, it can be seen that when
the throttle opening degree is constant, the output torque
curves, and output power curves will have a peak at a same
speed. However, it is difficult to find a regular rule between
the set AFR and these two output characteristics. ,at is
because when the throttle opening degree is set constantly,
there must be a primal AFR setting value with different
working conditions which is in accordance with the engine
external characteristics. According to the settled weight, the
optimization should be comprehensively considered. In
addition, from the two figures, the curve trends are almost
the same, so only one of the items can be considered when
setting weights in order to reduce the amount of calculation.

It is a bit of mess in Figure 14 which represents the
efficiency of the engine system. Curves in Figure 14 almost
have peak values, and the peak values basically independent
of the output torque and power.,erefore, the characteristic
of power efficiency can be considered independently. Power
efficiency is significant for the fuel economy improvement.
Nevertheless, it should be secondary to the torque and power
in the startup and acceleration processes in order to ensure
the safety of the UAV flight.

Since the engine speed is kept steady during the flight,
the oil consumption of rotation speed (c) is the most im-
portant characteristic for fuel saving and flight endurance
extension. As shown in Figure 15, the curves have troughs at
the same speed point with the torque and power curves.
However, in Figure 15, the arrange regular way of the curves
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of different set AFR values is different from those in
Figures 12 and 13. So, in the optimization work, the oil
consumption of rotation speed (c) can be independently
considered according to the setting weight in the stable flight
process of UAV.
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Figure 9: Air mass flow and cylinder pressure compare curves. (a) Air mass flow at different engine speeds. (b) Cylinder pressure when
engine speed is 5000 RPM.
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Table 2: Results of the GT-power simulation when α� 10°.

α
(°)

n
(RPM) λset

To
(Nm)

Po
(kw) η c

(RPMh/Kg)
Pc

(MPa)
10 2500 12 9.551 2.501 0.177 2257.016 3.066
10 3000 12 7.352 2.310 0.175 2892.084 2.045
10 3500 12 7.195 3.633 0.189 2316.357 2.786
10 4000 12 8.874 3.717 0.185 2537.999 3.219
10 4500 12 14.272 6.725 0.204 1736.989 3.987
10 5000 12 10.635 5.568 0.194 2219.936 2.986
10 5500 12 6.053 3.486 0.163 3280.692 2.760
10 6000 12 5.634 3.539 0.156 3362.353 2.687

Table 3: Results of the GT-power simulation when α� 40°.

α
(°)

n
(RPM) λset

To
(Nm)

Po
(kw) η c

(RPM·h/Kg)
Pc

(MPa)
40 2500 14.5 9.122 2.388 0.149 1987.442 3.142
40 3000 14.5 8.869 2.786 0.140 1918.287 2.308
40 3500 14.5 12.132 4.447 0.213 2134.503 3.228
40 4000 14.5 12.926 5.414 0.206 1934.364 3.806
40 4500 14.5 15.451 7.281 0.179 1410.437 4.054
40 5000 14.5 13.459 7.047 0.179 1621.358 3.952
40 5500 14.5 10.109 5.823 0.203 2445.253 3.660
40 6000 14.5 9.111 5.725 0.165 2201.615 3.128

Table 4: Results of the GT-power simulation when α� 80°.

α
(°)

n
(RPM) λset

To
(Nm)

Po
(kw) η c

(RPM·h/Kg)
Pc

(MPa)
80 2500 15.5 7.003 1.833 0.141 2453.110 2.510
80 3000 15.5 9.582 3.010 0.194 2457.778 2.424
80 3500 15.5 11.009 4.035 0.229 2529.551 2.974
80 4000 15.5 13.881 5.815 0.231 2020.441 3.869
80 4500 15.5 14.826 6.987 0.167 1368.566 4.293
80 5000 15.5 12.003 6.285 0.188 1904.895 4.107
80 5500 15.5 8.315 4.789 0.138 2018.235 3.044
80 6000 15.5 6.094 3.829 0.205 4088.545 2.391
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3.3. Optimization Method. ,rough the improved model,
the optimization work is conducted. Several key perfor-
mance parameters are selected as the multiple optimization
objectives, such as output power (Pout), output speed (n),
power efficiency (η), and oil consumption of rotation speed
(c). In this paper, firstly, we calculate the key characteristics
by using the engine model while changing the input engine
control parameters. ,en, according to the users’ require-
ment, we can artificially set the engine control parameters
based on the engine working conditions. ,e basic principle
of the optimization is as the following equations:

n α1( < n α2( < · · · · · · < n αn(  α1 < α2 < · · · · · · < αn( ,

(10)

where n (αi) (i� 1, 2, . . ., n) means engine speed with throttle
degree of αi. Equation (10) represents that the higher the
engine speed is risen, the larger the throttle opening degree
is. ,e evaluation system of the set fuel injection parameter
relies on the developed evaluation function f (θ, n):

f(θ, n) � W1(θ, n)To + W2(θ, n)Po + W3(θ, n)η + W4(θ, n)c,

(11)

where Wi (θ, n) (i� 1, 2, 3, and 4) represents evaluation
weight function of To, Po, η, and c, respectively. In this paper,
the weights to be calculated can be expressed as matrixesW1,
W2, W3, and W4, and Wi (i� 1, 2, 3 and 4) ∈Ra×b, where a
and b are the numbers of different throttle opening degree
values and engine speed values, respectively. ,en, the
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Figure 15: Oil consumption rate of rotation speed.
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matrix of the evaluation function can be expressed as F (θ,
n) ∈Ra×b. MatrixA is the set AFRmatrix.,e basic principle
of the optimization method is as shown in Figure 16.

,e most important step is Step 2 which aims to obtain
the weight matrixes. ,is paper applies a well-known
multicriteria decision-making method named Analytic Hi-
erarchy Process (AHP) to obtain evaluation weights for
different groups of throttle opening degree and engine speed
[20]. ,e above four alternatives are compared with each
other based on self-defined Saaty scale, as shown in Table 5.

According to the experimental experience of the aero-
engine characteristics in the application of aircraft flight,
principles of setting the weights are as follows:

(a) When the aeroengine starts, the speed gets to idle
state, and the throttle degree is relative small, the
output power of the engine should be firstly ensured,
and oil consumption should be adequate in order to
avoid engine speed suddenly dropping.

(b) When the engine works from idle state to inter-
mediate speed (approximate 4000 RPM), according
to Figure 8, the load increase is not obvious.
However, the engine noise is big which means the
load efficiency is relatively low. ,e load efficiency is
defined as load torque/output torque. At the same
time, this process is general when the aircraft takes
off and lands, and in order to prevent accidents, the
output torque should be primarily guaranteed, and a
certain amount of fuel consumption is to be
sacrificed.

(c) When the engine speed transits to the rated value,
the fuel injection is always controlled based on the
output AFR [21, 22]. However, in spite of the rel-
evant regulation of the AFR control, the small aer-
oengine always leaves out the three-way catalytic
unit so as to reduce the whole weight of the aircraft.
,erefore, the stoichiometric AFR value is usually
not the control target. When the aircraft regularly
works, the fuel consumption is the first item to
consider because load efficiency of this stage which is
relatively high according to the experiment results
[23, 24]. ,at is because the working noise is regular
and varies uniformity along with the rising speed. It
can be inferred that it is an uncommon occurrence of
drop speed of aeroengine [25, 26]. As for the ap-
plication in UAV, a certain speed is corresponding to
a certain lift force, so the oil consumption of rotation
speed (c) should be firstly considered.

(d) When the engine speed is over the rated value, the
reason can be, firstly, there is an urgent external
disturbance such as mutations in the air, and the
flight attitude should be adjusted; secondly, UAV
meets the obstacle while moving forward. At this
moment, the consideration of output torque and
power should be enhanced.

,rough the AHP optimizing calculation, the calibration
results of fuel injection parameter can be obtained, as shown
in Table 6, and the fuel injection MAP is shown in Figure 17.

From Figure 17, results of the control target of the output
AFR of the two-stroke aeroengine of UAV can be sum-
marized as follows:

(1) Engine working conditions are corresponding to
different control values in order to achieve the op-
timal optimization indicator.

calculate the weight matrixes
W1,W2,W3, and W4

obtain the simulation results

calculate the evaluation 
function results f (θ,n)

derive the evaluation 
function matrix F (θ,n)

data normalization 
preprocessing determine the relationship 

between throttle opening
degree and engine speed
according to A and equ.(12)

obtain the engine set 
AFR optimization curve

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

Final:

determine the set AFR
matrix A according to the
evaluation function matrix

Figure 16: Optimization process.

Table 5: Definition and explanation of preference weights based on
Saaty’s theory.

Preference
weights Definition Explanation

1 Equally preferable Two factors contribute
equally to the objective

3 Moderate preferred
Experience and judgement
slightly favour one over

other

5 Strongly preferred
Experience and judgement
strongly favour one over the

other

7 Very strongly
preferred

Experience and judgement
very strongly favour one

over the other

9 Extremely preferred
,e evidence favour one
over the other is of the
highest possible validity

2, 4, 6, 8 Intermediates values
Used to represent

compromise between the
preferences listed

Reciprocals Reciprocals for
inverse comparison —

Table 6: Optimize calibration data of fuel injection parameter.

α (°)/n (RPM) 2500 3000 3500 4000 4500 5000 5500 6000
10 15.5 15 15.5 15.5 15.5 15.5 15.5 15.5
20 15 14 15.5 15.5 15.5 15.5 15.5 15.5
30 14.5 12.5 15 15 15.5 15.5 15.5 15.5
40 15 15.5 15 15.5 15.5 15 15.5 15.5
50 15.5 15.5 12.5 15 15.5 15.5 13 15.5
60 15 15.5 14.5 15.5 15.5 15.5 15 14.5
70 15 15.5 15.5 15.5 15 13.5 13.5 14
80 13.5 15 15 15 14 15 14.5 15.5
90 15.5 15.5 15.5 15.5 14.5 15.5 13.5 13.5
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(2) ,rough the optimization method based on analytic
hierarchy process, efficiency values under the whole
working conditions can get a promotion, as shown in
Figure 18. At the rated engine working condition
(when the engine speed is at the range of 4500 to
6000 rpm), the improved efficiency is at the range of
5% to over 10%.

3.4. Optimization Results. Experiments of the aeroengine
are designed so as to test the optimal results in the real
application. In Figure 19, the analysis computer is con-
nected to a data acquisition card which can gather real-
time data from the AFR ratio and engine speed sensors.
,e oil consumption rate of rotation speed can be cal-
culated according to the collected data including the speed
and the fuel consumption within a certain period of time.
According to the characteristics of the aeroengine, the
power of the load is constant at a certain engine speed.
,erefore, in the experiments, the throttle opening degree
is stair-stepping settled, and the corresponding oil con-
sumption is recorded.

From Figure 20, results of the aeroengine experiments
are obtained through the comparison of the previous
open-loop control when the injection width is constantly
at 4.5ms. When the engine speed changes from 3000 to
3500 RPM, the oil consumption rate of the optimal results
is higher than that of the previous ones because at low-
level speed the engine needs more fuel to guarantee the
output power when the engine starts. When the aero-
engine speed is higher than 4000 RPM, the oil con-
sumption rate results of the optimal method are 10% to
27% higher than the original results.

4. Conclusion

,is paper proposes a method to optimize the fuel injection
control system of two-stroke aeroengine of UAV based on
one-dimensional fluid model and analytic hierarchy process.
Key parameters of the one-dimensional model are calibrated
and verified by calculation reasoning and experimentation.
Expert experience is integrated into the rules of the analytic
hierarchy calculation process. ,rough the optimization
results from the experiments, it can be seen that when the
engine speed changes from 3000 to 3500RPM, the oil
consumption rate of the optimal results is higher than that of
the previous ones; when the aeroengine speed is higher than
4000 RPM, the oil consumption rate results of the optimal
method are 10% to 27% higher than the original results. ,is
method can be a reference for the efficiency optimization of
the engine control system.
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In this paper, a direction of arrival (DOA) estimator is proposed to improve the cyber-physical interactions, which is based on the
second-order statistics without a priori knowledge of the source number. *e impact of noise will firstly be eliminated. *en the
relationship between the processed covariance matrix and the steering matrix is studied. By applying the elementary column
transformation, an oblique projector will be designed without the source number. At last, a rooting method will be adopted to
estimate the DOAs with the constructed projector. Simulation results show that the proposed method performs as well as other
methods, which requires that the source number must be known.

1. Introduction

Nowadays, the requirement for different objects to commu-
nicate with each other is rapidly rising in many fields of the
practical life. However, the network combining all the objects is
very complicated, and the communications among different
nodes faces many problems [1]. On one hand, energy diffusion
of the transmitted signal would lower down the quality of
communication. *e energy collected by the target receiver is
very poor in this situation. On the other hand, the currently
adopted omnidirectional antennas also increase the risk of
being attacked during the communication. *erefore, it is very
important to omit the signal in the desired direction, and the
technique of finding direction of arrival (DOA) can help to
improve the performance of cyber-physical interactions.

DOA estimation has been an important research topic
for array signal processing [2–4]. *is research topic is
widely applied in many fields such as sonar and electronic
surveillance [5], where the signals are often nonstationary
[6].*e wavefront of a far-field source signal can be assumed
to be plane when it impinges on the receiver array. Each
source can be localized with its corresponding DOA.

Plenty of researchers over the world have been making
efforts to contribute to the research of DOA estimation, and

there are already many achievements, such as the multiple
signal classification (MUSIC) in [7], estimating signal pa-
rameters via rotational invariance techniques (ESPRIT) in
[8], root-MUSIC in [9], and oblique projection operator
method (LOFNS) in [10]. However, all these existing
methods require a priori knowledge of the source number to
guarantee their successful application.

In this paper, we propose a method to localize far-field
sources without any priori knowledge of the source number.
Firstly, the impact of noise is eliminated by taking advantage
of the property of nonstationary signal. *en the relation-
ship between the steering matrix and covariance matrix is
studied.*e elementary column transformation is applied to
get rid of the dependency of the source number and an
orthogonal matrix is designed based on this relationship. At
last, a rooting method is applied for the estimation of DOA,
reducing the computational complexity.

*e rest of this paper is organized as follows. Section 2
presents the signal model and some common assumptions.
In Section 3, the proposed method is described in detail. *e
complexity analysis is also given to illustrate the improve-
ment of the proposed method. In Section 4, several simu-
lations are provided. At last, the conclusion of the whole
paper is made in Section 5.
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In this paper, T represents the transpose operation, H

the conjugate transpose, and ∗ the complex conjugate. A
bold capital letter symbolizes a matrix, and a bold letter in
lowercase stands for a vector, such as A and a, respectively.

2. Signal Model

As shown in Figure 1, K narrow-band far-field source signals
are received with a uniform linear array (ULA). M + 1
sensors are distributed in the array with intersensor spacing
being d. *e output of the mth (m ∈ [0, M]) sensor can be
expressed as

ym(t) � 

K

k�1
sk(t)e

jωmk + nm(t), t � 1, 2, . . . , T,

ωk � −
2π d

λ
sin θk,

(1)

where θk is the DOA of the kth source, λ is the wavelength of
the signal satisfying λ≥ 2d, and nm(t) is the corresponding
Gaussian white noise with the variance σ2. *e noises are
assumed to be independent from each other and from all the
source signals. Written in matrix form, the received signal
can be expressed as

y(t) � A(θ)s(t) + n(t), (2)

where

y(t) � y0(t), y1(t), . . . , yM(t) 
T
,

s(t) � s1(t), s2(t), . . . , sK(t) 
T
,

A(θ) � a θ1( , a θ2( , . . . , a θK(  ,

a θk(  � e
j (0)ωk[ ], e

j (1)ωk[ ], . . . , e
j(M)ωk 

T

,

n(t) � n0(t), n1(t), . . . , nM(t) 
T
.

(3)

Without loss of generality, we make the following as-
sumptions, which are the same as those in [10–17]:

(1) *e kurtosis of the source signal is nonzero
(2) All the DOAs are different from each other
(3) *e Gaussian noise nm(t) is independent of the

source signals, and the K source signals are inde-
pendent of each other

3. Proposed Algorithm

Generally in order to estimate DOAs with an oblique
projection, the source number should be known to divide
the covariance matrix, like LOFNS in [10]. Indeed, after a
deep analysis into the basic principle of the oblique pro-
jection based methods, we observed that the division with
the source number is mainly to ensure that the desired
matrix is full column rank, such that the inverse operation
can work properly while constructing the oblique projection.
*erefore, we propose a rooting method to localize sources
with nonstationary signal that can get rid of the dependence
of the source number.

When the signal is nonstationary and the noise is sta-
tionary, two covariance matrices can be obtained with two
different group of snapshots as follows:

R1 �
2
T



T/2

t�1
A(θ)y(t)yH

(t)A
H

(θ) + n(t)nH
(t) 

� A(θ)Rs1A
H

(θ) + σ2I,

R2 �
2
T



T

t�(T/2)+1
A(θ)y(t)yH

(t)AH
(θ) + n(t)nH

(t) 

� A(θ)Rs2A
H

(θ) + σ2I,

(4)

where R1 is estimated with the first T/2 snapshots and R2
with the last T/2 ones. *e impact of the noise can be
eliminated by constructing another matrix [18]:

R � R1 − R2 � A(θ)RsA
H

(θ), (5)

where Rs � Rs1 − Rs2 ≠ 0.
From (5), it can be learned that all the columns of R are

the linear combination of the whole steering matrix. *e
relationship between R and A(θ) can still be maintained if
we apply the elementary column transformation to R:

rp(M+1−p)

r(p+q)(M+1−p)

rp+q − rp⟶ rp+q, (6)

where p ∈ [1, M], q ∈ [1, M + 1 − p], rp is the pth column
of R, and rpq is the pqth element. For every iteration, we fix
the parameter p, and make q traverse all the legal values.
*e procedure will be repeated before we get a matrix
which is upper triangular-like. All the nonzero columns we
obtain after the transformation operation can form a
maximal linearly independent subsystem of R, and can
form a full column-rank matrix Us. Construct an oblique
projection as

Un � IM+1 − Us UH
s Us 

−1
UH

s , (7)

where IM+1 is an identity matrix of (M + 1) × (M + 1). It
can be easily calculated that

0 3 M21

kth source

θk

Figure 1: Far-field source localization with ULA.
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UH
s Un � 0M+1. (8)

Due to the fact that Us and A(θ) span the same column
space, (8) equals

AH
(θ)Un � 0M+1. (9)

Based on this orthogonality, a spectrum can be used for
DOA estimation. In order to avoid the spectrum search
which is computationally expensive, we propose the ap-
plication of a rooting method. A polynomial is designed as
follows:

f(z) � z
2M+1aT

z
−1

 UnU
H
n a(z), (10)

where z � ejω. *e roots closest to the unit circle are the
desired ones for the estimation of ω:

ωk � ∠ zk( , (11)

where ∠(z) is to take the angle of z. *e DOAs of the sources
are estimated through

θk � −
λωk

2πd
. (12)

4. Simulation

In this section, the performance of the proposed method will
be studied, which is examined with the root mean square
error (RMSE). *e definition of RMSE is given by

RMSE �

��������������


N
n�1

θn − θtrue



2

N




,
(13)

where θn represents the DOA estimate of the nth simulation,
θtrue is the real DOA and N means the total number of
Monte Carlo simulations. *e performance of the proposed
method will be compared with other methods such as root-
MUSIC in [9] and LOFNS in [10]. Two sources are con-
sidered in the simulations, whose DOAs are 6° and 23°,
respectively. *e inner space between sensors of the array
d � λ/2. For the proposed method, the source number K can
be unknown. For the other methods, K must be an exact
priori knowledge. Specifically, the Cramer-Rao lower bound
(CRLB) is also illustrated to make a better comparison.

*e first simulation is designed to examine the rela-
tionship between the RMSEs and signal-noise radio (SNR),
which is defined as

SNR � 10 log10


K
k�1 Psk

σ2
, (14)

with Psk
being the signal power. Assume that there are 8

sensors in the array (i.e. M � 7) and 400 snapshots are
received with the array. *e SNR varies form 0 dB to 30 dB.
As shown in Figures 2 and 3, by eliminating the effect of
noise, both the proposed method and LOFNS outperform
root-MUSIC, even though LOFNS does not perform well
when the SNR is low. *e proposed method shows a robust
output for all the SNR. As for the estimates of different

sources, we can see that the RMSEs with the same method
are almost the same. *e different directions of sources do
not affect the estimation accuracy.

*e second simulation studies the RMSEs in terms of the
number of snapshots. Set the SNR at 15 dB, and the number
of snapshots changes from 10 to 10000.*e array is the same
as that in the first simulation. *e corresponding results are
displayed in Figures 4 and 5. Similar to those RMSEs in
Figures 2 and 3, the proposed method provides the most
robust performance while root-MUSIC performs the
poorest.

*e computational efficiency will be studied in the third
simulation. 1000 simulations are run in a PC, whose CPU is
Intel (R) Core (TM) I7 8700 3.2GHz and RAM is 8GB, to get
the total proceeding time for different methods. *e results
with 400 snapshots are shown in Table 1. We can see that the
results of proceeding time of the three methods are almost
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Figure 2: RMSEs versus SNR: 1st source.
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the same. As for the average proceeding time for one
simulation, the difference is negligible.

5. Conclusion

In order to get rid of the dependency on the source number,
a rooting method based on the oblique projection is

proposed in this paper. By taking advantage of the property
of nonstationary signal, the effect of noise can be eliminated.
*e elementary column transformation is applied and a
matrix orthogonal with the steering matrix is constructed
without the number of sources. At last, a rooting method is
applied with the constructed orthogonal matrix. Simulation
results verify the effectiveness of the proposed method,
which can perform better than other existing methods even
with the known exact source number.
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In this paper, a fuzzy adaptive output feedback dynamic surface sliding-mode control scheme is presented for a class of quadrotor
unmanned aerial vehicles (UAVs). ,e framework of the controller design process is divided into two stages: the attitude control
process and the position control process. ,e main features of this work are (1) a nonlinear observer is employed to predict the
motion velocities of the quadrotor UAV; therefore, only the position signals are needed for the position tracking controller design;
(2) by using the minimum learning technology, there is only one parameter which needs to be updated online at each design step
and the computational burden can be greatly reduced; (3) a performance function is introduced to transform the tracking error
into a new variable which can make the tracking error of the system satisfy the prescribed performance indicators; (4) the sliding-
mode surface is introduced in the process of the controller design, and the robustness of the system is improved. Stability analysis
proved that all signals of the closed-loop system are uniformly ultimately bounded. ,e results of the hardware-in-the-loop
simulation validate the effectiveness of the proposed control scheme.

1. Introduction

Quadrotor unmanned aerial vehicles (UAVs), as a new
product in the field of small UAVs, have become a research
hotspot among research and scholars all over the word [1–5].
,e main advantages of quadrotor UAVs, such as flying in
any direction, take off and land vertically, and hover at an
ideal attitude, make the quadrotor UAVs widely used in
more important fields, such as providing medical assistance,
transporting special resources, disaster monitoring, and
agricultural mapping. However, quadrotor UAVs are a
complex physical system with the following characteristics,
such as multivariate, nonlinearity, underactuating, and
strong coupling, which make it very difficult to design an
effective adaptive robust flight controller.

In the recent years, various effective control tech-
niques have been developed for quadrotor UAVs to
achieve stabilized or automatic flight, such as adaptive
PID linear quadratic regulator (LQR) control [2, 6, 7],
LMI-based linear control [8, 9], and H∞ control [10, 11].

With the development of intelligence control theory,
different kinds of advanced nonlinear control methods,
which combine the linear control methods with intelli-
gence control theory, such as feedback linearization
control [12], model predictive control [13, 14], adaptive
backstepping control [15, 16], adaptive sliding-mode
control (SMC) [17–20], fault-tolerant control [21], dy-
namic surface control (DSC) [22–25], and adaptive fuzzy
control [26, 27], have been proposed to achieve attitude
and position trajectory tracking performance of quad-
rotor UAVs. In [28], a novel neural network-based output
feedback controller is developed for a group of quadrotor
UAVs. In [29], the prescribed performance backstepping
dynamic surface control (DSC) scheme is proposed to
solve the problem of trajectory tracking control for a
quadrotor UAV with control input saturation. In [5], a
fuzzy-based compound quantized control strategy is ap-
plied to the Quanser Qball-X4 quadrotor experimental
platform, which achieved precise position control and
tracking performance.
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Among the above control schemes, the backstepping
strategy has been widely used in the controller design for
nonlinear systems. For instance, in [30], the trajectory
tracking controller based on the backstepping approach was
developed for the quadrotor model, while the PD control
was used to attenuate the effects caused by system uncer-
tainties. In [16], a nonlinear disturbance observer-based
backstepping control method has been proposed to address
the problem of loss of actuators’ effectiveness. However, one
drawback of backstepping is the “explosion of complexity”
caused by the recurrent derivation of the virtual control law
in each design step. To deal with this problem, the DSC
control method has been proposed for a class of nonlinear
systems, by introducing a first-order low-pass filter in each
design step, and the shortcoming was overcome [22, 31–33].

An effective way to deal with the uncertainty of system
parameters and unmodeled dynamics is to design an
adaptive controller using the general approximation ability
of the fuzzy logic system (FLS) and neural networks (NNs)
[34–36]. ,e number of adaptive laws which depends on the
fuzzy rules or the NN weights will be significantly increased
as the number of fuzzy rules or the NN weights increase. To
overcome this problem, a new method by estimating the
norm rather than each item of the weight vector was pro-
posed in [37, 38]. ,us, the number of adaptive laws is
reduced significantly. Actually, the quadrotor UAVs are not
only time-varying coupled and nonlinear systems, but also
suffer from perturbations such as payload variations and
nonlinear friction. ,erefore, it is necessary to design a
controller with adaptive capability, fast convergence, and
robust performance for the quadrotor UAVs.

As a widely used nonlinear control algorithm, the
sliding-mode control (SMC) is known for its excellent
performance properties for complex high-order nonlinear
systems in the presence of uncertain conditions [39, 40]. In
[18], the SMC trajectory tracking controller was proposed
for quadrotor UAVs by considering the wind perturbations
and external disturbance components. In [19], a hierarchical
control strategy based on the double-loop integral sliding-
mode controller was designed for the position and attitude
tracking of quadrotor UAVs with sustained disturbances
and parameter uncertainties. Most of the existing literature
focuses on using the SMC method to solve the attitude
control of quadrotor UAVs instead of the position trajectory
tracking control design because the transformed dynamic
equation has a preferred form for the attitude control.

However, a major constraint in the controller design of
quadrotor UAVs is that all the state variables of the system
are required to be measurable. But in practical application,
under some unpredictable factors, it will cause the mea-
surement sensor to fail. [41–45]. In [41], an adaptive output
feedback control scheme has been proposed for a class of
uncertain SISO nonlinear systems under the constraint that
only the system output can be obtained. In [43], a fuzzy state
observer-based control method is designed for an uncertain
MIMOnonlinear system, and by using the state observer, the
problem of state immeasurability has been solved. Tradi-
tionally, the tracking performance in adaptive control
schemes has been confined to ensure that the tracking error

converges to a residual set, the size of which is determined by
the explicit design parameters and some unknown bounded
terms. ,e upper bounds of the tracking error are difficult to
calculate, so it is a very practical work to make the prior
selection of the tracking performance satisfy certain steady
state behavior. In [46, 47], a prescribed performance control
scheme has been proposed for a class of nonlinear systems,
and by constructing a prescribed performance function, the
tracking error of the system was transformed into a new
variable to ensure that the convergence rate was no less than
a prespecified value, and the steady-state error remains
within the prescribed range. However, limited attention has
been paid to this issue for the controller design of quadrotor
UAVs.

Inspired by the aforementioned discussions, an adaptive
output feedback dynamic surface sliding-mode control for a
class of quadrotor UAV system is presented where the fuzzy
approximators are used to approximate the unknown items
of the system. ,e main contributions of the proposed
control scheme are as follows:

Firstly, to our best knowledge, this is the first time to use
the dynamic surface control techniques with the sliding-
mode method to design and test the robust controller of
quadrotor UAVs in the platform of hardware-in-the-loop
simulation, leading to a greatly simplified structure of the
controller and improved robustness of the system.

Secondly, by introducing performance and error
transformed functions in the controller, the tracking error of
the quadrotor UAVs is transformed into a new error con-
straint variable which can ensure the prescribed transient
performance of the system.

,irdly, by estimating the norm of the FLS weights
instead of estimating each variables of the weight vector,
there is only one parameter needed to be updated at each
step. ,us, the computing time is reduced.

Finally, the nonlinear state observer is introduced to
predict the unmeasurable state of the quadrotor such as the
angular velocity state of the quadrotor. ,en, only the
measurable attitude and position information are required
in the implementation of the controller of the quadrotor.

,e rest of this paper is organized as follows. In Section
2, problem statement and preliminaries including the
mathematical model of the quadrotor, fuzzy logic systems
(FLSs), and performance function are introduced. ,e
process of the controller design and analysis of stability are
given in Sections 3 and 4, respectively. Section 5 shows the
results of the hardware-in-the-loop simulation to validate
the effectiveness of the proposed control scheme.

2. Problem Statement and Preliminaries

2.1. Dynamic Model of Quadrotor UAVs. ,e schematic
configuration of the quadrotor in this paper is shown in
Figure 1. ,e basic movements are vertical movement, front
and back movement, left and right movement, pitch rota-
tion, roll rotation, and yaw rotation. On changing the rotor
speed altogether with the same quantity, the lift forces will
change, in this case, affecting the attitude of the vehicle. ,e
complicated motions of a quadrotor can be divided into two
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typical parts, and each part represents a subsystem with
coupled terms. ,e first part is associated with the trans-
lational positions, and the second part is associated with the
rotational angles. And in this section, we will deduce the
mathematical model of a quadrotor UAV, including navi-
gation equations and moment equations.

DefineΛ � [ϕ, θ,ψ]T ∈ R3 and w � [p, q, r]T, where ϕ, θ,
and ψ represent the roll angle, pitch angle, and yaw angle
with respect to the inertia frame and p, q, and r denote the
angular velocity of the roll, pitch, and yaw with respect to the
body-fixed frame. Let RBG denote the transformation matrix
between the inertia frame and the body-fixed frame using
Euler–Lagrange formulation, which can be expressed as

RBG �

CψCθ CψSθSϕ − SψCϕ CψSθCϕ + SψSϕ

SψCθ SψSθSϕ + CψCϕ SψSθCϕ − CψSϕ

− Sθ SϕCθ CϕCθ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (1)

where S(·) and C(·) denote the sin(·) and cos(·), respectively.
Let P � [x, y, z]T ∈ R3 denote the position with respect

to the inertia frame. According to Newton’s second law, the
relationship between combined force FG and acceleration in
the ground coordinate is

FG �

Fx

Fy

Fz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

d
dt

(mV) � m

€x

€y

€z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2)

and we can get the translational dynamic equations of the
quadrotor

€x

€y

€z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

1
m

FG �
1
m

RBG

0

0

Uz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−

0

0

mg

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−

Dx

Dy

Dz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3)

where Dx � dx _x, Dy � dy _y, andDz � dz _z, in which
dx, dy, anddz are the air drag coefficients;
Uz � k(Ω21 +Ω22 +Ω23 +Ω24) is the lift force generated by the
rotors with respect to the body coordinate system, in which
Ωi, i � 1, . . . , 4 denote the rotary speed of the front, right,
rear, and left rotors and k is the lift coefficient of the rotor.

According to the kinetic equation, the relationship be-
tween Λ and w can be described as

_Λ � Q(Λ)w �

1 TθSϕ TθCϕ

0 Cϕ − Sϕ

0
Sϕ

Cθ

Cϕ

Cθ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

p

q

r

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4)

where T(·) denotes tan(·) and the transformation matrix
Q(Λ) is bounded according to ‖Q(Λ)‖F <Q(Λ)max for a
known constant Q(Λ)max provided − (π/2)< ϕ< (π/2) and
− (π/2)< θ< (π/2) [23]. MB0 is defined as the torque

provided by the rotors with respect to the body-fixed frame
and is described as follows:

MB0 �

MB0x

MB0y

MB0z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

l F4 − F2( 

l F3 − F1( 

τ2 + τ4 − τ1 − τ3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (5)

where τi(i � 1, . . . , 4) � kψFi, kψ is a constant, l is the dis-
tance between a rotor and the center of mass of the
quadrotor, Fi(i � 1, . . . , 4) � kΩ2i denotes the lift provided
by the rotor, and we get τi � kψkΩ2i � τΩ2i , inwhich τ
represents the antitorque coefficient. Using the New-
ton–Euler equation, we can get the rotational dynamic
equation of the quadrotor:

MB0 � w × JBw(  + JB _w + Mr + Md, (6)

where JB � diag(Jxx, Jyy, Jzz) is a symmetric positive defi-
nite constant matrix with Jxx, Jyy, and Jzz being the rotary
inertia with respect to the Obxb, Obyb, and Obzb axes, the
signal × represents the cross multiplication, and Mr and Md

are the resultant torques due to the gyroscopic effects and the
resultant of the aerodynamic frictions torque.,ey are given
as

Mr � 
4

i�1
w × JR 0, 0, (− 1)

i+1Ωi 
T
,

Md � dϕ
_ϕ, dθ

_θ, dψ _ψ 
T
,

(7)

where JR represents the moment of inertia of each rotor and
dϕ, dθ, and dψ are the corresponding aerodynamic drag
coefficients.

From (6), the following equation can be obtained:

_w �
1
JB

MB0 − Mr − Md − w × JBw(  , (8)

where

w × JBw �

− r Jyyq  + q Jzzr( 

r Jxxp(  − p Jzzr( 

− q Jxxp(  + p Jzzq( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (9)

With the help of (4), the following equations can be
obtained:

Yaw

Roll

Pitch

Rotor 4

Rotor 1

Rotor 2Rotor 3

f4
f1

f3
f2

zb

ze ybye
xb

xe Ob

Figure 1: Schematic diagram of the quadrotor UAV.
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ϕ �
1

Jxx

MB0x + _θ _ψ Jyy − Jzz  − JR
_θΩ − dϕ

_ϕ ,

θ �
1

Jyy

MB0y + _ϕ _ψ Jzz − Jxx(  + JR
_ϕΩ − dθ

_θ ,

ψ �
1

Jzz

MB0z + _θ _ϕ Jxx − Jyy  − dψ _ψ ,

(10)

where Ω � Ω1 +Ω3 − Ω2 − Ω4.

Remark 1. It is worth noting to point out that the roll, pitch,
and yaw angles are limited to (− π/2, π/2) which is physically
meaningful.

By combing (3) and (10), a nonlinear equation of the
quadrotor UAV is given as follows:

_X � f(X) + g(X)U, (11)

where
X � [x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12]

T � [x, _x,

y, _y, z, _z, ϕ, _ϕ, θ, _θ,ψ, _ψ]T is the state vector and f(X) and
g(X) are the smooth functions. ,e dynamic of quadrotor
UAVs can be described as follows:

_x1 � x2,

_x2 � Cx7
Sx9

Cx11
+ Sx7

Sx11
 U1 − a1x2,

_x3 � x4,

_x4 � Cx7
Sx9

Sx11
− Sx7

Cx11
 U1 − a2x4,

_x5 � x6,

_x6 � Cx7
Cx9

 U1 − g − a3x6,

_x7 � x8,

_x8 � a4x10x12 + a5x10Ω − a6x8 + U2,

_x9 � x10,

_x10 � a7x8x12 + a8x8Ω − a9x10 + U3,

_x11 � x12,

_x12 � a10x8x10 − a11x12 + U4,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

where g is the gravity acceleration and Ui, i � 1, . . . , 4 are the
control inputs which can be expressed as

U1 �
k Ω21 +Ω22 +Ω23 +Ω24( 

m
,

U2 �
lk Ω24 − Ω22( 

Jxx

,

U3 �
lk Ω23 − Ω21( 

Jyy

,

U4 �
τ Ω24 +Ω22 − Ω21 − Ω23( 

Jzz

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

Dividing the unknown parameters ai(i � 4, . . . , 11) into
two parts, known part aiN and unknown part Δai, it is
expressed as follows:

a1 �
dx

m
,

a2 �
dy

m
,

a3 �
dz

m
,

a4N �
Jyy − Jzz

Jxx

,

a5N �
JR

Jxx

,

a6N �
dϕ

Jxx

,

a7N �
Jzz − Jxx

Jyy

,

a8N �
JR

Jyy

,

a9N �
dθ

Jyy

,

a10N �
Jxx − Jyy

Jzz

,

a11N �
dψ

Jzz

.

(14)

2.2. Fuzzy Logic Systems (FLSs). ,e FLS is composed of
three main components: fuzzy rule base, fuzzification, and
defuzzification operators. ,e fuzzy rule base comprises a
collection of fuzzy “IF-THEN” rules of the following form:

Rl: if x1 is Fl
1 and x2 is Fl

2, . . . and xn is Fl
n, then y is Gl,

l � 1, 2, . . . , N,

where x � [x1, . . . , xn]T ∈ U and y are the FLS input and
output, respectively, N is the number of rules, and fuzzy sets
Fl

i and Gl are associated with the fuzzy membership func-
tions μFl

i
(xi) and μGl (y). ,rough the singleton function,

center average defuzzification, and product inference, the
FLS can be expressed as

y(x) �


N
l�1 yl 

n
i�1 μFl

i
xi( 


N
l�1 

n
i�1 μFl

i
xi(  

, (15)

where yl � maxy∈RμGl (y). ,e fuzzy basis function is de-
fined as
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ξl �


n
i�1 μFl

i
xi( 


N
l�1 

n
i�1 μFl

i
xi(  

. (16)

Denoting WT � [y1, y2, . . . , yN] � [W1, W2, . . . , WN]

and ξ(x) � [ξ1(x), ξ2(x), . . . , ξN(x)]T, FLS (15) can be re-
written as

y(x) � W
Tξ(x). (17)

Lemma 1. According to [34], FLSs can effectively ap-
proximate any continuous nonlinear function with any
small approximated error in a compact set. It can be
expressed as

sup
x∈Ω

F(x) − W
Tξ(x)



< ε, (18)

where the continuous nonlinear function F(x): Ω⟶ R

with Ω ∈ Rn is a compact set, WTξ(x) is an FLS (17), and
ε> 0 is the approximated error. ?erefore, F(x) can be de-
scribed as

F(x) � W
∗Tξ(x) + σ∗, ∀x ∈ Ω ⊂ Rn

, (19)

where the minimum approximated error |σ∗|≤ ε and W∗ is
an ideal weight vector and can be defined as

W
∗

� argmin
W⊂Rn

sup
x∈Ω

|F(x) − y(x)|< ε . (20)

2.3. Performance and the Error Transformation Functions.
Similar to [46], the mathematical expression of the pre-
scribed tracking performance is given by

− κipi(t)< ei(t)< βipi(t), (21)

where ei(t) � yi − xid, i � 1, . . . , 6, are the tracking errors,
the performance function pi(t) is defined as a smooth and
decreasing positive function, and κi and βi are the given
positive constants. Moreover, κipi(0) and βipi(0) represent
the lower and upper bounds of the undershoot of ei(t) and
− κipi(∞) and βipi(∞) are the maximum allowable size of
ei(t).

,e error transformation function is chosen as

Υi Si(  �
ei(t)

pi(t)
, (22)

where Si is the transformed error variable and Υi(Si) is a
smooth strictly increasing function with the following
properties:

lim
Si⟶ − ∞
Υi Si(  � − κi,

lim
Si⟶+∞
Υi Si(  � βi.

(23)

Note that if Si is kept bounded, we have − κi <Υi(Si)< βi,
and thus (21) holds.,e inverse transformation ofΥi(Si) can
be expressed as

Si � Υ− 1
i

ei(t)

pi(t)
  ≔ Θi

ei(t)

pi(t)
 , (24)

where Si, ei(t), and pi(t), are the transformed errors, the
output tracking errors, and their corresponding perfor-
mance functions.

In this paper, we choose

Si � Θi

ei(t)

pi(t)
  � ln

κi + ei(t)/pi(t)

βi − ei(t)/pi(t)
 , (25)

and differentiating (25) yields
_Si � ηi _yi − ηivi, (26)

where ηi � (zΘ/z(ei/pi))(1/pi)(i � 1, . . . , 6) and vi �

_xid + ei
_pi/pi, wherexid are the reference signals and ei(t) are

the output tracking errors. From the properties of the
transformation, it is clear that ηi and vi are bounded and
0< ηi0 ≤ ηi.

Remark 2. It can be seen that a new variable Si is introduced
through the above transformation process (21)–(25). If the
designed control system can guarantee that Si is bounded,
then the tracking error ei is bounded andmeets formula (21).
,is means that the tracking error is always kept within the
range [− κipi(t), pi(t)] or [− pi(t), βipi(t)]. ,e control
objective is to design an adaptive controller so that Si is
bounded.

2.4. Nonlinear Observer. For a class of nonlinear systems
with (A0, C) in the observer canonical form is given by

_x � A0x + 
n

i�1
bifi(x) + bnu,

y � CTx,

⎧⎪⎪⎨

⎪⎪⎩
(27)

with

A0 �

0 1 0 · · · 0

0 0 1 · · · 0

⋮

0 0 0 1 0

0 0 0 · · · 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C �

1

0

⋮

0

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

bi � 0, . . . , 0,√√√√√√
i− 1

1, 0, . . . , 0⎡⎢⎣ ⎤⎥⎦

T

,

(28)

with x ∈ Rn, y ∈ R, u ∈ R, bi ∈ Rn(i≥ 2), and f(x) is the
unknown smooth function. ,e vector b is general and not
in a restricted form. Only the output y is assumed to be
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measurable [48]. For the uncertain system (27), the non-
linear state observer is established as

_x � Ax + 
n

i�1
bi

fi(x) + bnu + Ky,

y � CTx,

⎧⎪⎪⎨

⎪⎪⎩
(29)

with

A �

− k1 1 0 · · · 0

− k2 0 1 · · · 0

⋮

− kn− 1 0 0 1 0

− kn 0 0 · · · 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

K �

− k1

− k2

⋮

− kn− 1

− kn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(30)

where x is the estimation of the state x and K is the observer
gain vector; K is chosen so that the characteristic polynomial
of A − KCT is strictly Hurwitz. ,us, for a given a matrix
Q1 � QT

1 > 0, there exists a positive definitematrixP such that

A
T

P + PA � − Q1. (31)

,e function f(x) is the estimation of f(x). In the next
section, we choose FLSs to approximate f(x). According to
(27) and (29), the observer error can be expressed as

_x � Ax + 
n

i�1
bi

W
T

i ξ xi(  + 
n

i�1
biεi � Ax + 

n

i�1
bi

W
T

i ξ xi(  + ε,

(32)

where x � x − x, Wi � W∗i − Wi, and ε � [ε1, . . . , εn]T.

3. The Process of the Controller Design

In this section, an adaptive FLS dynamic surface sliding-
mode control scheme is proposed for position and attitude
trajectory tracking control. ,e structure of the proposed
control scheme is shown in Figure 2. ,e recursive design
procedure contains two parts. Part 1 is the position tra-
jectory tracking control and part 2 is the attitude trajectory
tracking control. Each part contains three design steps,
which are shown in Tables 1 and 2. ,e details of the
controller design process are shown in Appendix A.

In Table 1, Si, (i � 1, . . . , 6) are the surface errors and
xj d, (j � 2, 4, 6) are the virtual control signals in Step 1, Step
3, and Step 5, respectively; (T1.3), (T1.9), and (T1.15) rep-
resent the virtual control signal pass through a first-order
filter to obtain a new variable xj d, (j � 2, 4, 6) with the time
constant τj, (j � 2, 4, 6); (T1.6), (T1.12), and (T1.18) are the
adaptive laws, and ci, (i � 1, . . . , 6), λj, μj, (j � 1, 2, 3) are
the design positive parameters. It should be noted that
χi, (i � 1, 2, 3) are the virtual control given by

χ1 � (Cx7
Sx9

Cx11
+ Sx7

Sx11
)U1, χ2 � (Cx7

Sx9
Sx11

− Sx7
Cx11

)U1,
and χ3 � (Cx7

Cx9
)U1.

In Table 2, Si, (i � 7, . . . , 12) are the surface errors and
xj d, (j � 8, 10, 12) are the virtual control signals in Step 7,
Step 9, and Step 11, respectively; (T2.4), (T2.11), and (T2.18)
represent the virtual control signal pass through a first-order
filter to obtain a new variable xj d, (j � 8, 10, 12) with the
time constant τj, (j � 8, 10, 12); (T2.7), (T2.14), and (T2.21)
are the adaptive laws, and
ci, (i � 7, . . . , 12), λj, μj, (j � 4, 5, 6) are the design positive
parameters; k1 and k2 are the observer gain.

It should be note that θi, (i � 1, . . . , 6) are the estima-
tions of θi with θi � ‖W∗i ‖2, and ‖W∗i ‖2 and ξi(Xi) are the
ideal weight vector and fuzzy basis function vector of FLSs
which are used to approximate the unknown continuous
nonlinear function at each design step.

Remark 3. For the attitude trajectory tracking control
sysytem, χ1, χ2, and χ3 can be regarded as known and the
input U1 can be solved. ,e denominator of U1 will not
cause singularity since the yaw angle is limited to
(− π/2, π/2).

Remark 4. In the traditional sliding-mode control method,
the existence of the signum function will cause chattering in
the control system. In practical applications, the saturation
function sat(·) [49] or the hyperbolic tangent function
tanh(·) [50] are generally used to eliminate the chatting
phenomenon.

4. Stability and Prescribed Tracking
Performance Analysis

First of all, define the filter error

yi � xi d − xi d, i � 2, 4, 6, 7, 8, 9, 10, 12, (33)

from (A.3), (A.13), (A.23), and (A.37). We have

_xi d � −
yi

τi

, i � 2, 4, 6, 7, 8, 9, 10, 12. (34)

Differentiating the boundary errors yields

_y2 � _x2d − _x2 d � −
y2

τ2
+ k1 _x1 − _x1  − _v1 +

_S1c1

η1
−

S1c1

η21
,

(35)

from which we have

_y2 � −
y2

τ2
+ B2 S1, S2, y2, €x1d( . (36)

By the same token, one has

_yi � −
yi

τi

+ Bi(·), (37)

where Bi(·), i � 2, 4, 6, 7, 8, 9, 10, 12, are the continuous
functions. From (37), the following inequality holds:

yi _yi ≤ −
y2

i

τi

+ Bi yi


. (38)
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Consider the Lyapunov Function candidate as

Γ �
1
2

x
T
Px + 

6

i�1
Γi + 

6

i�1

1
2
y
2
2i +

1
2
y
2
7 +

1
2
y
2
9, (39)

where x � [x1, x2, . . . , x12]
T and Γi are defined in

(A.6)–(A.45).

Theorem 1. For the quadrotor system (12) and the state
observer (29), the adaptive laws (T1.6), (T1.12), (T1.18),
(T2.7), (T2.14), and (T2.21) and the control input (T2.6),
(T2.13), and (T2.20) are given in Table 1 and Table 2; if Γ(0)

satisfies Γ(0)≤P, (P≥ 0), then, by properly selecting the
design parameters ci, (i � 1, . . . , 12), λj, μj, (j � 1, . . . , 6)

and the time constant of the low-pass filter

τ2, τ4, τ6, τ7, τ8, τ9, τ10, and τ12 appropriately, all the signals
in the closed-loop system are semiglobal uniformly bounded.
In addition, the tracking error of position and attitude angle
can converge to an arbitrarily residual set and is always kept
in the prespecified cures.

Proof. Please see Appendix B for details. □

5. Hardware in the Loop Simulation Results

In this paper, the hardware-in-loop testing platform is used
to verify the effectiveness of the proposed control scheme.
,e experiment environment and the experimental system
architecture are shown in Figures 3 and 4, where the fol-
lowing components are included:

Table 1: ,e proposed DSCSM design for position trajectory control.

Step 1
S1 � Θ1((e1(t))/(p1(t))), (T1.1)
_x1 � x2 + k1(x1 − x1),

_x2 � f(x2) + χ1 + k2(x1 − x1), (T1.2)
x2d � − k1(x1 − x1) + v1 − S1c1/η1, τ2 _x2d + x2d � x2d, x2d(0) � x2d(0). (T1.3)
Step 2
S2 � x2 − x2 d, (T1.4)
χ1 � − c2S2 − (1/2)S2

θ1ξ
T
1 (X1)ξ1(X1) − k2(x1 − x1) + _x2d − μ1sgn(S2), (T1.5)

θ
.

1 � (1/2)S22ξ
T
1 (X1)ξ1(X1) − λ1θ1, θ1(0)≥ 0. (T1.6)

Step 3
S3 � Θ3((e3(t))/(p1(t))), (T1.7)
_x3 � x4 + k1(x3 − x3),

_x4 � f(x4) + χ2 + k2(x3 − x3), (T1.8)
x4d � − k1(x3 − x3) + v2 − S3c3/η2, τ4 _x4d + x4d � x4d, x4d(0) � x4d(0). (T1.9)
Step 4
S4 � x4 − x4 d, (T1.10)
χ2 � − c4S4 − (1/2)S4

θ2ξ
T
2 (X2)ξ2(X2) − k2(x3 − x3) + _x4d − μ2sgn(S4), (T1.11)

θ
.

2 � (1/2)S24ξ
T
2 (X2)ξ2(X2) − λ2θ2, θ2(0)≥ 0. (T1.12)

Step 5
S5 � Θ5((e5(t))/(p1(t))), (T1.13)
_x5 � x6 + k1(x5 − x5),

_x6 � f(x6) + χ3 + k2(x5 − x5), (T1.14)
x6d � − k1(x5 − x5) + v3 − S5c5/η3, τ6 _x6d + x6d � x6d, x6d(0) � x6d(0). (T1.15)
Step 6
S6 � x6 − x6 d, (T1.16)
χ3 � − c6S6 − (1/2)S6

θ3ξ
T
3 (X3)ξ3(X3) − k2(x5 − x5) + _x6d − μ3sgn(S6), (T1.17)

θ
.

3 � (1/2)S26ξ
T
3 (X3)ξ3(X3) − λ3θ3, θ3(0)≥ 0. (T1.18)

Adaptive fuzzy 
dynamic surface 

sliding-mode 
controller

Error 
transformed 

functions 
Quadrotor 

UAV

State 
observer

Inverse 
transformation

Low-pass 
filter

xd, yd, zd, ψd

(ϕd, θd)

(ϕ, θ)

(x, y, z, ψ)

(x, y, z, ϕ, θ, ψ)

(x, y, z, ϕ, θ, ψ)
(S1, S3, …, S9, S11)

e1, e3, e5, e11 (U2, U3, U4)

(χ1, χ2, χ3)

U1e7, e9

(ϕd, θd)

(x1, x2, …, x11, x12)

Figure 2: Structure of the proposed control scheme.
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(i) NI PXIe-1082, the MT real-time simulator (RTS)
with Kintex-7 325T FPGA chip and 16bits syn-
chronized analog I/O with a data transfer rate of
1MS/s. ,e simulator supports FPGA simulation
for the quadrotor UAV system. ,e device accepts
the control signal and calculates the response of the
system in real time and outputs to the controller
box.

(ii) NI PXIe-1071, the MT Rapid Control Prototype
(RCP), with Kintex-7 325T FPGA @Xilinx and 16
analog I/O channels with a transmission rate of
1MS/s. ,is device is used to realize the real-time
running of the control code and send the control
signals to the quadrotor UAV simulation model
which is running on the MT real-time simulator.

(iii) Adapter plate: it is used to realize the signal con-
nection between the RTS and RCP. ,e RTS, RCP,
and the signal adapter board comprise a closed loop
experimental system.

(iv) Host computer: uses the StarSim RCP software to
download the Matlab/simulink quadrotor UAV
system model and the control algorithm into the
RTS and RCP, respectively.

In this section, the effectiveness and the performance of
the proposed adaptive dynamic surface sliding-mode output
feedback control method are showed by the following ex-
periments. Different scenarios are considered, including
normal case and model uncertainty cases to demonstrate the

robustness of the proposed controller\enleadertwodots ,e
parameters of the quadrotor UAV adopted in this study are
described in Table 3 [17]. In the experiment, the desired
trajectory of the position and yaw angle desired trajectory
xd(t), yd(t), zd(t),ψd(t)  is chosen as
cos(t), sin(t), 0.5(t), sin(0.5t){ }. ,e performance func-
tions are selected as p1(t) � (p10 − p1∞)e− lt + p1∞, with the
parameters p10 � 1.5, p1∞ � 0.055, l � 1, and κ1 � β1 � 1.
pψ(t) � 0.6∗ e− t + 0.04. ,e controller parameters chosen
for simulation are c1 � c2 � c3 � c4 � 0.6, c5 � c6 � 0.55,

c7 � c8 � c9 � c10 � 0.6,c11 � c12 � 0.6, λ1 � λ2 � λ3 � λ4 �

λ5 � λ6 � 0.02, and τi � 0.005, (i � 2, 4, 6, 7, 8, 9, 10, 12). To
demonstrate the effectiveness of the proposed controller, the
following different cases are considered and comparisons are
conducted:

Table 2: ,e proposed DSCSM design for attitude trajectory control.

Step 7
S7 � Θ7((e7(t))/(pψ(t))), (T2.1)
_x7 � x8 + k1(x7 − x7), (T2.2)
_x8 � a4Nx10x12 + a5Nx10Ω − a6Nx8 + f(x8, x10, x12) + U2 + k2(x7 − x7), (T2.3)
x8 d � − k1(x7 − x7) + v4 − S7c7/η4, τ8 _x8d + x8d � x8 d, x8 d(0) � x8 d(0). (T2.4)
Step 8
S8 � x8 − x8 d, (T2.5)
U2 � − c8S8 − (1/2)S8

θ4ξ
T
4 (X4)ξ4(X4) − k2(x7 − x7) − a4Nx10x12 − a5Nx10Ω + a6Nx8 + _x8d − μ4sgn(S8), (T2.6)

θ
.

4 � (1/2)S28ξ
T
4 (X4)ξ4(X4) − λ4θ4, θ4(0)≥ 0. (T2.7)

Step 9
S9 � Θ9((e9(t))/(pψ(t))), (T2.8)
_x9 � x10 + k1(x9 − x9), (T2.9)
_x10 � a7Nx8x12 + a8Nx8Ω − a9Nx10 + f(x8, x10, x12) + U3 + k2(x9 − x9), (T2.10)
x10 d � − k1(x9 − x9) + v5 − S9c9/η5, τ10 _x10 d + x10 d � x10d, x10 d(0) � x10 d(0). (T2.11)
Step 10
S10 � x10 − x10 d, (T2.12)
U3 � − c10S10 − (1/2)S10

θ5ξ
T
5 (X5)ξ5(X5) − k2(x9 − x9) − a7Nx8x12 − a8Nx8Ω + a9Nx10 + _x10 d − μ5sgn(S10), (T2.13)

θ
.

5 � (1/2)S210ξ
T
5 (X5)ξ5(X5) − λ5θ5, θ5(0)≥ 0. (T2.14)

Step 11
S11 � Θ11((e11(t))/(pψ(t))), (T2.15)
_x11 � x12 + k1(x11 − x11), (T2.16)
_x12 � a10Nx8x10 − a11Nx12 + f(x8, x10, x12) + U4 + k2(x11 − x11), (T2.17)
x12 d � − k1(x11 − x11) + v6 − S11c11/η6, τ12 _x12 d + x12d � x12 d, x12 d(0) � x12 d(0). (T2.18)
Step 12
S12 � x12 − x12 d, (T2.19)
U4 � − c12S12 − (1/2)S12

θ6ξ
T
6 (X6)ξ6(X6) − k2(x11 − x11) − a10Nx8x10 + a11Nx12 + _x12 d − μ6sgn(S12), (T2.20)

θ
.

6 � (1/2)S212ξ
T
6 (X6)ξ6(X6) − λ6θ6, θ6(0)≥ 0. (T2.21)

Figure 3: Actual experimental environment.
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Case 1: normal case: we assume that there are no
uncertainties in the model, and all parameters of the
quadrotor are normal.,e initial state vector is set to be
x(0) � [0.02, 0, 0.02, 0, 0, 0, 0, 0, 0, 0, 0.1, 0]T. And, the
fuzzy membership function is adopted as
μFl

k
� exp(− ((xk − 6 + 2l)2)/2), where l � 1, . . . , 5 and

k � 2, 6, 8, 10, 12.
Cases 2, 3, and 4: uncertainty (15%, 30%, and 50%
added) in rotary inertia: in these cases, we consider
three different model uncertainties 15%, 30%, and 50%
separately added in the yaw axis.

,e experimental results are shown in Figures 5–15.
Figures 5–9 illustrate the comparison experimental results of
the tracking trajectory in Case1 between the proposed
control method and the traditional PID control method.
From Figures 6–9, it can be seen clearly that all the tracking
errors of the position and yaw angles of the proposed control
scheme are always kept within the performance function
curves. ,at is, the control method proposed in this paper
obtains much better control performance by comparing with
the traditional PID control scheme. Figure 10 shows the

control signals. Figure 11 shows the response curves of roll
and pitch angles. Figures 12 and 13 show the change of six
adaptive parameters. Figures 14 and 15 show the trajectories
of xi and xi, (i � 2, 4, 6, 8, 10, 12). We can see that the
proposed state observer can quickly approximate the output
of the system. Figure 16 shows the 3D tracking trajectory
with uncertainties 15%, 30%, and 50% added in the yaw
rotating axes. Figure 17 illustrates the results of the tracking
error under cases 2, 3, and 4. Also, the maximum value of the
tracking error (MVTE) and the root mean square value of
the tracking error (RMSVTE) in the steady state (t> 5 s) are

Quadrotor 
UAV

simulation 
model (.dll) StarSim HIL

Control 
algorithm (.dll)

StarSim RCP

Host computer

Host computer interface 
online tuning parameters

MT 8010 real-
time simulator

Adapter plate MT RCP

Observing
experimental

signals

Analog
signal

Control
signal

It runs on the
the simulator

It runs on the
controller

Figure 4: ,e experimental system architecture.

Table 3: Quadrotor parameters.

Symbol Case 1 Case 2 Case 3 Case 4 Units
m 1.4 1.4 1.4 1.4 kg
k 2.98 2.98 2.98 2.98 10− 6 N·s2 ·rad− 2

l 0.2 0.2 0.2 0.2 m
τ 1.14 1.14 1.14 1.14 10− 7 N·s2 ·rad− 2

dϕ, dθ, dψ 1.2 1.2 1.2 1.2 10− 2 N·s·rad− 1

JR 5 5 5 5 10− 5 N·s2 ·rad− 1

Jxx, Jyy 0.03 0.03 0.03 0.03 N · s2 · rad− 1

Jzz 0.04 0.046 0.052 0.06 N·s2 ·rad− 1

1.5
1 1.50.5 1

0.50
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Proposed scheme
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Figure 5: Space diagram of position in the normal case.
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hown in Table 4. From Table 4, we can see that the proposed
control scheme has strong robustness, and even the un-
certainty in yaw rotary inertia is up to 50%.

6. Conclusion

In this paper, an adaptive dynamic surface sliding-mode
output feedback controller has been proposed for attitude
and position control of a class of quadrotor UAVs with
consideration of parametric uncertainties and disturbances.

By using the norm estimation approach, there is only one
parameter which needs to be updated online at each design
step regardless of the plant order and input-output di-
mension. Also, by introducing an error transformed func-
tion, the tracking performance of the quadrotor UAV has
been achieved. ,e proposed control scheme can not only
eliminate the problem of “explosion of complexity” existing
in the backstepping control scheme but also improve the
robustness of the system. ,e results of the hardware-in-
loop simulation validate the effectiveness of the proposed
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Figure 17: ,e tracking errors of different uncertainty cases added in the z rotating axis.

Table 4: ,e MVTE and RMSVTE.

Kind of errors Normal case Uncertainty 15% Uncertainty 30% Uncertainty 50%

MVTE

x(m) 5.1254e− 03 5.5325e− 03 5.7471e− 03 5.9153e− 03

y(m) 4.9051e− 03 5.2051e− 03 5.3593e− 03 5.5154e− 03

z(m) 4.3216e− 02 4.4239e− 02 4.4799e− 02 4.5935e− 02

ψ(rad) 1.5415e− 02 1.6041e− 02 1.6869e− 02 1.7956e− 02

RMSVTE

x(m) 3.6036e− 03 3.9049e− 03 4.1057e− 03 4.2059e− 03

y(m) 3.4844e− 03 3.4966e− 03 3.5137e− 03 3.5714e− 03

z(m) 3.7271e− 02 3.7414e− 02 3.7710e− 02 3.8117e− 02

ψ(rad) 0.9939e− 02 1.0468e− 02 1.1347e− 02 1.1592e− 02
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control algorithm. Furthermore, our future research work
will focus on applying the control algorithm of this paper to
the quadrotor UAV test platform for experimental
verification.

Appendix

A. The Procedures of Controller Design

,e controller design process.

Step 1. After error transformation, let S1 given by (25) be the
first error variable. ,en, the derivative of S1 can be
expressed as

_S1 � η1 _x1 − η1v1. (A.1)

According to adaptive laws (T1.2), (A.1) can be rewritten
as

_S1 � η1 x2 + k1 x1 − x1(   − η1v1, (A.2)

which suggests that we choose the virtual control signal x2d

as x2d � − k1(x1 − x1) + v1 − S1c1/η1, where c1 is a positive
constant. Introduce a new state variable x2d, which can be
obtained by the following first-order filter:

τ2 _x2 d + x2 d � x2 d, x2 d(0) � x2d(0). (A.3)

Define the error surface (T1.4), and the time derivative of
S2 is

_S2 � _x2 − _x2d � F1 X1(  + χ1 + k2 x1 − x1(  − _x2 d, (A.4)

where variables χ1 � (Cx7
Sx9

Cx11
+ Sx7

Sx11
)U1 and F1(X1) �

f(x2), X1 � x2 are introduced. Since F1(X1) is unknown,
we use FLSs to approximate the function F1(X1):

F1 X1(  � W
∗T
1 ξ1 X1(  + σ∗1 , σ∗1


≤ ε1, (A.5)

with respect to the unknown optimal weight vector in (A.5),
define θ1 � ‖W∗1 ‖2, and since θ1 is unknown, let θ1 be the
estimation of θ1 and θ1 � θ1 − θ1. Choosing the following
proper sliding surface σs1 � S2, consider the first Lyapunov
function:

Γ1 �
1
2

S
2
1 + S

2
2 + θ

2
1 , (A.6)

where the differential of Lyapunov Function Γ1 can be found
as follows:

_Γ1 � S1
_S1 + S2

_S2 − θ1θ
.

1

� − c1S
2
1 + S1η1 x2 − x2 d(  + S2W

∗T
1 ξ1 X1(  + S2σ

∗
1 −

1
2
S
2
2

+ S2χ1 + S2k2 x1 − x1(  − S2 _x2 d − θ1θ
.

1.

(A.7)

Using Young’s inequality, it can be verified that

S2W
∗T
1 ξ1 X1( ≤

1
2
S
2
2 W
∗
1

����
����
2ξT

1 X1( ξ1 X1(  +
1
2

≤
1
2
S
2
2θ1ξ

T
1 X1( ξ1 X1(  +

1
2
,

S2σ
∗
1 ≤

1
2
S
2
2 +

1
2
ε21.

(A.8)

,en, (A.7) can be rewritten as

_Γ1 ≤ − c1S
2
1 +

1
2
S
2
2
θ1ξ

T
1 X1( ξ1 X1(  + S2χ1 + S2k2 x1 − x1(  − S2 _x2d

+
1
2

+
1
2
ε21 − θ1 θ

.

1 −
1
2
S
2
2ξ

T
1 X1( ξ1 X1(  

+ S1η1 x2 − x2 d(  +
1
2
S
2
2.

(A.9)

,e stabilization of Γ1 can be obtained by designing the
virtual control (T1.5) and the adaptation law (T1.6), where
c2, μ1, and λ1 are the positive constants and ε1 is an arbi-
trarily small positive constant. For the external disturbance
dt1 encountered in the quadrotor flight process, the sliding
surface is added to maintain system stability with μ1 ≥ |dt1|.
Substituting (T1.5) and (T1.6) into (A.9), we get

_Γ1 ≤ − c1S
2
1 + S1η1 x2 − x2 d(  − c2 −

1
2

 S
2
2 +

1
2

+
1
2
ε21 + λ1θ1θ1.

(A.10)

Similar design procedures can be used to design adaptive
DSC sliding-mode laws for trajectory tracking control of y

axis position (x3) and z axis position (x5). Introduce two
variables χ2 � (Cx7

Sx9
Sx11

− Sx7
Cx11

)U1 and
χ3 � (Cx7

Cx9
)U1. ,e corresponding control laws and

adaptive laws are designed as follows.

Step 2. Let S3 given by (26) be the second error variable.
,en, the derivative of S3 can be expressed as

_S3 � η2 _x3 − η2v2. (A.11)

According to (29) and (T1.8), (A.11) can be rewritten as
_S3 � η2 x4 + k1 x3 − x3(   − η2v2, (A.12)

choosing the virtual control signal
x4 d � − k1(x3 − x3) + v2 − S3c3/η2, where c3 is a positive
constant. Introduce a new state variable x4 d, which can be
obtained by the following first-order filter:

τ4 _x4d + x4d � x4 d, x4 d(0) � x4d(0). (A.13)

Define the error surface (T1.10), and the time derivative
of S4 is

_S4 � _x4 − _x4 d � F2 X2(  + χ2 + k2 x3 − x3(  − _x4 d,

(A.14)

where F2(X2) � f(x4), X2 � x4. FLSs are used to approx-
imate the unknown function F2(X2):
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F2 X2(  � W
∗T
2 ξ2 X2(  + σ∗2 , σ∗2


≤ ε2, (A.15)

with respect to the unknown optimal weight vector in (A.15),
define θ2 � ‖W∗2 ‖2, and since θ2 is unknown, let θ2 be the
estimation of θ2 and θ2 � θ2 − θ2. Choosing the following
proper sliding surface σs2 � S4, consider the second Lya-
punov function:

Γ2 �
1
2

S
2
3 + S

2
4 + θ

2
2 . (A.16)

Differentiating Γ2, we obtain

_Γ2 � S3
_S3 + S4

_S4 − θ2θ
.

2

� − c3S
2
3 + S3η2 x4 − x4 d(  + S4W

∗T
2 ξ2 X2(  + S4σ

∗
2 −

1
2
S
2
4

+ S4χ2 + S4k2 x3 − x3(  − S4 _x4 d − θ2θ
.

2.

(A.17)

Using Young’s inequality, it can be verified that

S4W
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2
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2ξT
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S4σ
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S
2
4 +
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2
ε22.

(A.18)

,en, (A.17) can be rewritten as

_Γ2 ≤ − c3S
2
3 +

1
2
S
2
4
θ2ξ

T
2 X2( ξ2 X2(  + S4χ2

+ S4k2 x3 − x3(  − S4 _x4d

+
1
2

+
1
2
ε22 − θ2 θ

.

2 −
1
2
S
2
4ξ

T
2 X2( ξ2 X2(  

+
1
2
S
2
4 + S3η2 x4 − x4d( .

(A.19)

,e stabilization of Γ2 can be obtained by designing the
virtual control (T1.11) and the adaptation law (T1.12), where
c4, μ2, and λ2 are the positive constants and ε2 is an arbi-
trarily small positive constant. For the external disturbance
dt encountered in the quadrotor flight process, the sliding
surface is added to maintain system stability with μ1 ≥ |dt2|.
Substituting (T1.11) and (T1.12) into (A.20), we get

_Γ2 ≤ − c3S
2
3 + S3η2 x4 − x4d(  − c4 −

1
2

 S
2
4 +

1
2

+
1
2
ε22 + λ2θ2θ2.

(A.20)

Step 3. Let S5 given by (26) be the third error variable. ,en,
the derivative of S5 can be expressed as

_S5 � η3 _x5 − η3v3. (A.21)

According to (29) and adaptive laws (T1.14), (A.21) can
be rewritten as

_S5 � η3 x6 + k1 x5 − x5(   − η3v3, (A.22)

and the virtual control signal can be chosen as x6d as x6 d �

− k1(x5 − x5) + v3 − S5c5/η3 with c5 being a positive con-
stant. Introduce a new state variable x6d, which can be
obtained by the following first-order filter:

τ6 _x6d + x6d � x6 d, x6 d(0) � x6d(0). (A.23)

Define the error surface (T1.16), and the time derivative
of S6 is

_S6 � _x6 − _x6 d � F3 X3(  + χ3 + k2 x5 − x5(  − _x6 d,

(A.24)

where F3(X3) � f(x6), X3 � x6. Utilizing FLSs to approx-
imate the unknown function F3(X3), we obtain

F3 X3(  � W
∗T
3 ξ3 X3(  + σ∗3 , σ∗3


≤ ε3. (A.25)

Define θ3 � ‖W∗3‖2, and let θ3 be the estimation of θ3 and
θ3 � θ3 − θ3. Choosing the following proper sliding surface
σs3 � S6, consider the third Lyapunov function:

Γ3 �
1
2

S
2
5 + S

2
6 + θ

2
3 . (A.26)

,e differentiation of Γ3 is as follows:

_Γ3 � S5
_S5 + S6

_S6 − θ3θ
.

3

� − c5S
2
5 + S5η3 x6 − x6d(  + S6W

∗T
3 ξ3 X3(  + S6σ

∗
3 −

1
2
S
2
6

+ S6χ3 + S6k2 x5 − x5(  − S6 _x6d − θ3θ
.

3.

(A.27)

Using Young’s inequality, it can be verified that

S6W
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1
2
S
2
6 W
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2ξT
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2
ε23.

(A.28)

,en, (A.27) can be rewritten as

_Γ3 ≤ − c5S
2
5 +

1
2
S
2
6
θ3ξ

T
3 X3( ξ3 X3(  + S6χ3

+ S6k2 x5 − x5(  − S6 _x6d

+
1
2

+
1
2
ε23 − θ3 θ

.

3 −
1
2
S
2
6ξ

T
3 X3( ξ3 X3(   +

1
2
S
2
6

+ S5η3 x6 − x6 d( .

(A.29)
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,e stabilization of Γ3 can be obtained by designing the
virtual control (T1.17) and the adaptive law (T1.18), where
c6, μ3, and λ3 are the positive constants and ε3 is an arbi-
trarily small positive constant. For the external disturbance
dt3, the sliding surface is added to maintain system stability
with μ3 ≥ |dt3|. Substituting (T1.17) and (T1.18) into (A.29),
we get

_Γ3 ≤ − c5S
2
5 + S5η3 x6 − x6d(  − c6 −

1
2

 S
2
6 +

1
2

+
1
2
ε23 + λ3θ3θ3.

(A.30)

By associating χ1, χ2, and χ3, the virtual controllers are
obtained as

χ1 � Cx7
Sx9

Cx11
+ Sx7

Sx11
 U1,

χ2 � Cx7
Sx9

Sx11
− Sx7

Cx11
 U1,

χ3 � Cx7
Cx9

 U1.

(A.31)

Notably, (A.31) has four degrees of freedom, namely, x7,
x9, x11, and U1. We consider the reference trajectory for yaw
angle x11 d, which is usually given in advance, and the
corresponding DSC sliding-mode lawU4 is directly designed
in the next section to ensure the rapid convergence of x11 to
x11d.,us, we regarded x11 as known that can be replaced by
x11d in the controller, and the degrees of freedom in (A.31) is
reduced so that x7, x9, and U1 can be solved. ,e programs
are as follows:

x7 d � arctan Cx9

βχ1 − αχ2
χ3

 ,

x9 d � arctan
αχ1 + βχ2

χ3
 ,

U1 �
χ3

Cx7
Cx9

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(A.32)

where U1 is one of the ultimate control laws, and in addition,
α � cos(x11d) and β � sin(x11 d). Introduce two new state
variables x7 d andx9 d, which can be obtained by the fol-
lowing first-order filters:

τ7 _x7d + x7 d � x7d, x7d(0) � x7 d(0),

τ9 _x9 d + x9 d � x9 d, x9d(0) � x9 d(0).
(A.33)

For attitude trajectory tracking control, by taking
x7d, x9d, x11d  as the desired attitude trajectory, the design
of control laws contains three steps. ,e attitude dynamic
system can be extracted as follows:

_x7 � x8,

_x8 � a4x10x12 + a5x10Ω − a6x8 + U2,

_x9 � x10,

_x10 � a7x8x12 + a8x8Ω − a9x10 + U3,

_x11 � x12,

_x12 � a10x8x10 − a11x12 + U4.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(A.34)

Step 4. Let S7 given by (26) be the fourth error variable.
,en, the derivative of S7 can be expressed as

_S7 � η4 _x7 − η4v4. (A.35)

According to (29) and adaptive laws (T2.2) and (T2.3),
where f(x8, x10, x12) � Δa4x10x12 + Δa5x10Ω − Δa6x8,
(A.35) can be rewritten as

_S7 � η4 x8 + k1 x7 − x7(   − η4v4, (A.36)

which suggests that we choose the virtual control signal x8 d

as x8 d � − k1(x7 − x7) + v4 − S7c7/η4, where c7 is a positive
constant. Introduce a new state variable x8 d, which can be
obtained by the following first-order filter:

τ8 _x8d + x8d � x8 d, x8 d(0) � x8d(0). (A.37)

Define the error surface (T2.5), and the time derivative of
S8 is

_S8 � _x8 − _x8d � a4Nx10x12 + a5Nx10Ω − a6Nx8

+ F4 X4(  + U2 + k2 x7 − x7(  − _x8d,
(A.38)

where F4(X4) � f(x8, x10, x12), X4 � [x8, x10, x12]
T. Uti-

lizing FLSs to approximate the unknown function F4(X4),
we obtain

F4 X4(  � W
∗T
4 ξ4 X4(  + σ∗4 , σ∗4


≤ ε4. (A.39)

Define θ4 � ‖W∗4‖2, and let θ4 be the estimation of θ4 and
θ4 � θ4 − θ4. Choosing the following proper sliding surface
σs4 � S8, consider the following Lyapunov function:

Γ4 �
1
2

S
2
7 + S

2
8 + θ

2
4 , (A.40)

where the differential of Lyapunov function Γ4 can be found
as follows:

_Γ4 � S7
_S7 + S8

_S8 − θ4θ
.

4
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2
7 + S7η4 x8 − x8d(  + S8W
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4 ξ4 X4(  + S8σ

∗
4 −

1
2
S
2
8

+ S8U2 + S8k2 x7 − x7(  − S8 _x8d + θ4θ
.

4.

(A.41)

Using Young’s inequality, it can be verified that

S8W
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1
2
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2ξT
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2
,

S8σ
∗
4 ≤

1
2
S
2
8 +

1
2
ε24.

(A.42)

,en, (A.41) can be rewritten as
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_Γ4 ≤ − c7S
2
7 +

1
2
S
2
8
θ4ξ

T
4 X4( ξ4 X4(  + S8 a4Nx10x12(
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2
8ξ

T
4 X4( ξ4 X4(  .

(A.43)

,e stabilization of Γ4 can be obtained by designing the
virtual control (T2.6) and the adaptation law (T2.7),
where c8, μ4, and λ4 are positive constants and ε1 is an
arbitrarily small positive constant. For the external dis-
turbance dt4 encountered in the quadrotor flight process,
the sliding surface is added to maintain system stability
with μ4 ≥ |dt4|. Substituting (T2.6) and (T2.7) into (A.43),
we get

_Γ4 ≤ − c7S
2
7 + S7η4 x8 − x8d(  − c8 −

1
2

 S
2
8 +

1
2

+
1
2
ε24 + λ4θ4θ4.

(A.44)

Similarly, the adaptive DSC sliding-mode laws for tra-
jectory tracking control of pitch angle (x9) and yaw angle
(x11) can be designed as (T2.13), (T2.20), (T2.14), and
(T2.21), where S10 � x10 − x10d, S12 � x12 − x12 d, X5 �

[x8, x10, x12]
T, X6 � [x8, x10, x12]

T, x10d and x12d are the
output of each first-order filter, and c9, c10, c11, c12, λ5, λ6, μ5,
and μ6 are the positive constants.

,e derivative of Lyapunov candidate for pitch angle
(x9) and yaw angle (x11) are designed as follows:

_Γ5 ≤ − c9S
2
9 + S9η5 x10 − x10 d(  − c10 −

1
2

 S
2
10 +

1
2

+
1
2
ε25 + λ5θ5θ5,

_Γ6 ≤ − c11S
2
11 + S11η6 x12 − x12 d(  − c12 −

1
2

 S
2
12 +

1
2

+
1
2
ε26 + λ6θ6θ6.

(A.45)

B. Proof of Theorem 1

Taking the time derivative of Γi, (i � 1, . . . , 6) and combing
(38) yields

_Γi ≤ − c(2i− 1)S
2
(2i− 1) + S(2i− 1)ηi S2i + y2i(  − c2i −
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2
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2
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Consider the sets
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2
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(B.2)

where Υ1 × Υ2 is also in a compact set. ,en, the continuous
functions B2i(·), (i � 1, . . . , 6), B7, B9 have maximums on
Υ1 × Υ2, say, Mi(i � 1, . . . , 6), M7, M9. ,us,
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and using the following inequalities,
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which together with (B.1) implies that
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(B.5)

where ε � [0, ε1, 0, ε2, 0, ε3, 0, ε4, 0, ε5, 0, ε6]
T and λmin(Q1) is

the smallest eigenvalue of matrix Q1. Applying Young’s
inequality ab≤ (a2 + b2)/2 and the fact ξT

i ( Xi)ξi(
Xi)≤ 1, the

following inequation can be obtained:

x
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(B.6)

where θ � θ1 + θ2 + θ3 + θ4 + θ5 + θ6 and λ 2
max (P) is the

largest eigenvalue of matrix P.
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By using Young’s inequality, we obtain

2θi
θi ≤ θ

2
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ı̀ . (B.8)

Substituting (B.6) and (B.7) into (B.5), we have
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Choose the suitable design parameters to make
μ1 > 0 and satisfy

����
C/μ1


< ‖x‖. ,e following conditions

hold:
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(B.11)

where r is the positive constant. ,us, we have _Γ ≤ 0. Hence,
all the signals of the closed-loop system are semiglobal
bounded. Particularly, the tracking errors of position and
attitude angle can converge to an arbitrarily residual set and
are always kept in the prespecified cures. ,is completes the
proof.
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For improving the system efficiency when there are motion uncertainties among robots in the warehouse environment, this paper
proposes a bi-level probabilistic path planning algorithm. In the proposed algorithm, the map is partitioned into multiple
interconnected districts and the architecture of proposed algorithm is composed of topology level and route level generating from
above map: in the topology level, the order of passing districts is planned combined with the district crowdedness to achieve the
district equilibrium and reduce the influence of robots under motion uncertainty. And in the route level, a MDP method
combined with probability of motion uncertainty is proposed to plan path for all robots in each district separately. At the same
time, the number of steps for each planning is dependent on the probability to decrease the number of planning. (e conflict
avoidance is proved, and optimization is discussed for the proposed algorithm. Simulation results show that the proposed
algorithm achieves improved system efficiency and also has acceptable real-time performance.

1. Introduction

In the running of multiple robots in warehouses, motion
uncertainties happen unavoidably since there exist some
disabled components of robots, the instability of networks,
and the interference of people walking. Under this case,
robots would not follow the designed paths and the coupled
relationship between temporal and space domain for paths is
broken. And there is no doubt that other robots are dis-
turbed by the ones where motion uncertainties happen.
Finally, the whole multirobot system would be influenced
and this brings about chaos or even breakdown of the whole
system. It can be seen that this poses a great challenge to the
path planning of multiple robots in warehouses. (erefore,
taking motion uncertainty into consideration in the path
planning of multiple robots is an issue worthy of attention
and research.

As a kind of method taking motion uncertainty into
consideration for the discretized map, Ma et al. [1] designed

the path planning algorithm which contains relevant re-
stricted principles that an agent cannot enter the vertex that
is occupied by some other agents at the last time step. (e
conflicts can still occur and this would cause the breakdown
of the multirobot system in warehouses. Another kind of
method which can deal with the issues caused by motion
uncertainties needs to replan the paths of multiple robots
when the samplings of robots contain abnormal informa-
tion. Li et al. [2] proposed a two-stage trajectory planning
scheme where a directed graph with cost variable connection
is established and cost variable depends on the reachability,
the risk of collision, and different state constraints. Gom-
bolay et al. [3] presented a centralized algorithm that handles
tightly intercoupled temporal and spatial constraints and
scales to environment with large number of robots, which
aims at improving the efficiency firstly. However, the above
method cannot guarantee the real-time performance. In [4],
the authors proposed a hybrid architecture which combines
centralized coordination with distributed freedom of action
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to achieve an appropriate interplay.(e architecture takes the
new sampling for the state of robots at each time step, and
path planning algorithm would be adopted to coordinate
paths of multiple robots when sampling information con-
taining motion uncertainties . However, the real-time per-
formance cannot be guaranteed and the efficiency of the
whole system is reduced due to too frequent planning. (e
algorithm introduced in [5, 6] based on generalized proba-
bilistic roadmaps (GPRM) also coordinates paths of multiple
robots under motion uncertainty by using the feedback in-
formation. In the algorithm, the passive planning strategy is
introduced in the multiple traveling salesman problem
(MTSP) solution methodology. However, the system effi-
ciency is low and the scalability of the algorithm cannot be
guaranteed because far more points need to be sampled. A
novel method in [7] based on the sampling considering the
motion uncertainty would propagate this delay. Robots’ paths
need to be replanned adopting the Pareto-optimal plan repair
scheme. However, the problem concerned with the decreased
system efficiency is still not solved.

As a classical method devoted to solving the uncertainty
problem, the Markov decision process (MDP) is introduced
to the field of multiple agents. Corresponding multiagent
MDPs (MMDPs) have been designed for multiple agent
planning. In [8], approximating methods are introduced to be
combined with MMDPs for the path planning problem of a
team of homogeneous microair vehicles (MAVs) towards a
set of goals. (is algorithm can guarantee that there are no
conflicts. Ma et al. [9] proposed the use of robust plan-ex-
ecution policies to control how each robot proceeds along its
path with a 2-level MDP solver that generates valid plans. To
optimize the solutions, a novel optimal solver is designed in
[10] for the problem of motion uncertainties in the transition-
independent MMDPs. In [11], an equilibrium policy has been
proposed in MMDPs. Based on the notion of macroactions,
the path planning problem is transferred into the decen-
tralized partially observable Markov decision processes (Dec-
POMDPs) in [12, 13]. Multiagent reinforcement learning
(MARL) [14–20] solves the learning task in multiagent sys-
tems (MASs). Nevertheless, the reasoning agent would deal
with learning tasks which grow exponentially according to the
number of agents. (erefore, the computational complexity
of these methods based on MDPs is so high that the real-time
scalability performance cannot be guaranteed.

Recently, the planning methods based on homotopy
classes have been proposed to solve the problem of motion
uncertainties. In [21, 22], the coordination space is estab-
lished, which is the base for the later path planning. By
selecting homotopy classes of the paths which are collision-
free, a centralized controller is designed for the path
planning problem under motion uncertainties. Further-
more, the encoding based on priorities, which is called the
priority graphs, is introduced for the homotopic solutions to
solve the coordination problem in [23]. For [21–23], the
planning method based on homotrophy classes can be
proved that there are no conflicts for the coordinating paths
and make sure that all robots will eventually reach their
destinations even when some robots are temporarily stopped
by a delay disturbance. However, the quality of solutions is

decreased to a great extent since this kind of method only
considers the next step of motions and all the robots would
follow the previous planned paths.

Although the above methods ensure that conflict can be
avoided among the planning of multiple agents under
motion uncertainty, problem still exists. (e efficiency of a
multirobot system with motion uncertainty cannot be
guaranteed. (erefore, the first objective of this paper is to
design an algorithm which can plan conflict-free paths for
multiple robots even when motion uncertainty happens.
And another objective is to improve the system efficiency
that includes the makespan of the whole system and the
number of planning.

To attain these goals, in this paper, the map is partitioned
into multiple districts and we propose a bi-level planning
architecture that is composed of topology level and route
level generating from above map.

In the topology level, the passing orders of districts are
planned based on the weight of paths in topology map. And
in this process, the weight changes dynamically according to
the distribution of robots; the aim of planning in the to-
pology level is to achieve the district equilibrium, which can
in turn reduce the influence of robots under motion un-
certainty and promote the system efficiency. In the route
level, a MDP-based probabilistic method is proposed to plan
path for all robots in each district separately. (e MDP is
combined with the probability of motion uncertainty to
improve efficiency. And the number of steps for each
planning is dependent on the probability to decrease the
number of planning. We proved that the designed algorithm
is conflict-free. And we also validated the system efficiency
improvement of designed algorithm from the optimization
discussion and simulation.

(e remainder of this paper is organized as follows.
Section 2 provides the problem statement. In Section 3, the
path planning algorithm for multiple robots is introduced.
Section 4 proves that the proposed algorithm is conflict-free
and discusses the optimization. Simulation validation results
are reported in Section 5. Section 6 concludes our research.

2. Problem Formulation

(e problem that this paper attempts to solve is the path
planning of multiple AGVs with motion uncertainty in
warehouses. In this problem, warehouse environment is
discretized and simplified as a graph G(V, E) whose vertices
V correspond to locations and whose edges E correspond to
transitions between locations. Figure 1 shows the discretized
map.

Let R � r(1), r(2), . . . r(n)  be a set of robots. Time is
discretized into time steps. To formally describe a plan, the
path for a robot r(i) is a map p(i) which means that the
location p(i)(t) of r(i) in each time step tϵN∗ belongs to the
vertices V. A robot can either remain stationary or move to
an adjacent vertex. Robots are allowed to move simulta-
neously but restricted to move on the same edge in opposite
directions or move at the same vertex simultaneously to
ensure that there are no conflicts among multiple robots.
Figure 2 gives the illustrations of these restricted conditions.
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Let T � t(1), . . . t(v)  be a set of tasks which are gen-
erated continually. For each robot that has been assigned a
task, it has a start position (pickup point) and a goal po-
sition (storage point). And the makespan of all the tasks is
M. During the running of robots, motion uncertainty,
which means that robots have to stop immediately, could
happen at any time. And the probability of the uncertainty
is pu.

(is paper assumes the following about the scheduling of
multiple AGVs in warehouses:

(i) All feasible routes are two-way bidirectional streets,
which means that two robots can drive side by side
and robots can drive in both directions on each
feasible way.

(ii) (e warehouse is made up of shelves and feasible
ways, which is shown in Figure 1 (not limited to this
scenario).

(iii) (e locations of all the robots are known.
(iv) (e probability of the uncertainty is known.
(v) (e robots in the state of delay will return to normal.

And after the recovery, these robots will be put into
operation in the warehouse system.

(vi) (e task allocation is not taken into consideration in
this paper.

In this paper, letters of the subscripts which are not in the
parentheses are used for identification. Letters or numbers of
the subscripts which are in the parentheses are used for
index.

(erefore, the problem studied in this paper can be
formulated in the following equationfd1:

minM s.t.
p(i)(t)≠p(j)(t + 1), ∀i, j ∈ [1, n], i≠ j,

p(j)(t)≠p(i)(t + 1), ∀i, j ∈ [1, n], i≠ j,

p(i)(t)≠p(j)(t), ∀i, j ∈ [1, n], i≠ j.

⎧⎪⎪⎨

⎪⎪⎩

(1)

3. The Bi-Level Path Planning Algorithm for
Multiple Robots

In this section, the bi-level path planning algorithm is in-
troduced. (e aim of this structure is that district equilib-
rium would be taken into consideration in the topology level
for reducing the influence of robots under motion uncer-
tainty and distributed path planning in each district can
improve system efficiency in the route level even when
motion uncertainty occurs.(e architecture of the algorithm
is shown in Figure 3. It is divided into two levels generating
from the map partition: topology level and route level. In the

Figure 1: (e discretized map of the warehouse. (e orange and blue squares represent pickup points of the shelves and storage points,
respectively. Other squares represent feasible ways.

1

2

(a)

1 2

(b)

Figure 2: Restricted condition for motions of multiple robots in warehouses.
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topology level, the algorithm plans the order of passing
districts. In the route level, the algorithm plans paths for
robots in each district separately, considering the motion
uncertainty. And the introduction of map partition is as
follows.

3.1. Map Partition. In this paper, the discretized map in
Figure 1 is partitioned into multiple districts
D � d(1), . . . , d(M)  as shown in Figure 3. For the topology
level, the generation of the topology map G′(V′, E′) is listed
as follows: (1) each vertex v′ ∈ V′ corresponds to district
d(s); (2) each edge (v(s)

′ , v(s′)′ ) ∈ E′ represents that districts
d(s) and d(s′) are connected. Let the horizontal edges and
vertical edges be Eh

′ and Ev
′. For the route level, all feasible

ways of each district in the discretized map of Figure 1 are
shown in the route map.

3.2. Topology Level. In the topology level, the first step of the
planning problem introduced in Section 3 is to plan the
passing orders of districts for the robots which have been
assigned tasks. At each time step, there might be multiple
tasks assigned to robots. (e number of these tasks is N and
the robots corresponding to these tasks are
Rt � r(1), . . . , r(t) (t≤ n). According to the task t(i) which
has been assigned to the robot r(i), the districts which
contain the start position and goal position of t(i) are

d(s(i))
and d(g(i))

, respectively (here s(i) and g(i) represent the
index of the corresponding district). To formally describe the
plan results, the passing order of districts for a robot r(i) is a
map o(i): N∗ ⟶ D.

In this paper, T(T ∈ N∗) is defined as the macroscopical
time, which is the independent discrete variable in the to-
pology level. With the increase of T, the robot will move
from the start district d(s(i))

to the goal district d(g(i))
. Dif-

ferent from the discrete time step, the macroscopic time
represents the temporal space and corresponds to the district
in topology level. (erefore, the change of T represents the
transfer of the robot in the topology level. And if districts
o(i)(T) and o(i)(T + 1) are different, then the corresponding
edge that robot r(i) will pass in the graph G′(V′, E′) is
defined as followsfd2:

E(i)(T) � o(i)(T), o(i)(T + 1) . (2)

In this formulation, the edge E(i)(T) represents the
transition from o(i)(T) to o(i)(T + 1), which is the moving
direction for the robot r(i). For the robot r(i) which has been
assigned the task, there is the corresponding macroscopical
time Ts(i)

and Tg(i)
when r(i) reaches the start district d(s(i))

and goal district d(g(i))
, respectively. (en, the planning

problem concerned with the districts can be formulated as
follows:

min
t

i�1


Tg(i)

T�Ts(i)

L E(i)(T)  1 + C T, E(i)(T)   s.t.
o(i) Ts(i)

  � d s(i)( ), 1≤ i≤ t,

o(i) Tg(i)
  � d g(i)( ), 1≤ i≤ t.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

Topology level
Topology

map
Global path planning on

topology map

Route level

Topological
paths

Crowdedness
of districts

Route
map

Local route planning in
each district on

route map

ν′(s)

d(s)

Figure 3: (e bi-level architecture of the algorithm.
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In this formulation of the optimization objective, L(·) is
the length of the edge E(i)(T), which is the corresponding
distance between the center of the two districts. Due to the
length difference of the edges in the graph G′(V′, E′), the
durations of passing theses edges are different. In our
problem, the length of the horizontal edge is twice that of the

vertical edge. (erefore, the duration of passing the hori-
zontal edge is twice that of the vertical edge. For the other
environment map with different layout, the same principle
applies. According to this principle, the passing order for the
robot r(i) should satisfy the following:

o(i)(T + 1) �
o(i)(T), o(i)(T − 1), o(i)(T)  ∈ Eh

′ and o(i)(T − 2)≠ o(i)(T − 1),

next district, otherwise.

⎧⎨

⎩ (4)

Based on this principle, equation (2) can be rewritten as

E(i)(T + 1) �
E(i)(T), E(i)(T − 1) ∈ Eh

′ andE(i)(T − 2)≠E(i)(T − 1),

next edge, otherwise.

⎧⎨

⎩ (5)

In the optimization objective of equation (3), C(·)

represents the crowdedness of the edge E(i)(T) at macro-
scopic time T(here we assume that o(i)(T) and o(i)(T + 1)

are different). And it is defined as follows:

C T, E(i)(T)  �
NC o(i)(T)( )(T) + NC o(i)(T+1)( )(T)

2
, (6)

where NC(o(i)(T))(T) and NC(o(i)(T+1))(T) are the normalized
crowdedness of the district o(i)(T) and o(i)(T + 1), re-
spectively. And the crowdedness of each district o(i)(T) is
denoted as C(o(i)(T))(T), which represents the number of
robots in each district at the macroscopic time T. It can be
obtained by the passing orders for each robot. Furthermore,
these values are changing dynamically since robots are
moving. (en, the method of normalization can be adopted
to calculate NC(o(i)(T))(T) and NC(o(i)(T+1))(T).

Furthermore, due to the motion uncertainty of robots
themselves, robots would not arrive at the planned district
precisely. (erefore, at eachmacroscopic time, there are
multiple robots which are assigned new tasks and need new
path planning in current warehouse environment plan, the
normalized crowdedness in equation (6) should be recal-
culated according to the distribution and passing orders of
all robots in topology level. To be specific, assuming that one
robot is located at district d(s1) and will move to district d(s2)

when there are some new tasks and the planning is needed at
the macroscopic time T, if the edge corresponding to the
transition between d(s1) and d(s2) belongs to Eh

′, then this
robot would still stay at this edge at next time (T + 1) in
equation (6). If the edge belongs to Ev

′, then this robot would
move to next edge at macroscopic time (T + 1).

(erefore, the optimization objective in equation (3)
considers the length of the edges which robots would pass
and the crowdedness of the related districts, whose aim is to
make sure that the paths of robots would not be too long and
the districts which have been planned for these robots would
not be too crowded. And this design can guarantee the
balance among different districts and efficiency of the whole
warehousing system.

(e constraints listed in equation (3) make sure that the
algorithm can plan paths for robots from their start position
to the goal position in topology level.

To solve the optimization problem in equation (3), K
shortest path planning algorithm [24] is adopted to obtain
the multiple shortest paths for each robot which needs to be
planned at the moment. According to the planned paths, the
passing order can be generated by using equations (4) and
(5). (e optimization objective can be calculated based on
the rules introduced above, and the optimal solution among
all the combinations can be selected, which contains the
information concerned with the passing order for the robots
assigned with new tasks in the topology level.

Figure 4 shows an example of the planning results in
topology level. And it can be seen that the planning results
follow the analysis above; the algorithm in the topology level
prefers to choose the paths which are shorter and less
crowded since this can minimize the optimization objective
mentioned in equation (3).

3.3. Route Level. In the bi-level architecture, when the
planning of the topology level has been finished, according
to the distribution of the robots, the planning of each district
would be conducted for the robots in this district
distributedly.

In the route level, the route map is made up of all the
feasible ways in each district. And the local route planning is
to plan the actions of all the robots in the district being
planned.

In the planning of each district, considering the motion
uncertainty of robots and the probability pu, the planning
step α is introduced that should be intuitively related to pu (α
not only refers to the planning step at each planning but also
refers to the interval between each two plannings). (e aim
of this idea is that the planning step can be adjusted dy-
namically based on pu and some redundant planning in
[11, 12] would not be needed anymore. Here, we define the
planning step as the follows:
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α � ⌊
1

pu

⌋. (7)

It can be seen from this definition that there is an inverse
relationship between the planning step S and the probability
of motion uncertainty pu. When pu gets larger, which means
that there is higher probability that robots would not follow
the previous planned path, the planning step α becomes
smaller and the algorithm would plan paths for robots more
conservatively. (e first aim of computation for probability
of motion uncertainty is to guarantee the real-time per-
formance of the planning in route level since the traditional
replanning all the paths from the current position to the goal
position. However, the planning step is dependent on the
probability of the motion uncertainty. Another aim of this is
the planning step is adjusted based on pu, which can prevent
the situation that frequent replanning might destroy the
optimized planned paths.

In the route level, the planning of each district can be
formulated as the following optimization problem:

minπ(x)
E R S(1)  + λ · R S(2)  + · · · + λ(α− 1)

R S(α)   ,

s.t.

p(i)(t)≠p(j)(t + 1), ∀i, j ∈ [1, m], i≠ j,

p(j)(t)≠p(i)(t + 1), ∀i, j ∈ [1, m], i≠ j,

p(i)(t)≠p(j)(t), ∀i, j ∈ [1, m], i≠ j.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(8)

In the formulation of this optimization objective, π(x)

represents one policy and there are k policies which are
π(1), π(2), . . . , π(k). Each policy contains the information
concerned with actions of the robots at each time step in the
district. And for each policy, π(x) � (π(x),(1),

π(x),(2), . . . , π(x),(α)) where π(x),(1) indicates the policy at the
first time step for all the robots in the district being planned.
And π(x),(1) � (πr(1)

(x),(1), π
r(2)

(x),(1), . . . , πr(m)

(x),(1))(m≤ t) where
πr(1)

(x),(1) indicates the policy at the first time step for the robot
r(1) and m is the number of the robots located in the district
being planned. And πr(1)

(x) � (πr(1)

(x),(1), π
r(1)

(x),(2), . . . , πr(1)

(x),(α))

represent the α step policy of r(1).
E(·) indicates the expectation of the reward which is

similar to that of MDP. (e aim of designing this objective
function is that this can obtain the probabilistic optimal
solution since there exists motion uncertainty of robots.
λ(0< λ< 1) is the discount factor. λ has relationship with pu

as equation (9). (e aim of equation (9) is that the discount
factor can be adjusted dynamically based on and when is
high; the long-term reward is not reliable anymore and the
path planning based on MDP is concerned more on the
optimization of total short-term reward.

S(1), . . . , S(α) represents the state from the start time step
when the current district needs to be planned to the time step
which is (α − 1) time steps after the start time step. And for
S(1), it contains states for all the robots in the district, which
means that S(1) � (s

r(1)

(1) , s
r(2)

(1) , . . . , s
r(m)

(1) ). (e state s
r(1)

(1) indi-
cates the state for the robot r(1) after the action πr(1)

(1),(1) is
taken. R(·) defines the reward for each state based on the
distribution of the robots in the corresponding district.

λ � 1 − pu. (9)

(erefore, according to the Markov decision process in
[8], the optimization objective in equation (8) implies the
expectation of the rewards for the state from the start time
step to after (α − 1) time steps. And it can be rewritten as
follows:

minπ(x)
E R S(1)  + λ · R S(2)  + · · · + λ(α− 1)

R S(α)   � minπ(x)


α

q�1
λ(q− 1)



S(q)
′

PS(q−1)π(x),(q−1)

S(q)
′  · R S(q)

′ 
⎛⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎠, (10)

Figure 4: Illustration of the planning result in topology level. Red
squares represent the robots which need to be planned. Green
squares represent the other robots. (e red line shows the planned
passing order for each robot assigned with new task. According to
the number of robots, the grey shade implies the crowdedness of
each district. (e fewer the number of robots, the lighter the color.
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where S(q)
′ indicates the possible state after the action

π(x),(q−1) is taken at the state S(q−1) since there exists the
motion uncertainty of robots, R(S(q)

′ ) represents the reward
of the robots in this district at the state S(q)

′ , and
PS(q−1)π(x),(q−1)

(S(q)
′ ) is the probability that the state of robots in

this district would turn to S(q)
′ when the action π(x),(q−1) is

taken at the state S(q−1). (e probability can be calculated as
follows:

PS(q−1)π(x),(q−1)

S(q)
′  � 

m

j�1
P

s
r(j)

(q−1)
,π

r(j)

(x),(q−1)

s
r(j)
′

(q) , (11)

where s
r(j)
′

(q−1)is the state of the robot r(j) after the action
πr(j)

(x),(q−1), is taken at state s
r(j)

(q−1) and P
s

r(j)

(q−1)
,π

r(j)

(x),(q−1),

(s
r(j)
′

(q)) is the
probability that the state of the robot r(j)will change into s

r(j)
′

(q)

after the action πr(j)

(x),(q−1)is taken at state s
r(j)

(q−1). And this
probability is dependent on the motion uncertainty and can
be represented as follows:

P
s

r(j)

(q−1)
,π

r(j)

(x),(q−1)

s
r(j)
′

(q)  �

pu, πr(j)

(x),(q−1)
� move and r(j) stays still,

1 − pu, π
r(j)

(x),(q−1) � move and r(j) moves,

1, π
r(j)

(x),(q−1) � waiting.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

For the reward R(S(q)
′ ) of the policy π(x), it is related to

the crowdedness of the district and the distances among
robots in the district, which can be defined as follows:

R S(q)
′  � Cd(x)

′ · ε · 

m

h�1
value s

r
(h)′

(q) ),⎛⎝ (13)

where Cd(x)
′ is the normalized crowdedness of the district

being planned when the policy π(x) is taken. And the
crowdedness Cd(x) of the district being planned can be
calculated as follows:

Cd(x) �
m


m
i�1 

m
j�1 distance(i)(j)

, (14)

where distance(i)(j) is the distance between r(i) and r(j) at
state S(q)
′ . (en, the crowdedness Cd(x) needs to be nor-

malized by using the principle of the softmax according to
the following formula:

Cd(x)
′ �

eCd(x)


k
h�1 eCd(h)

. (15)

In equation (13), value(s
r

(h)′

(q))indicates the value of the
robot r(h) at state s

r
(h)′

(q). It is defined as the distance between
the robot r(h)and the next district which r(h)heads to since
the passing order has been planned in the topology level.(e
rule for calculating this distance is based on the Manhattan
distance.

To avoid the conflicts amongmultiple robots, the factor ε
is introduced. And ε in equation (13) is defined as follows:

ε �

∞, p(i)(t) � p(j)(t + 1), p(j)(t) � p(i)(t + 1) orp(i)(t) � p(j)(t), ∃i, j ∈ [1, m],

e1/ 1− pu( ), p(i)(t) � p(j)(t), ∃i, j ∈ [1, m],

1, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(16)

It can be seen from equation (16) that when there would
be a conflict between robot r(i) and r(j), ε is set at∞. When a
robot would move to the location at next time step where
another robot is staying at for now, then ε is set at e1/(1− pu).
Otherwise, ε is set at 1.

According to equations (13) to (16), the first aim of this
design is to prevent that each district would be too crowded
since this would cause the coordination space to be too small,
which means that once there happens motion uncertainty in
some robots, it would be hard for the algorithm to find the
solution and the system efficiency would be decreased. An-
other aim for the set of ε is to prevent the conflicts and make
sure that one robot would not choose the action which might
cause it to be next to another one. And this is beneficial for the
motion coordination of robots since the motion uncertainty
of one would cause it to still stay at the previous location,
which increases the probability of the conflicts.(erefore, this
setting can decrease the probability of the situation like that.

To solve the optimization problem in equation (8), the
policy set π needs to be generated in the district and the

policy with the minimum objective would be selected as the
solution. And the principle for the candidate action set of the
policies is that robots would not be far away from the next
district after taking this action.(ere are two benefits for this
principle. Firstly, the farther the distance from the next
district, the larger the objective function in equation (8).
Secondly, due to the introduction of this principle, the
candidate actions will decrease, which can in turn lower the
computational complexity. According to above principle,
there are two kinds of candidate action sets when robot is in
different locations of each district:

(1) When robot is in any location of district and not
coming into the boundary, the candidate action set
of robot is denoted as left, up, still . (e action left
means that robot drives to the other side of two-way
street at next time step, up means that robot follows
current side of street, and still means that robot stays
still at next time step. For example, in Figure 5,
robots r(1) and r(3) are in the district and not coming
into boundary at next time step. (erefore, their
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candidate action set includes left, up, and still as
orange arrows show. And as shown in Figure 5, the
boundary between two districts is defined as an area
composed of four grids, and one half of the boundary
belongs to one district and the other belongs to the
neighboring district. Considering that path planning
in the route level is conducted separately in each
district, robot should only follow one direction (drive
to the right) in the process of traversing the boundary
to the neighboring district, for avoiding the conflict.

(2) When robot is in the boundary of district or coming
into the boundary, the candidate action set of robot is
denoted as up, still  or left, still{ } according to the
rule that robot should only drive to the right in the
process of traversing the boundary. For example,
robot r(2)in Figure 5 is coming into the boundary at
next time step and its candidate action set is left, still{ }

which means that it needs to drive to the right side of
two-way street firstly. r(4) and r(5) are in the
boundary and their candidate action set is up, still .

According to the above candidate action set, the gen-
eration process of robot r(i) and policy πr(i)

(q) is shown in
Figure 6. And it can obtain multiple policies for each robot.
(en, π can be generated with the combination of multiple
policies of each robot in the district.

4. Discussion and Analysis

4.1. Conflict Avoidance. In this paper, we propose a bi-level
path planning algorithm. (e architecture of the proposed

method is divided into topology level and route level. And in
the topology level, the passing order of districts is planned
for robots. (ere is no conflict in topology level because the
districts are allowed to traverse for multiple robots at the
same time.(erefore, the conflict avoidance of the proposed
algorithm in the paper mainly depends on whether or not it
could plan conflict-free path in route level. And we try to
prove it in the following proposition.

Proposition 1. 2e path planning in route level could plan
conflict-free paths for all robots in the district.

Proof. In route level of the proposed method, the path for
robots in the district is planned for many times and α steps
with MDP at each time. (erefore, we try to use mathe-
matical induction to prove the conflict-free path can always
be planned by the proposed method in the district at each
time. And we firstly describe some symbols of some variables
to facilitate the expression of proof.

For any district d(s) ∈ D with m robots, the route map
can be denoted as Gp(Vp, Ep). And robots in the district can
be denoted as Rp � r(1), . . . , r(m) . nrerepresents the nreth
path planning in each district. In the nreth planning: the
beginning of time step is denoted as tnre

, and the planning
step is α. (e solution with MDP is πnre

and planned path of
πnre

for any robot r(i) is [p(i)(tnre
), p(i)(tnre

+ 1), . . . , p(i)

(tnre
+ α)]. (e proof detail is as follows:

(a) Firstly, when nre � 1, prove that the path planning is
conflict-free:
At the first time of path planning, robots are leaving
the boundary in each district. (ese robots of each
district are heading to different directions and lo-
cated in the different sides of two-way street in the
map. (erefore, there always exists one solution π1
that makes sure that all robots go on with their
current side of two-way street in the α time steps and
no robots from the opposite direction run in the
same side of two-way street. And the planned paths
for robots meet equation (17). It can be concluded
that reward of the above solution π1 according to
equation (16) will not be∞ and π1could be feasible
solution of the optimization objective, which could
prove that the proposed method could plan conflict-
free path for all robots when nre � 1.

p(i)(t)≠p(j)(t + 1) andp(j)(t)≠p(i)(t + 1), ∀i, j ∈ Rp, tnre
≤ t≤ tnre+1,

p(i)(t)≠p(j)(t), ∀i, j ∈ Rp, tnre
≤ t≤ tnre+1.

⎧⎨

⎩ (17)

(b) Secondly, when nre � k1, suppose that the planned
path in the k1th planning is conflict-free and prove

the planned path in the (k1 + 1)th planning is also
conflict-free:

4
2

31
5

Boundary

Figure 5: Illustration of the candidate actions. Green squares
represent the robots in the district. (e blue arrow indicates the next
district where these robots are heading to. (erefore, the orange
arrows for each robot represent the candidate actions they can take.
Besides the actions represented by these orange arrows, staying still is
also included in the candidate actions for each time step.

8 Complexity



Considering that the path planning in the k1th
planning is conflict-free, the ending location
p(i)(tk1

+ α) of planned path for any robot r(i) ∈ Rp

satisfies equation (17), which means that there does
not exist the situation of direction conflict and lo-
cation. On the other hand, the ending location
p(i)(tk1

+ α) of the k1th path planning is equivalent
to the beginning location p(i)(tk1+1) of the (k1 + 1)th
path planning. If there exists v1i, v2i ∈ Rp where v1i

represents the next location from with the action of
going up and v2i represents the next location from
p(i)(tk1+1) with the action of going left, equation (18)

can be concluded. It means that each robot r(i)can go
left or up without conflict with other robots.
(erefore, it can construct a candidate solution πk1
that makes robots heading to the same direction run
in the same side of two-way streets in the α steps of
path. And when robots heading to the different
direction run in the same side of two-way street, the
planned path will not have conflict with other robots.
(erefore, it can be proved that the planned path in
the (k1 + 1)th planning is conflict-free.

p(h) tnre
 ≠ v2i, ∀h ∈ Rp and h≠ i if p(j) tnre

  � v1i,∃j ∈ Rp and j≠ i,

p(h) tnre
 ≠ v1i, ∀h ∈ Rp and h≠ i if p(j) tnre

  � v2i,∃j ∈ Rp and j≠ i,

⎧⎪⎨

⎪⎩
(18)

and when robots go to the boundary in the last time
planning, considering that the robots always follow one
direction when they are coming into boundary or traversing
on the boundary, the district-distributed way of the pro-
posed method in route level will not have conflict between
robots from different districts.

To summarize, there always would be conflict-free so-
lution for path planning in the route level with the proposed
method. □

4.2. Optimization. For a multirobot system with each robot
subject to uncertainty, directly computing the optimal so-
lution is very difficult and it must recompute many times
during the running of robots. (erefore, it is hard to directly
prove the optimization or near optimization. In this section,
we will discuss the optimization of the proposed method.
Considering that the architecture of proposedmethod in this
paper is divided into two levels and paths are planned
separately, we discuss the optimization of proposed method
from following two parts:

(1) For path planning in topology level: in the topology
level, the optimal orders of districts for all robots can
be obtained and the reason is as follows. Firstly, K
shortest path planning algorithm [24] is adopted to
obtain the multiple orders of passing districts for
each robot. And combinations of orders of passing
districts among robots can be generated. When K is
large enough, all possible combinations of orders of
passing districts can be obtained. Secondly, equation

(3) is put up with in the topology level, which aims to
minimize the corresponding distance between the
center of the two districts and total crowdedness
between districts among all the robots assigned with
new tasks. And above optimization objective can be
calculated based on all possible combinations of
orders of passing of districts for robots.

(2) For path planning in route level: the proposed
method takes path planning for all robots in each
district for many times and plans paths of α steps for
the robots at each time until all robots leave the
district. So, it is difficult to directly prove the opti-
mization. In this part, we compare above method
with existing method in [8] to discuss the optimi-
zation of the proposed method. Similar to the pro-
posed method, the existing method also takes path
planning in each district for many times. (e dif-
ference is that at each time planning, the existing
method plans the path of static αglobal steps with the
MDP method and executes the first α steps of them.
(e optimization objective is shown in equation (19).
αglobal can make sure that the destination of planned
path is the location where robots are leaving from the
current district. In the existing method in [8], α is
also intuitively related to pu following equation (7).
(e existing method in [8] has proved the
optimization.

minπ(x)


α

q�1
λ(q− 1)



S(q)
′

PS(q−1)π(x),(q−1)

S(q)
′  · R S(q)

′ ⎞⎠ + 

αglobal−α

q�1
λ(α+q− 1)



S(q)
′

PS(q−1)π(x),(q−1)

S(q)
′  · R S(q)

′ ⎞⎠.⎛⎜⎜⎜⎜⎝⎛⎜⎜⎜⎜⎝ (19)

For discussing the optimization of proposed method, we
try to discuss the similarity of first α steps for solution at each

time planning compared with existing method in [8] in the
following two situations:
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(a) When the motion certainty probability pu is low
(pu ≤ 0.2):
In this situation, α is close to αglobal according to (7).
And it is obvious that the first α steps of solution
from the proposed method and existing method in
[6] are close to the same. For example, Figure 7
shows a situation where three robots are located at
different states, and Table 1 shows the different
solutions of path planning for the situation in Fig-
ure 7 using above two methods when pu is different
(αglobal is set to 10 for the existing method in [8]). As
shown in Table 1, when pu is 0.1 or 0.2, first α steps of
the proposed method are the same as the existing
method in [6].

(b) When the motion certainty probability puis high
(pu > 2):
In this situation, consider that both the proposed
method and existing method in [8] choose the
MDP method where the discount factor λ exists in
optimization objective and has relationship with
pu according to equation (9). (erefore, when pu is
high, λα in (19) will be lower. (is means the last
(αglobal − α) steps of solution have little influence
on the computation for equation (19). And in this
situation, the first α steps of the proposed method
are close to the existing method in [6]. For ex-
ample, in Table 1, when α is close to αglobal
according to (19), it is obvious that the solution
from the proposed method is close to first α steps
of solution from the existing method in [8]. Fig-
ure 7 shows a situation where three robots are
located at different states, and Table 1 shows the
different solutions of above two methods when pu

is different. As shown in Table 1, in the example of
Figure 7, when pu is 0.4 or 0.5, although the so-
lution of above two methods is not exactly the
same, the solution from the proposed method is

close to the first α steps of solution from the
existing method in [8].

5. Simulation Result and Analysis

In order to evaluate the proposed method, simulations were
implemented under the Matlab environment with Intel
3.60GHz Core i7-4790U CPU and 8G RAM. (e map of
warehouse is shown in Figure 1.

(e motion uncertainty pu ranges from 0 to (1/2) to
simulate the situations under different motion modes. (e
number of robots is set at 10, 20, 30, 40, and 50. (e number
of tasks is 1000.

(e makespan, number of planning steps, and compu-
tation time are contrasted with those of the existingmethod in
[21, 22] under a different number of robots. And for the
existing method in [21, 22], the probability corresponding to
the disturbance intensity whether during the following second
the robot will be prevented from moving is set to pu and the
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Left

Left

Left

Left

Up

Up

Up

Up

Up

Up

Up

Still

Still Still

Still Still

Still

StillStep 1

Step 2

Step α

π(q)
r(i)

π(q),(1)
r(i)

π(q),(2)
r(i)

π(q),(α)
r(i)

Figure 6: Generation of policy πr(i)
(q) for r(i)in each district. Assuming that the candidate actions in each district include left, up, and still,

the generation of policy πr(i)
(q) for robot r(i) is shown in this figure. In this tree structure, different level of branches corresponds to

different steps. Each circle represents the action for r(i) in the district at the corresponding time step. For example, the action left means
that all the robots in the district should go left. A complete policy πr(i)

(q) from the first time step to the αth time step is illustrated in the blue
box. Multiple policies for each robot can be generated from this tree structure.

ν3 ν6

ν7 ν9

ν10 ν11

ν4

ν8ν5

ν1

ν2

2

31

Figure 7: Illustration of the example of trying to plan path for three
robots in the district. (e original location of robots is shown in the
figure. And the blue arrow indicates the next district where these
three robots are heading to. v1 ∼ v11 represent different locations
in the district and v6 is the destination where robots are leaving
from the current district.
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lower bound which represents the best possible travel time is
set to the shortest distance from start to end for each robot.
(e average of 20 repeated simulations is shown in Tables 2–4.
(e tasks have been generated before simulations.

5.1. Makespan. Table 2 shows the simulation results of
average makespan of the existing method and the proposed
method. Standard deviations are also shown in Table 2.
Decrease percentage of makespan (the last column in
Table 2) is calculated according to the following formula:

decrease percentage �
makespan1 − makespan2

makespan1
× 100%,

(20)

where makespan1 andmakespan2 represent the makespan of
the existing method in [21, 22] and the proposed method,
respectively. Graphical summaries of simulation results of
makespan are shown in Figure 8.

5.1.1. Average Time. Compared to the existing method in
[21, 22], it can be seen that the proposed method in this paper
effectively decreases themakespan.When the number of robots
is relatively small, the decrease percentage is low because the
robots are located sparsely in the warehouse environment and
the motion uncertainties of robots would not influence too
many other normal robots, which means that most of the
normal robots could still follow the previous planned paths. As
the number of robots increases, the decrease percentage of
makespan is greatly improved because the number of influ-
enced robots would increase further, which means that the
proposed method would replan to find more optimal paths
based on the probability pu for more robots to avoid robots
which are in the motion uncertainty. Under this circumstance,
by combining MDP, redundant waiting of the method in
[21, 22] is not necessary. When the value of pu increases, the

proposed method could still improve the system efficiency and
has a smaller variance compared to the existing method in
[21, 22]. (e percentage of decrease can be up to 27.9% when
the number of robots is 50 and pu is 0.5.

5.1.2. Variance. Compared to the existing method in
[21, 22], the variance of the proposed method is smaller.
Furthermore, with the increase of the number of robots, the
variance in the results of the proposed method increases less
than that of the existing method in [21, 22]. (e comparison
between the results of the proposed method and the existing
method in [21, 22] means that the proposed method has less
randomness and is more stable. (e reason is that the
method in this paper would optimize paths of all the robots
depending on the probability pu.

In the proposed method, unlike the existing method in
[21, 22] that would solve the problem of motion uncertainty
through a waiting strategy, the proposed method to coor-
dinate paths of robots under motion uncertainties adopts the
strategy of replanning new paths to choose the probabilistic
optimal solution. (erefore, when motion uncertainty hap-
pens, all the normal robots would follow the paths that could
reach the destination as soon as possible from the global view
instead of adopting the strategy of going forward and waiting.
(erefore, compared to the existing methods in [21, 22], the
decrease of the efficiency induced by the motion uncertainties
could be lowered. In this way, the efficiency of the whole
system could be improved whenmotion uncertainties happen
by adopting the proposed method. Compared to the existing
methods, the efficiency could be increased, which is beneficial
for the overall running of the system.

5.2. Number of Planning Steps. Percentage of planning
(listed in Table 2) is calculated according to the following
formula:

Table 1: (e solution of path planning for three robots which are in different locations as shown in Figure 7.

(e solution of the proposed method (e first α−step solution of the existing method in [8]

pu � 0.1
α � 10
λ � 0.9

r(1): (v0, up), (v2, up), (v5, left), (v4, up)

(v7, left), (v6, left)
r(2): (v12, up), (v9, up), (v7, left), (v6, left)

r(3): (v13, up), (v11, up), (v10, left), (v8, still)
(v8, left), (v7, left), (v6, left)

r(1): (v0, up), (v2, up), (v5, left), (v4, up)

(v7, left), (v6, left)
r(2): (v12, up), (v9, up), (v7, left), (v6, left)

r(3): (v13, up), (v11, up), (v10, left), (v8, still)
(v8, left), (v7, left), (v6, left)

pu � 0.2
α � 5
λ � 0.8

r(1): (v0, up), (v2, up), (v5, left), (v4, up)

(v7, left)
r(2): (v12, up), (v9, up), (v7, left), (v6, up)

r(3): (v13, up), (v11, up), (v10, left), (v8, still)
(v8, left)

r(1): (v0, up), (v2, up), (v5, left), (v4, up)(v7, left)
r(2): (v12, up), (v9, up), (v7, left), (v6, up)

r(3): (v13, up), (v11, up), (v10, left), (v8, still)
(v8, left)

pu � 0.3
α � 3
λ � 0.7

r(1): (v0, up), (v2, up), (v5, up)

r(2): (v12, up), (v9, up), (v7, left)
r(3): (v13, up), (v11, up), (v10, left)

r(1): (v0, up), (v2, up), (v5, up)

r(2): (v12, up), (v9, up), (v7, left)
r(3): (v13, up), (v11, up), (v10, left)

pu � 0.4
α � 3
λ � 0.6

r(1): (v0, up), (v2, up), (v5, up)

r(2): (v12, up), (v9, up), (v7, left)
r(3): (v13, up), (v11, up), (v10, left)

r(1): (v0, up), (v2, up), (v5, left)
r(2): (v12, up), (v9, up), (v7, left)

r(3): (v13, up), (v11, up), (v10, left)
pu � 0.5
α � 2
λ � 0.5

r(1): (v0, up), (v2, up)

r(2): (v12, up), (v9, up)

r(3): (v13, up), (v11, up)

r(1): (v0, up), (v2, up)

r(2): (v12, up), (v9, up)

r(3): (v13, up), (v11, up)
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planning percentage �
Nre

makespan
× 100%, (21)

where Nre and makespan represent the number of planning
and the makespan of corresponding method, respectively.
(e makespan of each method is given in Table 2. Graphical
summaries of simulation results of planning percentage are
shown in Figure 9. It can be seen from Table 3 that the
percentage of planning of the proposed method is much
more smaller than that of the method in [21, 22]. It has to
plan at each time step since themethod of [21, 22] is a kind of
reactive method. (erefore, the percentage is 100%. On the
contrary, the proposed method in the route level would only
plan when robots have finished the path of planning step α
or when the motion uncertainty happens. (erefore, the
percentage of planning would decrease, compared with the
existing methods in [21, 22].

Another conclusion we can get from Table 3 is that when
the probability pu is small, the percentage reduction com-
pared with the method in [21, 22] is larger and when the
probability pu increases, the percentage reduction becomes
smaller. (e reason for this is that when pu is small, there
would not be too many time steps when motion uncer-
tainties happen, which means that there would not be too
many time steps when planning is needed. (erefore, the
percentage of planning is relatively small, which causes the
percentage reduction to be larger. When pu becomes larger,
the time steps when motion uncertainties happen become
more, which causes more planning. (erefore, the per-
centage of planning increases, which causes the percentage
reduction to be smaller. However, it is noteworthy that even

if the percentage of planning becomes larger when
puincreases, the percentage of the proposed method is still
fewer than that of the method in [21, 22].

5.3. Computation Time. Table 4 shows the average of the
computation time under different pu. (e statistics in the
table demonstrate that the proposed method could satisfy
the requirement of the real-time performance. (e reason
that the proposed method is higher than that of the existing
method in [21, 22] is that the existing method only plans for
the next time step while the proposed method needs to plan
the whole path to the destination. (erefore, the compu-
tation of the proposed method would be larger than that of
the existing method. However, as shown in Figure 10, the
trend of computation time is more close to linear rela-
tionship for the proposed method and increasing speed will
reduce slowly with robot number increasing. On the other
hand, even if the computation time is somewhat larger, the
proposed method could still plan conflict-free paths for all
the robots in real time, which can be applied for the lifelong
scheduling in warehouses.

(e real-time performance of the bi-level probabilistic
path planning algorithm for multiple robots with motion
uncertainty is guaranteed by the bi-level planning archi-
tecture and the distributed planning in each district. (e
topology level would plan the passing orders of districts for
all robots assigned with tasks and the path planning is
conducted in each district for route level. (e planning in
each district only needs to take the actions of the current
district being planned into consideration. (erefore, the

Table 2: Simulation results in a warehouse environment of 50× 34 4-neighbor grids: makespan (standard deviation).

pu Robot number Existing method in [21, 22] Proposed method Decrease percentage (%)

0.1

10 19794.5 (272.4) 19022.4 (187.1) 3.9
20 13582.6 (285.6) 12210.8 (193.5) 10.1
30 11394.5 (294.2) 9297.9 (203.8) 18.4
40 9019.3 (314.8) 7044.1 (209.4) 21.9
50 7768.4 (332.9) 5818.5 (216.7) 25.1

0.2

10 22956.7 (280.4) 22061.4 (193.5) 3.9
20 15636.6 (290.1) 14041.7 (199.4) 10.2
30 13103.2 (301.5) 10666.1 (204.5) 18.6
40 9019.3 (317.6) 8702.4 (210.4) 22.2
50 9587.2 (334.9) 7123.3 (220.7) 25.7

0.3

10 25895.6 (287.5) 24859.8 (197.2) 4.0
20 16879.3 (298.4) 15140.7 (200.1) 10.4
30 14374.5 (309.7) 11657.7 (208.7) 18.9
40 12287.3 (338.6) 9510.4 (218.5) 22.6
50 10625.4 (344.8) 7820.4 (229.5) 26.4

0.4

10 28190.4 (294.1) 27034.6 (196.5) 4.1
20 18724.5 (302.6) 16777.2 (200.4) 10.4
30 16394.6 (315.3) 13246.8 (206.8) 19.2
40 14274.8 (334.7) 10991.6 (218.5)) 23.0
50 12463.4 (354.7) 9085.8 (230.5)) 27.1

0.5

10 31852.4 (300.6) 30514.6 (199.2) 4.2
20 19952.6 (310.9) 17857.6 (201.5) 10.5
30 17365.4 (325.6) 13979.1 (208.7) 19.5
40 15284.7 (344.8) 11692.8 (221.8)) 23.5
50 13561.2 (356.3) 9777.6 (231.5) 27.9
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Table 3: Simulation results in a warehouse environment of 50× 34 4-neighbor grids: number of planning (standard deviation).

pu Robot number Existing method in [21, 22] Planning percentage (%) Proposed method Planning percentage (%)

0.1

10 19794.3 (272.4) 100 2587.0 (102.4) 13.6
20 13582.6 (285.6) 100 1721.7 (104.1) 14.1
30 11394.5 (294.2) 100 1348.2 (107.3) 14.5
40 9019.3 (314.8) 100 1056.6 (109.9) 15.0
50 7768.4 ( 332.9) 100 907.7 (112.6) 15.6

0.2

10 22956.7 (280.4) 100 5405.0 (104.3) 24.5
20 15636.6 (290.1) 100 3510.4 (106.4) 25.0
30 13103.2 (301.5) 100 2815.9 (109.6) 26.4
40 11185.6 (317.6) 100 2427.9 (112.1) 27.9
50 9587.2 (334.9) 100 2108.5 (115.9) 29.6

0.3

10 25895.6 (287.5) 100 8825.2 (106.5) 35.5
20 16879.3(298.4) 100 5708.1 (108.5) 37.7
30 14374.5 (309.7) 100 4558.2 (110.8) 39.1
40 12287.3 (328.6) 100 3937.3 (113.4) 41.4
50 10625.6 (344.8) 100 3456.6 (116.5) 44.2

0.4

10 28190.4 (294.1) 100 12544.1 (108.6) 46.4
20 18724.5 (302.6) 100 8170.5 (110.7) 48.7
30 16394.6 (315.3) 100 6861.8 (113.6) 51.8
40 14274.8 (334.7) 100 6034.4 (116.8) 54.9
50 12463.4 (354.7) 100 5324.3 (119.9) 58.6

0.5

10 31852.4 (300.6) 100 17728.9 (110.3) 58.1
20 19952.6 (310.9) 100 10750.3 (112.9) 60.2
30 17365.4 (325.6) 100 8764.9 (115.6) 62.7
40 15284.7 (344.8) 100 7647.1 (118.4) 65.4
50 13561.2 (356.3) 100 6736.8 (122.4) 68.9

Table 4: Simulation results in a warehouse environment of 50× 34 4-neighbor grids: computation time (standard deviation).

pu Robot number Existing method in [21, 22] Proposed method

0.1

10 0.0015s (0.000154) 0.0083s (0.000356)

20 0.0021s (0.000202) 0.1287s (0.000391)

30 0.0026s (0.000283) 0.2176s (0.000514)

40 0.0033s (0.000362) 0.3025s (0.000698)

50 0.0041s (0.000451) 0.3786s (0.000824)

0.2

10 0.0016s (0.000156) 0.0041s (0.000322)

20 0.0022s (0.000209) 0.095s (0.000371)

30 0.0027s (0.000291) 0.1756s (0.000432)

40 0.0034s (0.000369) 0.2476s (0.000599)

50 0.0042s (0.000468) 0.3012s (0.000774)

0.3

10 0.0017s (0.000162) 0.0029s (0.000316)

20 0.0023s(0.000218) 0.0523s (0.000354)

30 0.0028s (0.000401) 0.1026s (0.000407)

40 0.0035s (0.000379) 0.1424s (0.000558)

50 0.0043s (0.000481) 0.1672s (0.000732)

0.4

10 0.0019s (0.000171) 0.0026s (0.000301)

20 0.0025s (0.000226) 0.0278s (0.000334)

30 0.0030s (0.000311) 0.0478s (0.000386)

40 0.0037s (0.000397) 0.0623s (0.000514)

50 0.0045s (0.000492) 0.0745s (0.000702)

0.5

10 0.0021s (0.000178) 0.0021s (0.000289)

20 0.0027s (0.000235) 0.0312s (0.000318)

30 0.0032s (0.000323) 0.0558s (0.000371)

40 0.0039s (0.000398) 0.0797s (0.000501)

50 0.0047s (0.000506) 0.0976s (0.000688)
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Figure 8: Decrease percentage of average makespan in a warehouse environment of 50× 34 4-neighbor grids.
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Figure 9: Planning percentage in a warehouse environment of 50× 34 4-neighbor grids. (a) pu � 0.1. (b) pu � 0.2. (c) pu � 0.3. (d) pu � 0.4.
(e) pu � 0.5.
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number of planning depends on pu, which means that the
computation is adjusted by pu.

6. Conclusion

For improving the system efficiency when there are motion
uncertainties among robots in the warehouse environment,
this paper proposes a bi-level probabilistic path planning
algorithm. In the proposed algorithm, the map is parti-
tioned into multiple interconnected districts and the ar-
chitecture of proposed algorithm is composed of topology
level and route level generating from above map: in the
topology level, the district crowdedness is taken into
consideration to optimize the passing orders of districts
and achieve the district equilibrium; in the route level, path
planning is conducted in each district with a MDP-based
probabilistic method, where the planning step is related to
the probability of the motion uncertainty to improve the
efficiency and guaranteeing the real-time performance.

Furthermore, the conflict avoidance of designed algorithm
is proved and optimization is discussed. (e simulation
results validate that the designed algorithm can improve
the system efficiency and the percentage can be up to 27.9%
in the designed warehouses environment of this paper,
which also accords with optimization discussion. It can be
also seen that the number of planning has been reduced to a
large extent.

Our future work will involve the further optimization of
paths by taking the interaction of flow among different
districts into consideration since the actions are only ob-
tained by the distributed planning in each district. Another
aspect is that the real experiments are needed to verify the
effectiveness of the proposed method.

Data Availability

(e source code and simulation data of the proposed
method and compared method in [18, 19] are available
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Figure 10: Computation time in a warehouse environment of 50× 34 4-neighbor grids. (a) pu � 0.1. (b) pu � 0.2. (c) pu � 0.3. (d) pu � 0.4. (e)
pu � 0.5.
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from the corresponding author upon request. (ey can
also be found at https://github.com/SourceCode2020/Bi-
level_Probabilistic_Path_Planning_Algorithm.
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A distributed fuzzy adaptive control with similar parameters is constructed for a class of heterogeneous multiagent systems.
Unlike many existing works, the dimensions of each multiagent dynamic system are considered to be nonidentical in this paper.
Firstly, similar properties for different dimensions of multiagent systems are introduced, and some similar parameters among
multiagent systems are also proposed. Secondly, a distributed fuzzy adaptive control on the basis of similar parameters is designed
for the consensus of leader-follower multiagent systems. Following the graph theory and Lyapunov stability approach, it is
concluded that UUB (uniformly ultimately bounded) of all signals in the closed-loop system can be guaranteed, and the consensus
tacking error converges to a small compact zero set. Finally, a simulation example with different dimensions is provided to
illustrate the effectiveness of the proposed method.

1. Introduction

Multiagent systems have been widely utilized in various
fields such as remedial actions [1, 2], social engineering
systems [3], satellites engineering [4], and robots co-
operative [5, 6]. More and more researchers inclined to
design the fundamental collective controls for multiagent
systems to make sure that the consensus or synchronization
of leader-follower can be guaranteed, and many excellent
controls for linear and nonlinear multiagent systems were
proposed in recent years [7–10]. Generally speaking, the
main work in designing controls is that all agents in the
entire dynamic network must reach an agreement, and the
information of each agent only can be shared locally. Un-
fortunately, in lots of actual engineering systems, uncertain
nonlinear components existed such as electrical control
systems and mechanical control systems; hence, it is
a challenge to project appropriate control with limited
information.

Fuzzy logic system (FLS) and neural network (NN) are
two universal approximations to compensate uncertain
terms in all sorts of complexity fields [11–15], and a great
quantity of corresponding research works was derived by

scholars [16–21]. For example, aiming at the high-order
multiagent systems with unknown nonlinearities in [22], an
observer-based distributed fuzzy adaptive control was
designed to deal with the unknown nonlinear functions. For
a class of strict feedback form of multiagent systems, a novel
event-triggered control was presented for the consensus
tracking in [23]. Adaptive NN event-triggered control plan
was investigated for the nonstrict feedback multiagent
systems with sensor faults and input saturation in [24]. In
[25], a fuzzy observer was designed to evaluate the un-
measurable states of nonlinear multiagent systems, and an
event-triggered control approach was studied to make the
followers synchronize with leader’s trajectory. However,
these existing results only researched on the identity of each
agent, which means that the states of every agent have same
dynamical behaviors [22–25]. In order to break this limi-
tation, different dynamic behaviors of each agent that can be
called as heterogeneous multiagent systems have been
studied [26–28]. For instance, a distributed adaptive fuzzy
control combining with the backstepping technique was
addressed for a class of second-order heterogeneous mul-
tiagent systems in [29]. In [30], the output consensus of
multiagent systems was guaranteed by using the devised
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fuzzy adaptive control. A robust consensus protocol was
designed for essential heterogeneous multiagent systems in
[31]. In order to ensure the consensus of heterogeneous
multiagent systems, a distributed proportional integral
control based on sufficient conditions was derived in [32]. It
should be noted that the proposed control schemes in
[8, 10, 26–28] were only valid for linear multiagent systems.
(ese abundant research achievements provided well
guidance for some new design algorithm controls of het-
erogeneous multiagent systems. Nevertheless, the di-
mensions of every agent are completely congruent in these
literatures [8, 26–32], and the raised control schemes will be
invalided to settle the consensus or synchronization of
multiagent systems with different dimensions. Conse-
quently, it is necessary to exploit other original control
approaches to tackle the consensus of multiagent systems
with distinct dimensions.

Motivated by the similar properties of large-scale sys-
tems in [33–38], the definition of similar nodes was in-
troduced for large-scale composite systems with different
dimensions, and some effective controls with similar pa-
rameters were addressed. From the viewpoint of mathe-
matics, every agent can be defined as a series of nodes in
a network; hence, the character of similar nodes in these
excellent research works can be drawn to develop consensus
control with similar parameters.

(is paper attempts to investigate a novel consensus
fuzzy adaptive control for a class of multiagent systems
with different dimensions, in which the dimensions of each
agent are unequal, and the similar parameters of agents are
used for devising consistency control. Compared to recent
existing works on the consensus of heterogeneous mul-
tiagent systems, the principal contributions are three as-
pects: first, the dimensions of follower systems are
different with the dimensions of leader, and the similar
definition among multiagent systems is explored. Second,
a distributed fuzzy adaptive control methodology with
similar parameters is provided. Last, the control matrix
gain can be solved by the condition of proposed linear
matrix inequality (LMI).

(e remaining parts of this paper are organized as
follows. Interaction topology, the property of similar
composite structure, and FLS are displayed in Section 2.
Section 3 presents the fuzzy adaptive control and stability
analysis. A simulation example is given for the consensus of
multiagent system with nonidentical dimension in Section 4.
Finally, Section 5summarizes conclusions.

(roughout this paper, the following notations are hired.
Rn×n denotes the n × n dimensional Euclidean space;
diag A1 A2 · · · AN  expresses the block-diagonal matrix
with matrices A1 A2 · · · AN on its principal diagonal;
the notation ‖·‖ refers to the vector-2-norm. AΤ and A− 1

denote the transpose matrix and inverse matrix of A, re-
spectively; In represents the identity matrix with n appro-
priate dimensions; and P> 0(<0) means that P is a positive
(negative) definite matrix. (e Kronecker product of ma-
trices A and P is symbolized by A⊗P; the maximum and
minimum eigenvalues matrix A are denoted corresponding
to λmax(A) and λmin(A).

2. Preliminaries and Problem Formulation

2.1. Graph)eory. A directed digraph G � V, E{ } is utilized
to describe the information exchange among each agent,
where V � v1 v2 · · · vN  stands for the nonempty set of
nodes for each agent. (e edge set E contains an edge
(vj, vi) which means node vj is able to transfer the relative
state information to node vi; then, nodes i and j are called as
the neighbors when the edge (vj, vi) exists. Let Ni denote
the set of neighbors of node i(i � 1, 2, . . . , N). (e directed
digraph G can also be described by an adjacency matrix

[αij], where αij �
1, (vj, vi) ∈ E

0, otherwise . In addition, it is as-

sumed that there are no repeated edges and no self-loops,
i.e., αii � 0.(e Laplacian matrix L � [lij] ∈ RN×N is defined

as lij �
− αij, i≠ j


N
k≠i,k�1 αik, i � j

 .

A digraph is said to have a spanning tree, if there exists
a node that is called as the root such that the node has
directed paths to all other nodes in the graph. (e graph G

consists of G, node 0 (the leader), and the directed edges
from the node 0 to the followers in G, and only a small
percentage of the followers can receive the information from
the leader. (en, we get the following lemma.

Lemma 1 (see [8]). Let the matrix
L � L + diag α10 α20 · · · αN0 (  is positive definite with
αi0 > 0, the ith agent has access to the leader’s state in-
formation, whereas αi0 � 0 if otherwise.

2.2. Preliminaries and Multiagent System. Consider a group
of agent system with a leader and N followers labeled as 0
and 1, 2, . . . , N, respectively. (e dynamics of the leader is
described as

_x0(t) � A0x0(t) + B0 u0(t) + s x0, t(  , (1)

where A0(t) ∈ Rn0×n0 and B0 ∈ Rn0×m0 are the system matrix
and input matrix of leader, respectively. x0(t) ∈ Rn0×1 is the
state vector of leader. u0(t) denotes the input vector of
leader, and matrix K0 ∈ Rm0×n0 will be given in the process of
control design, which will make A0 + B0K0 be Hurwitz
stabilized. s(x0, t) is defined as an input bounded signal and
satisfies |s(x0, t)|≤ s for all t≥ t0, and s is a known constant.

(e dynamics of the followers are defined as follows:
_xi(t) � Aixi(t) + Bi ui(t) + gi xi(  , i � 1, 2, . . . , N,

(2)

where Ai ∈ Rni×ni and Bi ∈ Rni×mi denote the system matrix
and input matrix in the ith followers system, respectively.
xi(t) ∈ Rni×1 and ui(t) ∈ Rmi×ni are corresponding to the
state vector and input vector of the ith follower, respectively.
gi(xi) represents the unknown nonlinear function.

Assumption 1 (see [38]). Consider N agent systems as given
in (2), and the follower system (2) is called similar to the
leader system (1), if there exists N matrices Ki ∈ Rmi×ni ,
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matrix K0 ∈ Rm0×n0 , and N matrices Ti ∈ Rn0×ni satisfying the
following condition:

Ti Ai + BiKi(  � A0 + B0K0( Ti,

TiBi � B0.
 (3)

Definition 1. In Assumption 1, Ti and Ki and K0 are called
as similar parameters with different dimensions.

Remark 1. Assumption 1 ensures that the matrices Ai +

BiKi and A0 + B0K0 possess some common eigenvalues.
(us, Assumption 1 implies that the agent systems as given
in (1) and (2) contain certain similar inner dynamical be-
havior, and these agent systems are named as similar
structure agents with similar parameters.

Remark 2. From a mathematical point of view, Assumption
1 admits that the state dimensions can be different or
identical in multiagent systems. Especially, if Ai � A0 and
ni � n0 in (1) and (2), then the agent system (1) and (2)
coincides with the system in [26–32].

In order to address the unknown nonlinear function, the
following fuzzy logic system (FLS) is utilized in this paper. It
mainly includes four parts: fuzzifier, fuzzy rule base, fuzzy
inference engine, and defuzzifier. (e fuzzifier is a mapping
from the input space and state space to the fuzzy sets. (e
fuzzy rule base contains several linguistics rules. (e fuzzy
rules are represented as follows:
pth: If x1 isF

p
1 , x2 isF

p
2 , . . . , xn isF

p
n , theny isGp, p � 1, 2, . . . , h,

(4)

where x � (x1, x2, . . . , xn)Τ and y are the input and output
of the FLS, respectively. μF

p

i
(xi) and μGp

(y) are the mem-
bership functions of fuzzy sets F

p
i and Gp, respectively. By

employing singleton fuzzifier, center average defuzzifier, and
product inference, the output of FLS can be expressed as

y(x) �


h
p�1 θp 

n
i�1 μF

p

i
xi( 


h
p�1 

n
i�1 μF

p

i
xi( ,

(5)

where θp � argmaxy∈RμGp
(y). If we denote θΤ �

[θ1, θ2, . . . , θh] and ψ(x) � [ψ1(x),ψ2(x), . . . ,ψn(x)]Τ,
then the fuzzy logical systems can be rewritten as

y(x) � θΤψ(x). (6)

Lemma 2 (see [39]). For any given two vectors x, y ∈ Rn and
a scalar a> 0, the following inequality holds:

2x
Τ
y≤ ax

Τ
x + a

− 1
y
Τ
y. (7)

Lemma 3 (see [11]). For any given uncertain continuous
function g(x) on a compact set Ω and an arbitrary

approximation accuracy ε> 0, there exists a FLS such as (4)
such that the following universal approximation holds:

sup
x∈Ω

θΤψ(x) − g(x)


≤ ε. (8)

According to Lemma 3, we know that the unknown
nonlinear function gi(xi) in the ith follower system can be
approximated by

gi xi(  � θΤi ψi xi(  + εi(t), (9)

where θi(t) � [θi1(t), θi2(t), . . . , θimi
(t)]Τ is unknown pa-

rameter vector that will be designed by adaptive laws and
ψi(xi) � [ψi1,ψi2, . . . ,ψimi

]Τ is the fuzzy basis function as
shown in (6). In this paper, approximation accuracy εi(t) is
a time-varying function and satisfies |εi(t)|≤ εi for all t≥ t0,
where εi is a known constant.

Control Purpose. (e aim of this paper is to design a dis-
tributed fuzzy adaptive control by using similar parameter
such that the consensus errors are UUB.

3. Main Results

To solve the consensus problem of the leader-follower system
(1) and (2), the following control strategy is proposed:

ui(t) � cF 

n

j�1
αij Tixi(t) − Tjxj(t)  + Kixi(t)

+ K Tixi(t) − T0x0(t)(  − θ
Τ
i (t)ψi xi( ,

(10)

where F � − 0.5BΤ0P and the control gain matrix K � YX− 1

can be proposed by solving the following LMI:

Δ XT

∗ − Q
⎡⎣ ⎤⎦≤ 0, (11)

where Δ � A0X + XAT
0 + B0X + XB

T

0 + B0Y + YTBT
0 − cλB0

BT
0 , X> 0, Q> 0, and parameter 0< λ< λmin(L).
In control (10), parameters θi(t) denote the estimation

values of θi(t) and θi(t) are their errors, and the relation
between them is defined as θi(t) � θi(t) − θi(t). (e esti-
mation θi(t) can be designed as

_θi(t) � − κθi
θi(t) + ρθi

ψi xi(  PB0( 
Τ
ei(t), (12)

where κθi
� κθi1

κθi2
· · · κθimi

  is a vector consisting of
some known positive constants given by designer,
θi(t) � [θT

i1(t), θT
i2(t), . . . , θT

imi
(t)]T, ρθi

> 0.

Theorem 1. Suppose that Assumption 1 is satisfied, and at
least one agent system in connected graph G has access to
the state information of the leader system (1). With the
action of control (10), the consensus error between leader
system (1) and follower system (2) is UUB and belongs to
the following set:
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D :� e(t) � eΤ1(t) eΤ2(t) · · · eΤN(t) 
Τ
: ‖e(t)‖

≤
������������

σ
λmin IN ⊗P( c


⎫⎬

⎭,

(13)

where σ and c will be given later.

Proof. Let consensus error as ei(t) � Tixi(t) − T0x0(t) and
T0 � In0×n0 is an identity matrix. By applying Assumption 1,
it becomes

Ti _xi(t) � A0 + B0K0( Tixi(t) − B0θ
Τ
i (t)ψi xi( 

+ B0gi(x) + c 
n

j�1
αijB0F Tixi(t) − Tjxj(t) 

+ B0Kei(t).

(14)

(e leader system is transformed as

T0 _x0(t) � A0 + B0K0( T0x0(t)

+ cαi0B0F Tixi(t) − T0x0(t)(  + B0s x0, t( ,

(15)

and then, the error system can be transformed as

_ei(t) � A0 + B0K0 + B0K( ei(t)

+ B0 − θ
Τ
i (t)ψi xi(  + εi(t) + s x0, t(  

+ cB0F 

n

j�1
αij ei(t) − ej(t) 

⎧⎪⎨

⎪⎩

− αi0 Tixi(t) − T0x0(t) .

(16)

For brevity, (16) is equal to
_e(t) � IN ⊗ A0 + B0K0 + B0K(  − (cL)⊗ B0F(  e(t)

+ IN ⊗B0(  − θ
Τ
(t)ψ(x) + ε(t) + s x0, t(  ,

(17)

where e(t) � [eT
1 (t), eT

2 (t), . . . , eT
N(t)]T, θ(t) � [θ

T

1 (t),
θ

T

2 (t), . . . , θ
T

N(t)]T, ψ(x) � [ψT
1 (x1),ψT

2 (x2), . . . ,ψT
N

(xN)]T, ε(t) � [εT
1 (t), εT

2 (t), . . . , εT
N(t)]T, and − Le(t) �


n
j�1 αij[ei(t) − ej(t)] − αi0[Tixi(t) − T0x0(t)]

(e following candidate Lyapunov function is
considered:

V(t) �
1
2
e
Τ
(t) IN ⊗P( e(t) +

1
2
θ
Τ
(t)ρ− 1

θ
θ(t). (18)

(e derivative of V(t) along system (17) is

_V(t) �
1
2
e
Τ
(t) IN ⊗ P A0 + B0K0 + B0K( 

+ A0 + B0K0 + B0K( 
Τ
P − (cL)⊗ PB0B

Τ
0P e(t)

+ θ
Τ
(t)ρ− 1

θ
_θ(t) + e

Τ
(t) IN ⊗ PB0(  

· − θ
Τ
(t)ψ(x) + ε(t) + s x0, t(  

≤
1
2
e
Τ
(t) IN ⊗ P A0 + B0K0 + B0K( 

+ A0 + B0K0 + B0K( 
Τ
P − cλ PB0B

Τ
0P e(t)

+ e
Τ
(t) IN ⊗ PB0(  [ε(t) + s] −

κθ
ρθ

θ
Τ
(t)θ(t)

� −
1
2
e
Τ
(t) IN ⊗Q( e(t) −

κθ
ρθ

θ
Τ
(t)θ(t)

+ e
Τ
(t) IN ⊗ PB0(  [ε(t) + s].

(19)

Based on Lemma 3, one obtains that

− θ
Τ
(t)θ(t) � − θ

Τ
(t)(θ(t) + θ(t))

≤ −
1
2
θ
Τ
(t)θ(t) +

1
2
θΤ(t)θ(t).

(20)

Combining with (19) and (20), it becomes

_V(t)≤ −
1
2
e
Τ
(t) IN ⊗Q( e(t) −

1
2
κθ
ρθ

θ
Τ
(t)θ(t)

+
1
2
κθ
ρθ
θΤ(t)θ(t) + e

Τ
(t) IN ⊗ PB0(  [ε(t) + s]

≤ −
1
2
λmin IN ⊗Q( e

Τ
(t)e(t) −

1
2
κθ
ρθ

θ
Τ
(t)θ(t)

+‖e(t)‖ · IN ⊗ PB0( 
����

���� · (ε+ s) +
1
2
κθ
ρθ
θΤ(t)θ(t)

≤ − cV(t) + σ.

(21)

If denoting c � min (λmin(IN ⊗Q)/λmax(IN ⊗P)), κθ ,
σ � ‖e(t)‖ · ‖IN ⊗ (PB0)‖ · [ε + s] + (1/2)(κθ/ρθ)θ

Τ(t)θ(t),
then it follows
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V(t)≤ V(0) −
σ
c

 e
− ct

+
σ
c

. (22)

Inequality (22) shows that the consensus error e(t) can
be guaranteed to be UUB with

‖e(t)‖≤
1

�����������
λmin IN ⊗P( 



����������������

V(0) −
σ
c

 e− ct +
σ
c



. (23)

Accordingly, the conclusion is

lim
t⟶∞

‖e(t)‖≤
������������

σ
λmin IN ⊗P( c



. (24)

(24) means that the consensus error e(t) converges to the set
D, which is defined in (13). (is completes the proof. □

Remark 3. (e inequality P(A0 + B0K0 + B0K) + (A0+

B0K0 + B0K)ΤP − cλPB0B
T
0 P≤ − Q is a nonlinear matrix

inequality; through multiplying by P− 1 on the left and right
sides of this inequality and defining B0K0 � B0, P− 1 � X,
and Y � KX, the inequality (11) can be obtained.

(e multiagent system with similar composite structure
and proposed control scheme is explained as the block
diagram in Figure 1

4. Simulation Example

In this section, a simulation example is given to prove the
effectiveness of the proposed control. Six agent systems are
considered including one leader labeled 0 and five followers
labeled 1, 2, 3, 4, and 5. Figure 2 shows the communication
between the leader and each follower, it is easy to know that
only the first agent can obtain the state information of the
leader.

From Figure 2, the Laplacian matrix of the follower
system and the degree matrix of the leader system can be
calculated as follows:

L �

2 − 1 − 1 0 0

− 1 2 0 − 1 0

− 1 0 3 − 1 − 1

0 − 1 − 1 2 0

0 0 − 1 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

diag α10 α20 · · · α50 (  �

1 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(25)

Matrices in the leader-follower system are represented
by

A0 �

1 − 7 − 3 − 1 − 1 2 − 2 − 4
5 2 − 4 2 − 7 − 8 9 − 1
0 0 − 1 0 0 0 0 0
0 0 0 − 2 0 0 0 0
0 0 0 0 − 3 0 0 0
0 0 0 0 0 − 6 0 0
0 0 0 0 0 0 − 8 0
0 0 0 0 0 0 0 − 9

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

A1 �

1 − 7 − 3 − 1 − 1 2 − 2
2 7 3 − 2 − 8 − 10 2
0 0 − 1 0 0 0 0
0 0 0 − 2 0 0 0
0 0 0 0 − 3 0 0
0 0 0 0 0 − 6 0
0 0 0 0 0 0 − 8

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B0 �

0
1

O1×6

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

A2 �

1 − 7 − 3 − 1 − 1 2
3 7 − 2 − 1 − 6 − 9
0 0 − 1 0 0 0
0 0 0 − 2 0 0
0 0 0 0 − 3 0
0 0 0 0 0 − 6

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B1 �

0
1

O1×5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

A3 �

1 − 7 − 3 − 1 − 1
5 3 − 5 2 3
0 0 − 1 0 0
0 0 0 − 2 0
0 0 0 0 − 3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

A4 �

1 − 7 − 3 − 1
1 3 2 7
0 0 − 1 0
0 0 0 − 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

A5 �

1 − 7 − 3
5 2 1
0 0 − 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B2 � 0 1 O1×4 
Τ
,

B3 � 0 1 O1×3 
Τ
,

B4 � 0 1 O1×2 
Τ
,

B5 � 0 1 0 
Τ
.

(26)

By using the similar condition in Assumption 1, the
similar parameters can be obtained as
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K � − 0.5909 − 0.0964 − 12.7679 − 0.9654 − 0.0483 − 0.2017 − 0.3305 − 0.2047 ,

P �

0.4057 − 0.1665 − 0.1051 − 0.0329 − 0.0324 0.0673 − 0.0684 − 0.1369
− 0.1665 0.4504 0.1632 0.0545 0.0553 − 0.1180 0.1225 0.2487
− 0.1051 0.1632 0.3894 0.0388 0.0379 − 0.0726 0.0708 0.1398
− 0.0329 0.0545 0.0388 0.3294 0.0120 − 0.0233 0.0229 0.0453
− 0.0324 0.0553 0.0379 0.0120 0.4195 − 0.0229 0.0226 0.0449
0.0673 − 0.1180 − 0.0726 − 0.0233 − 0.0229 0.8276 − 0.0457 − 0.0914

− 0.0684 0.1225 0.0708 0.0229 0.0226 − 0.0457 1.1140 0.0923
− 0.1369 0.2487 0.1398 0.0453 0.0449 − 0.0914 0.0923 1.4012

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

T0 � I8,

T1 � I7 O7×1 
Τ
,

T2 � I6 O6×2 
Τ
,

T3 � I5 O5×3 
Τ
,

T4 � I4 O4×4 
Τ
,

T5 � I3 O3×5 
Τ
,

K0 � 3 − 6 14 − 2 6 11 − 12 − 6 ,

K1 � 6 − 11 7 2 7 13 − 5 ,

K2 � 5 − 11 12 1 5 12 ,

K3 � 3 − 7 15 − 2 − 4 ,

K4 � 7 − 7 8 − 7 ,

K5 � 3 − 6 9 .

(27)

Network communication topology

Leader
system

�e 1st
follower

�e 2nd
follower

�e Nth
follower

Fuzzy
control

Fuzzy
control

Fuzzy
control

Adaptive
laws

Adaptive
laws

Adaptive
laws

F0

F1

F2

Fn

–
+

–
+

–
+

Figure 1: (e block diagram of closed-loop multiagent systems.

0 1 2

3 45

Figure 2: (e communication topology.
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(e nonlinear functions are chosen as

fi � x
2
i1 sinxi2 cosxi3 − 0.5x

3
i2 sinxi2 − 2x

4
i3 cosxi3. (28)

(e solutions of the linear matrix inequality (11) are
shown as matrices K and P.

(e input bounded signal can be chosen as

s x0, t(  �

60, 0< t≤ 1,

0, 1< t≤ 2,

60, 2< t≤ 3,

0, 3< t≤ 4,

60, 4< t≤ 5.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(29)

(e initial values of the states in the leader and five
followers are chosen as

x0(0) � [3.1, 3.5, 4.8, 4.7, 2.3, 2.5, 0.5, 4]
T
,

x1(0) � [− 4.8, − 2, − 0.8, − 3, − 2, − 3.7, − 1]
T
,

x2(0) � [3, 2, 1, 2.4, 3.6, 4.1]
T
,

x3(0) � [− 3, − 2, − 1, − 2.2, − 0.8]
T
,

x4(0) � [2, 3.3, 4.5, 1.6]
T
,

x5(0) � [− 1, − 2.5, − 3.8]
T
.

(30)

(e initial values of adaptive parameters θi(t) are given
as

0 1 2 3 4
Time (s)

–20

0

20
x 0

1, 
x i1

(a)

0 1 2 3 4
Time (s)

–10

0

10

x 0
2, 
x i2

(b)

0 1 2 3 4
Time (s)

–5

0

5

x 0
3, 
x i3

(c)

0 1 2 3 4
Time (s)

–5

0

5

x 0
4, 
x h

4

(d)

0 1 2 3 4
Time (s)

–5

0

5

x 0
5, 
x k

5

(e)

0 1 2 3 4
Time (s)

–5

0

5

x 0
6, 
x d

6

(f )

0 1 2 3 4
Time (s)

–1

0

1

x 0
7, 
x 1

7

(g)

0 1 2 3 4
Time (s)

0

2

4

x 0
8

(h)

Figure 3: Trajectories of the states of leader x0 and followers xi (i � 1, 2, 3, 4, 5; h � 1, 2, 3, 4; k � 1, 2, 3; d � 1, 2).
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θ1(0) � [0.13, 0.22, 0.10, 0.23, 0.18, 0.39]
T
,

θ2(0) � [0.24, 0.26, 0.11, 0.14, 0.15, 0.30]
T
,

θ3(0) � [0.16, 0.29, 0.17, 0.21, 0.35, 0.27]
T
,

θ4(0) � [0.20, 0.21, 0.11, 0.31, 0.29, 0.13]
T
,

θ5(0) � [0.34, 0.29, 0.38, 0.26, 0.35, 0.17]
T
.

(31)

(e parameters in the adaptive law (12) are chosen as

κθi � 9 5 7 8 6 ,

ρθi � 0.003 0.002 0.002 0.003 0.001 .
(32)

(e simulation results of the leader system and follower
systems are shown as Figures 3–5.

As shown in Figure 3, although the dimensions of leader
system and follower systems are nonidentical, the trajec-
tories of xi in follower systems can synchronize to the state
of x0 in leader system with the proposed distributed fuzzy
adaptive control, and it can reach a consistent state in
a relatively fast time. Similarly, the norm of adaptive esti-
mated parameters is converged to a small zero field in
Figure 4, which can be updated online automatically with the
given adaptive laws. From Figure 5, it is shown that the time
responses of corresponding control are UUB. Finally, it is
concluded that UUB of all signals in the closed-loop system
can be guaranteed in Figures 3–5, and the consensus of
leader-follower system can be realized by the proposed
distribute fuzzy adaptive control with similar parameters
whether the leader system and follower systems have the
identical or nonidentical dimensions.

5. Conclusion

(e consensus problem of leader-follower multiagent sys-
tems with different dimensions has been considered in this
paper. For the unknown nonlinear functions in systems,
FLSs are applied to approximate the unknown nonlinear
functions, and then a distributed fuzzy adaptive control
based on similar condition is designed. With the proposed
fuzzy adaptive control, the states of each follower system can
stably track the states of the leader system, and it is proved
that all signals in the closed-loop system are UUB. (e
designed method has been verified by a simulation example.
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