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The search by SKB (Swedish Nuclear Fuel and Waste Management Co.) for a site to locate the deep geological repository for spent
nuclear fuel in Sweden has involved geoscientific investigations at several locations since the 1970s. The objectives were to
characterise geologically a bedrock volume as well as its hydrogeology and hydrochemistry. To acquire high-quality
hydrogeochemical data, a complete system for groundwater sampling and analysis, as well as for interpretation strategies, has
been developed through a continuous process of modification and refinement. Since the largest part of the Swedish bedrock is
composed of granitoids, the site investigations had to adapt to the special difficulties of fractured crystalline rocks. This paper
discusses the problems with groundwater sampling that are specific to fractured crystalline rocks and describes the solutions
adopted and methods developed by SKB since the early 2000s during the site investigations. The methodology described in this
paper for the characterisation of deep groundwaters in crystalline rocks is not only applicable in the context of radioactive waste
disposal but also useful when sampling groundwaters for any purpose in such rocks. Sampling of groundwaters in fractured
rocks at depth, often down to approximately 1,000m, involves special challenges since the natural conditions of the
groundwater are easily disturbed, especially by the initial drilling, but also by every subsequent activity performed in the
borehole, including the actual groundwater sampling. The sampling strategy presented in this paper shows that planning of the
sampling preferably starts already when the drilling procedure is decided. Each following step is described in detail and includes
tracing the drilling fluid, selecting the best borehole sections to sample, procedures for the actual sampling, and selection of
analytical protocol; all this with the goal of taking representative samples. Although the evaluation of the sampling uncertainties
is not a straightforward procedure, an adequate categorisation routine has been established to classify groundwater samples
regarding sample quality, representativeness, and suitability for further interpretations and modelling.

1. Introduction

The need for reliable groundwater sampling procedures has
been recognised for years. The United States Geological Sur-

vey was one of the first institutions to publish rigorous sam-
pling and analytical protocols and procedures [1–3]. Since
then, and together with the United States Environmental
Protection Agency, more detailed manuals of sampling
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procedures, devices, techniques, etc. in different host rocks
have been reported in various publications by these two orga-
nisations [4–15]. Along similar lines, other countries such as
Australia and South Africa have recently published guide-
lines for groundwater sampling [16–20]. Nevertheless, the
hydrogeochemical characterisation of groundwaters remains
a challenging task [21–23].

In crystalline rocks, where groundwater flow is dependent
on the fracture systems, the heterogeneous hydrogeological
conditions imposed by the fractures and fracture zones result
in a very inhomogeneous distribution of groundwater compo-
sitions. Therefore, in these environments, in addition to the
usual groundwater sampling problems, it is necessary to mon-
itor simultaneously the hydraulic pressure during sampling, in
order to establish unambiguously that the groundwater sam-
ple represents the fractures intersecting the sealed-off borehole
section [9]. In this way, the samples from boreholes drilled
into intact rock will represent undisturbed conditions while
sampling in boreholes close to a tunnel should give informa-
tion on the disturbed system (often influenced by drawdown
and/or artificial mixing).

In Sweden and Finland, deep geological disposal of spent
nuclear fuel is being planned in fractured rock at approxi-
mately 400 to 500m depth [24–28]. The planning for this
type of repositories requires the characterisation of ground-
waters in sparsely fractured rocks to depths down to
~1,000m [29]. The aim of this paper is to provide insights
in the difficulties of groundwater characterisation for such
systems, and the solutions adopted within the site character-
isation program conducted by the Swedish Nuclear Fuel and
Waste Management Co. (SKB). The present paper therefore
fills in the gap between technically detailed reports from
SKB (available at http://www.skb.com/publications) and the
peer-reviewed publications in the open literature, which con-
centrate on interpretation and modelling aspects, for exam-
ple, [30–43]. This paper also is aimed at providing an
overall picture of those aspects of geoscientific site investiga-
tions that have implications on the quality and the perfor-
mance of the hydrogeochemical studies in fractured
crystalline bedrocks, e.g., drilling technique and execution
and investigation sequence.

One must emphasise that the techniques described here-
with are the result of large efforts during a relatively long
period of time (since the middle of the 1970s) by several
organisations dedicated to the disposal of radioactive wastes
around the globe. It is not the purpose of this paper to pro-
vide a detailed historical account of the developments in
the field of groundwater characterisation in fractured rocks;
however, the interested reader may find a short account in
the Supplementary Material 1.

2. Investigations in Boreholes: Effects on the
Representativity of Groundwater Samples

2.1. The Sequence of Borehole Drilling and Investigations.
Investigations in deep groundwater systems imply borehole
drilling followed by logging and sampling activities which,
in fractured crystalline rocks, normally result in the mixing
of groundwaters from different depths. As a consequence,

this can cause a variety of physical processes and chemical
reactions that impact the representativity of the water
samples.

To avoid disturbances in the system and to obtain as
much useful information as possible, drilling and borehole
investigations have to be carefully planned to follow a system-
atic sequence of proven strategies. A close cooperation among
different disciplines is also needed during the planning and
execution of the field work (and subsequent interpretations).
A general investigation sequence is shown in Figure 1.

2.2. The Drilling. Drilling is one of the most important activ-
ities within the scope of site investigations for a deep reposi-
tory, and its performance is of particular importance in order
to achieve high-quality groundwater samples and representa-
tive measurements from the boreholes. The boreholes can be
either percussion drilled or core drilled.

Percussion drilling is the faster and cheaper technique
used to supplement and increase the number of sampling
locations as well as to provide boreholes with diameters
between 200 and 250mm. The technique is restricted to rel-
atively short boreholes in the range of 50 to 300m. No flush-
ing water is used for the drilling, and no drill cores are
obtained since the rock is crushed.

Core drilling is used for deeper boreholes down to
around 1,000m depth or when information from a drill core
is required for specific studies like mapping and sampling of
fractures, of rock types, and of fracture infills. In the case of
the site investigations performed by SKB, flushing water
without recirculation is used to cool the drill bit and no-
drill mud or lubricants are used to avoid unnecessary con-
tamination. After the late 1980s, most core boreholes drilled
by SKB from the ground surface are of the so-called tele-
scopic type: the first 100m correspond to a wider
percussion-drilled borehole, followed by a core-drilled hole
with a smaller diameter (76-77mm). This technique was
developed specifically for hydrochemical investigations. It
allows efficient gas-lift pumping from the upper percussion-
drilled part of the borehole during and after core drilling.
This pumping decreases the amount of flushing water and
of drilling debris which, otherwise, would be forced into con-
ductive bedrock fractures by the high pressure prevailing
during drilling. This type of borehole also allows the installa-
tion of standpipes to facilitate groundwater head measure-
ments and sampling during the following long-term
hydrochemical monitoring phase (Section 3.3).

In the case of boreholes drilled from tunnels, the conven-
tional core or percussion drilling techniques are used. The
telescopic design is not necessary since there is no need for
standpipes or pumping during groundwater sampling. The
water from the borehole is discharged during drilling and
sampling due to the difference between the pressure in the
bedrock and the atmospheric pressure in the tunnel.

Different equipment and investigation methods are in
general required for the different borehole types, and they
will be indicated in the corresponding sections of this paper.
The most extensive hydrochemical investigations are per-
formed in telescopic core boreholes, and their drilling proto-
col includes the following:
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(i) The flushing water is spiked with a tracer (e.g.,
sodium fluorescein), and it is discharged as return
water (i.e., a mixture of flushing water, formation
groundwater, and drill cuttings) by gas-lift pump-
ing during drilling. Due to contamination risks,
the selection of the flushing water source and
the possible impact of the flushing water on the
groundwater composition are important issues
that are discussed in more detail in Supplemen-
tary Material 2.

(ii) The downhole drilling equipment and the flushing
water system require a strict routine of cleanliness
(more details can be found in Supplementary
Material 2).

(iii) The percussion drilled part of a telescopic bore-
hole is cased, and the gap between the borehole
wall rock and the casing is grouted with cement
to prevent groundwater inflow from the upper
part to the lower core-drilled borehole part during
drilling.

(iv) Grooves are milled into the borehole wall at certain
intervals for length calibration to ensure reliable
depth readings.

(v) The use of a triple tube system is indispensable for
preserving the fracture infillings (in the extracted
drill cores) whose study, among other things, will
facilitate the correlation of transmissive fractures
with the flow log and the BIPS (Borehole Image
Processing System, cf. Section 2.3.2).

2.3. Sampling Conditions: When, Where, and How

2.3.1. When to Sample. The time delay between drilling and
chemical sampling is an important factor affecting the repre-
sentativity of groundwater samples. Sampling close in time
to the completion of the borehole may result in groundwa-
ter samples still impacted from the drilling, i.e., flushing
water and groundwaters from different depths, introduced
by the pressure impact during drilling. However, the prob-
lem could be even more serious if a borehole is kept open
for some time without packers installed between the differ-
ent hydraulically conductive fractures. In an inflow area,
large volumes of shallow water are likely to intrude from
fractures in the upper part of the borehole down to greater
depths and mix with deeper groundwaters, and microbial
activity and sulfide production could be promoted [44,
45], which drastically decreases the representativity of the
groundwater samples.

For similar reasons, groundwater sampling should be
avoided when activities such as drilling or hydraulic tests
are ongoing in the vicinity of the borehole.

2.3.2. Where to Sample: Selection of the Borehole Sections. The
main criteria for the selection of the borehole sections are (1)
presence of one or more fractures with a suitable hydraulic
transmissivity, (2) appropriate borehole wall conditions
(less fractured rock) that allow isolation of the section by
inflatable packers, and (3) favourable distribution of the
water yielding fractures in the isolated borehole section
to facilitate the removal of water in the section prior to
sampling (Figure 2).

Borehole drilling

Gas-lift pumping (N2)to remove
rock flour and drill water

Drill cores displayed in a
store room for mapping

Hydrochemical logging
(tube sampling)

Complete hydrochemical
characterisation (CCC).

One borehole section at a time

Extensive hydraulic tests
(water injection and tracers)

Monitoring programme

Geophysical
loggings

BIPS logging
(Borehole Image

Processing System)

Differential flow logging

Chemical composition of
the ground waters along the

borehole. Only used for
overview

Special data from
resistivity (high/low
salinity) and gamma

(high U contents)
loggings

GW samples and online long-term
Eh, pH, T,O2, and EC measurements
in the section and at surface. O�en
includes colloid, gas, and microbes.

Injection tests
GW flow measurements

Interference tests

Periodic measurements of:
GW level/ GW flow /

GW sampling

Fixed equipment
installed at selected
borehole sections

Identification of
fractures suitable

for hydrochemical
characterisation.
Selection of the
packer position.

Figure 1: Schematic overview of a general investigation sequence in a telescopic core-drilled borehole designed for chemical characterisation.
The most important hydrochemical sampling methods (Complete Chemical Characterisation, i.e., CCC, and monitoring) are shown in boxes
with a darker blue colour and text in bold. GW: groundwaters; Eh: redox potential; T: temperature; EC: electrical conductivity. A more
detailed description can be found in Supplementary Material 2.
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The selection of water yielding fractures and the isolation
of the borehole sections are based on the information pro-
vided by the flow logging [46, 47] and the BIPS [48]. In
core-drilled boreholes, the differential flow logging method
is especially useful. This method gives better information
on the location of the water yielding fractures than other
methods, and it also helps to estimate the groundwater
volumes to be extracted prior to sampling. The BIPS log-
ging is helpful to locate suitable packer positions and to
identify each water-yielding fracture.

Borehole sections including fractures with moderate
hydraulic transmissivities (around 10−7 – 10−8 m2s−1) or
isolated borehole sections close to the bottom of the bore-
hole are preferred from a practical point of view. In both
cases, the amount of flushing water and/or water from
other parts of the borehole, intruded into the fractures

during drilling, will be less either because of the low trans-
missivity or because the drill bit has stayed a shorter time
in the lower part of the borehole. This lower amount of
drilling fluid in the fractures will shorten the time needed
for purging prior to sampling. Hydraulic transmissivities
lower than 10−8 m2s−1 require special equipment and sam-
pling methods, cf. Section 3.2.

Once the water yielding fracture(s) have been selected,
the next important step is to optimise the position of the
packers: (1) in order to decrease the required volume of
water (Figure 2) to be exchanged prior to sampling and
(2) to obtain a fully isolated borehole section without
short circuits between the section and the borehole water
above and/or below the section. The latter can be checked
by observing the pressure responses in other parts of the
borehole during pumping.

1 1

2 2

3

(a) (b) (c) (d)

3

1 1

One water conducting
fracture

Time 1

Outlet

Time 2 Time 2Time 1

D
ea

d 
vo

lu
m

e

D
ea

d 
vo

lu
m

e

Several water conducting
fractures

Outlet

Figure 2: Schematic drawing of two different situations of the water yielding fractures in an isolated borehole section (modified from [49]).
The blue colour intensity illustrates the amount of formation groundwater in the borehole section during pumping. The presence of a single
water-bearing fracture in the upper part of the borehole section, close to the outlet of the section (fracture ① in (a) and (b), on the left part of
the figure), is a favourable situation since the rest of the water volume beneath the fracture will stay trapped, regardless of the removed amount
of water from the borehole section (i.e., the lower part of the isolated section is a dead volume). Figure (a) illustrates the moment shortly after
pumping starts (time 1) when the water from the only fracture has not reached the outlet yet. Figure (b) shows that after a while (time 2) all the
water leaving the section is formation groundwater. If there are several fractures in the section ((c) and (d) in the right part of the figure), the
section water between the fractures will contribute to the sample until the formation groundwater from the deepest fracture reaches the outlet:
shortly after pump starts (c), no formation water has reached the outlet yet; after a certain time (time 2 in (d)), formation groundwater from
fracture ① has reached the outlet and formation groundwater from fracture ② has passed fracture ①; however, formation groundwater from
fracture ③ has not yet reached fracture ② and the section water between fractures ② and ③ will still contribute to the sample. In this last case,
the water volume that should be extracted prior to collecting a representative sample of the isolated borehole section may become
unrealistically long.
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2.3.3. How to Create Adequate Sampling Conditions. Essen-
tial for the sampling procedure is (1) the evaluation of the
contribution of flushing water from the drilling, (2) the ade-
quate exchange of water from the borehole sections prior to
sampling, and (3) the check of pressure responses in other
parts of the borehole (or other boreholes in the vicinity)
to exclude short-circuiting effects. Well-documented sam-
pling conditions considering these aspects are important
to facilitate the data evaluation during later stages of the
site investigation.

The discharge of water prior to sampling is necessary to
remove (1) the drilling debris and the remains of flushing
water from the drilling and (2) the water initially present in
the borehole section (section water). With respect to the
flushing water, the calculation of its contribution requires a
good homogeneous mixing of the tracer dye in the drilling
fluid and frequent analyses of the tracer. The limit for the
flushing water content for the best quality data in the SKB site
investigations has been set to 2%; however, up to 10%may be
considered acceptable if the groundwater data for such sam-
ples are used with care. The main problem associated with
this task is the often long time needed to reach low enough
flushing water content in the samples. With respect to the
section water, its removal is needed to exchange the initial
mixture of waters present in the borehole section. This water
mixture may originate from different fractures at varying
depths along the borehole, and in the case of monitored sec-
tions, the water may be affected by the stagnant conditions of
the isolated section (e.g., microbial activity and corrosion,
Section 3.3). The general recommendation to remove
approximately five volumes of the sampled section [50]
may be valid in the case of porous media but not for crystal-
line bedrock where the required purged volume is often
larger. Individual discharge volumes for each section are cal-
culated using plug flow estimations. These calculations con-
sider the number of water yielding fractures, their hydraulic
transmissivity, and their location in the isolated borehole sec-
tion (Figure 2), and at least two plug flow volumes are dis-
charged to compensate for the unknown contribution from
laminar flow.

Finally, three ways to secure adequate sampling condi-
tions are (1) checking the absence of pressure responses in
other parts of the sampled borehole or adjacent boreholes,
(2) estimation of the sampling-day hydraulic transmissivity
(based on flow rate and pressure measurement during sam-
pling) which can be compared with the hydraulic transmis-
sivity values obtained from differential flow logging, and (3)
collection of sample series of minimum three samples (if pos-
sible) to check their hydrochemical behaviour with time.

3. The Hydrogeochemical Sampling Methods

3.1. Available Methods. The hydrogeochemical investigations
conducted by SKB involve groundwater sampling and mea-
surements and analyses of different parameters (chemical
and isotopic composition, electrical conductivity, Eh and pH,
colloids, dissolved gas, and microbes). Some special topics
such as matrix pore water, fracture mineralogy, microbes
and gases, and new methods for detailed studies on isotopic

zoning in minerals, that require other types of sampling and
treatment, have been described thoroughly elsewhere [30–
41]. Archive samples are collected for back-up in case of fail-
ures or possible later need of additional analyses/constituents.
Different groundwater sampling methods have been used for
different purposes as summarised below.

(i) Hydrochemical logging (tube sampling) with the
purpose of obtaining the composition of the
groundwater present along the borehole. A tube
consisting of connected 50m long tube sections
is used for the sampling, and each 50m section
constitutes one sample. This type of sampling pro-
vides only an approximate characterisation of the
depth dependency of the geochemical characteris-
tics of the groundwaters.

(ii) Comprehensive groundwater characterisation (also
known as Complete Chemical Characterisation,
CCC) is the premium type of sampling carried
out on carefully selected transmissive structures
in core boreholes based on flow and core logging
(Section 2.3.2). A special sampling unit can be
combined with parts of the equipment for CCC
for the sampling of low transmissive fractures
(T < 10−8 m2s−1; Section 3.2).

(iii) Long-term hydrochemical monitoring in core and
percussion boreholes to study the evolution of the
groundwater composition over time (several years;
Section 3.3).

The data obtained with the tube sampling method are
mainly used for initial discussion and to allow the com-
parison with the hydrochemical data obtained later. Even
not being suitable for modelling purposes, these data
may be useful for the understanding of the borehole
hydraulic conditions and its evolution with time. The last
two methods, including the special equipment used for
sampling of low transmissive fractures, are described in
more detail below.

3.2. The CCC Sampling Method. Among all the sampling
methods used by SKB, the Complete Chemical Character-
isation (CCC), developed during the 1980s [51, 52] and
further improved during the first decade of the 21st cen-
tury [53], involves the most extensive sampling schemes
and the most advanced equipment (Figure 3). The method
is almost exclusively used in core boreholes where more
information on structural geology and on hydrogeology
is available compared to the percussion boreholes. The
equipment can be used in boreholes from the ground sur-
face (preferably telescopic boreholes) or from vertical and
subvertical boreholes in tunnels. It comprises an integrated
system for (1) sealing off a borehole section by inflatable
packers and pumping of groundwater from the section,
(2) sampling of pumped groundwater as well as sampling
in situ (downhole in the section) to obtain groundwater
samples at maintained pressure, and (3) online long-term
measurements (weeks to months) of the chemical and
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physicochemical parameters Eh (redox potential), pH, dis-
solved O2, EC (electrical conductivity), and T (groundwa-
ter temperature), both at the surface and at depth
downhole (measurement probe in Figure 3).

The CCC sampling campaigns usually start as soon as the
preceding logging activities (Figure 1) are finished which may
take one or two months after the completion of drilling.
The lengths of the packed-off borehole sections are often
around seven meters, but they can also be shorter (from
0.5m) or longer (up to approximately 15m). The CCC
investigations are performed in one borehole section at a
time. Initially, the downhole equipment is internally rinsed
and filled with deaerated and deionised water before use.
The outside of the equipment and the hose is cleaned/-
wiped using 70% ethanol (being careful not to introduce
it to the borehole since it may promote microbial activity)
while being lowered into the borehole. Despite this clean-
ing, sterile equipment cannot be expected, and foreign
microbes may anyhow be introduced into the borehole.

Finally, all surfaces in contact with the water sample are com-
posed of either polyamide or high-quality stainless steel, and
lubricants (Teflon spray or Vaseline) are used sparsely on O-
rings in valves and other connections.

The water is pumped to the ground surface through
the downhole equipment and then through the polyamide
tube housed in the umbilical hose (Figure 3). The first
sample in the series is collected when the groundwater
from the section reaches the surface. This sample is
important to understand the conditions in the borehole sec-
tion (considering, for example, sulfide or organic carbon con-
centrations) before exchanging the section water to obtain
representative groundwater samples from the bedrock forma-
tion (Sections 2.3.2 and 2.3.3). Experience shows that pump-
ing flow rates of around 100 to 250mL/minute are preferred
to avoid unnecessary particle release and to optimise the func-
tion of the in situ flow-through cell in the borehole section. If
the water yield is low, care has to be taken to avoid that the
drawdown creates any leakage between the isolated section

Length mark indicator

Inflatable packer

Borehole measurement probe

Pump

Water conductive fracture

Sampling unit for
in situ samples

Umbilical hose :
Sample water channel
Electric supply
Signal cables
Packer expansion

Inflatable packer

Computer system
Surface measurement probe

(i)
(ii)

(iii)

(iv)

Figure 3: Outline of the integrated system comprising a carriage/container with downhole equipment (umbilical hose, inflatable packers,
pump, downhole measurement probe, and downhole sampling unit) and facilities for lowering and raising this equipment. This system is
placed over the borehole (see photo), and the container’s indoor temperature is adjusted to maintain the temperature of the groundwater
in the section to be investigated.
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being sampled and the rest of the borehole (the already men-
tioned pressure measurements in the borehole section and
above it will help to control this; Section 2.3.2).

Online regular logging of pH, Eh, dissolved oxygen, elec-
trical conductivity, and groundwater temperature starts as
soon as the packers are inflated, and the pumping has started.
Once the water is at the surface, sample portions are collected
regularly for analysis during pumping (usually for a period of
three weeks or until stable Eh readings are obtained).

The sample series of groundwater collected by the CCC
method are of the best possible quality and include the most
complete set of analyses as well as supporting information.
Moreover, the series allow verification of stable conditions
and identification and exclusion of single outliers. At the
end of the pumping period, in situ samples (maximum four
samples), maintaining the pressure from the borehole sec-
tion, are enclosed in their containers and then lifted to the
ground surface together with the rest of the equipment.
These samples are used for gas analyses, as well as microbial
and colloid determinations.

A variation of the CCCmethod was developed in order to
sample low transmissive fractures (T < 10−8 m2s−1). These
fractures are important since they are likely to contain
groundwaters representative of those associated with the
bedrock volumes where the spent nuclear fuel repository will
be located in the future.

The special sampling unit for low transmissive fractures,
to be used with the umbilical hose of the CCC equipment,
consists of (a) inflatable packers delimiting a borehole section
of a fixed length of one metre (instead of adjustable length of
up to 15m); (b) a dummy, whose surface is coated with Tef-
lon, that is mounted in between the packers to reduce the
water volume in the section to 0.3 L (absent in the standard
sampling unit); and (c) a single sample container (1.2 L) con-
nected to the sampling section but placed above the upper
packer, outside the section. The water is sucked into the evac-
uated sample container. The filling of water is recorded by a
pressure sensor. Once the sampling is finished, the equip-
ment is raised to the ground surface and the water is por-
tioned into bottles and sent for analysis.

3.3. Monitoring. The main aim of the hydrogeochemical
monitoring is to create a long time series of data to study
the evolution of the composition of the groundwaters with
time. Apart from obtaining base-line data covering the nor-
mal variations, monitoring is essential to study the impacts
of the construction and operation of a facility at a later stage.

After completion of the general investigation activities
in a borehole (Figure 1), packer equipment is installed to
allow continuous pressure measurements (up to ten sec-
tions) as well as regular flow measurements and ground-
water sampling (up to two sections). Besides packers,
boreholes drilled from the ground surface also require
standpipes in the upper part of the borehole that are con-
nected to each section at depth (Figure 4). Only telescopic
and percussion boreholes allow these standpipe installa-
tions due to the required diameter. In addition to the pos-
sibility of long-term evaluation of the pressure and the
major groundwater chemistry (and environmental iso-

topes, δ2H, 3H, and δ18O), the packer system prevents
undesired short-circuiting effects that would occur if bore-
holes were kept open.

Tunnel boreholes are also monitored. The design of the
equipment in these boreholes is basically similar although
there are no standpipes since no pumping is needed to dis-
charge the groundwater due to the hydrostatic pressure.

Hydrochemical monitoring includes the collection of
sample series (minimum of three samples) during continu-
ous pumping/discharge at each sampling occasion. As indi-
cated above (Section 2.3.3), individual plug flow volumes
are calculated for the monitored sections to estimate the vol-
ume of water needed to be discharged. This is particularly
important in this case since the long contact time between
the water isolated in the section and the installed borehole
equipment may promote contamination, microbial activity,
sulfide production, and corrosion. All this may have conse-
quences on pH, organic carbon content, and trace- and
redox-sensitive elements. Other sources of contamination
are the biological remains (biofilm, pollen, insects, etc.) that
are introduced into the standpipes between sampling occa-
sions. With time, these contaminants will reach the isolated
sections. Finally, the lowering and raising of equipment in
the standpipes create pressure differences and water move-
ments that may propagate down to the connected borehole
section and promote contamination. Taking all these condi-
tions into consideration, the recommendation is to omit (or
consider with caution) the analysis of the monitoring data
for the more sensitive geochemical parameters/constituents.

Besides the impact on sensitive constituents, monitored
boreholes from the surface are also unsuitable for Eh mea-
surements as the equipment cannot be lowered into the bore-
hole due to the fixed packer system. Additionally, the system
with standpipes does not allow completely oxygen-free oper-
ation (Figure 4).

4. Analyses and Measurements

4.1. Groundwater Chemical Components and Isotopes. Ana-
lytical programmes are designed to provide information/data
for different purposes: (1) to describe the distribution, age,
and geochemical evolution of groundwaters of different ori-
gins in the bedrock, (2) to complement the hydrogeological
information in order to characterise the flow paths of the
water and validate the hydrogeological models and vice versa,
and (3) to evaluate some of the safety indicators in the repos-
itory performance assessment (pH, Eh, colloids, organic
compounds, microbes, nitrogen compounds, sulfide, sulfate,
inorganic carbon, phosphate, and total salinity).

The analytical protocol for groundwater analyses has
included the same basic components and parameters since
the beginning of the 1980s: major constituents, nutrient salts,
and other anions of lower concentrations, DOC and TOC
(dissolved and total organic carbon concentrations, respec-
tively), trace metals, and stable and radioactive isotopes
[54]. The list of isotopes in the early days contained δ2H,
δ18O, 3H, 14C (percent modern carbon, pMC), and δ13C on
inorganic carbon, and a few have been added more recently,
especially during the site investigations in Forsmark and
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Laxemar (10B/11B, 87Sr/86Sr, δ37Cl, δ34S, 36Cl, and 14C (pMC)
and δ13C on organic carbon). This list of analyses reflects the
full protocol, but it is only used for some of the collected sam-
ples depending on the nature of the boreholes, types of sam-
ples, and/or the aims of the investigation.

Different sample classes are established to define the
parameters to be included in the analytical protocol as well
as the adequate sampling procedures and sample treatments.
The lowest classes include basic measurements and analyses
(pH, electrical conductivity, chloride, and alkalinity). An
intermediate class includes the main chemical components
and some of the isotopes. Sampling according to the highest
classes demands trained personnel and specialised equip-
ment since these classes comprise, in addition, components
that need online filtering and/or special conservation/treat-
ment of the water sample (trace elements, redox-sensitive
components, and additional isotopes).

Analyses that need to be conducted soon after sampling
(Fe2+, Fe-tot, NH4, HCO3

-, and lab-pH) are conducted
onsite. In addition, Cl-, EC, HS-, and ion chromatographic
(IC) determinations of SO4

2-, Br-, and F- are generally per-

formed by SKB but not necessarily at the investigation site.
Besides IC, the analyses performed by SKB laboratories are
conducted by spectrophotometric, titrimetric, and potentio-
metric methods (additional methods, such as ICP, are con-
ducted in external laboratories; see Supplementary Material
1; Table SM3-1). Most analyses and sample treatments (fil-
tration, conservation, storage, etc.) follow standards from
the Swedish Standards Institute (SIS) and from the Commité
Européen de Normalisation (EN) or from the US Environ-
mental Protection Agency (USEPA), but in some exceptional
cases, suitable standards are missing (e.g., Fe2+). Calculation
of measurement uncertainties is made according to the EUR-
ACHEM/CITAC guide [55].

4.2. Measurements of Eh and pH In Situ and at Ground
Surface. Reliable and plausible Eh measurements at the very
negative range observed for deep groundwaters [30] require
optimal conditions from several aspects. For example, the
smallest diffusion of oxygen into the measurement system
will have a significant impact on the results. Furthermore,
the most useful pH measurements for hydrogeochemical
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Logger

Pump

Minipacker
Filter Pressure transducers

Section 3
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Figure 4: (a) Installed equipment for pressure, groundwater sampling, and groundwater flow monitoring in a telescopic borehole. A
maximum of 10 pressure sections can be installed in a telescopic borehole, of which generally two are equipped for water sampling and
circulation of tracers during flow measurements. These circulation sections are connected to three tubes. Two of them connect the section
to the two standpipes for pressure measurements and groundwater sampling (the wider pipe), respectively, in the uppermost part of the
borehole. The third tube leads all the way to the ground surface for the circulation experiments. (b) Lowering of a pump connected to a
minipacker (for isolating the standpipe from the atmosphere) and a 50μm filter (polyamide) into a large diameter standpipe. To collect
samples, pumping is conducted in the closed standpipe (cf. (a)); when the pressure decreases, groundwater from the connected borehole
section is sucked into the standpipe and pumped to the ground surface. Modified from [48].
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modelling are those performed with maintained in situ
(downhole) pressure and temperature. The CCC method
(see Section 3.2) offers the best possibilities to meet these
demands in telescopic core-drilled boreholes. However, a sim-
plified equipment can also be used in tunnel boreholes. In this
case, a flow-through cell is used, preferably located as close as
possible to the opening of the borehole (to avoid oxygen diffu-
sion through tubing, valves, and connections) and kept either
at a pressure similar to the borehole section pressure or at
atmospheric pressure, depending on the equipment.

The CCCmethod includes simultaneous measurements of
Eh and pH at depth as well as in a flow-through cell at the
ground surface. Three different redox electrodes (platinum,
gold, and glassy carbon) measure Eh, and one or two glass
electrodes are used for pH at each location (borehole and sur-
face flow-through cells, respectively). Agreeing measurements
by the different types of redox electrodes indicate stable condi-
tions and reliable values. The logging continues until the
parameters stabilise [30], and for Eh, this may take up to four
weeks depending on the time needed to remove the very small
amounts of oxygen initially present in the equipment.

The reference electrode for the Eh and pHmeasurements
is of the Ag/AgCl, double junction type. The downhole refer-
ence electrodes and the glass (pH) electrodes are specially
designed by SKB to stand high pressures by allowing com-
pression of the electrolyte volume. The electrodes used at
the surface are all commercially available. The electrical
ground in the probes is galvanically isolated from earth.

With respect to the pH measurements, apart from those
performed in the field together with the Eh, pH is also mea-
sured in the laboratory at 25°C (batch). The possibility of
comparing different measurements to evaluate reliability
has been proven to be important.

5. Data Quality Evaluation

5.1. Data Quality Control Sequence. The chemical data (ana-
lytical results and measured values) from different sources
are checked in several steps before they are used in interpre-
tations and modelling work.

(1) First screening at the investigation site is important
since it is conducted close in time to the sampling
and analyses and by personnel familiar with the sam-
pling and analytical performance. This screening
involves charge balance calculations, simple consis-
tency checks (Section 5.2), and judgments based on
experience and previous results. In the case of ques-
tionable data, there is still the possibility of repeating
analyses at this stage.

(2) A further check is performed when the data are
entered into SKB’s geoscientific database, mainly to
confirm correct entries by signing the quality check
for each sample record. Further control is added by
plotting large amounts of data in x-y scatter plots to
check for trends and outliers.

(3) Finally, when the dataset is delivered for hydroche-
mical interpretation and modelling, the quality of

the data is assessed with respect to sample represen-
tativity. At this stage, more information is available
(a larger dataset, complete isotope data, hydrogeolo-
gical and geological interpretations, etc.) allowing
representativity assessments based on an integrated
hydrochemical, geological, and hydrogeological
approach (Section 5.3).

5.2. Consistency Checks. Some basic consistency checks are
performed prior to inserting the data in the database. The
usual checks are described below:

(i) Comparison of the measured electrical conductivity
(EC) with the concentration of the dominating dis-
solved ion (chloride in most of the Fennoscandian
groundwaters) in order to discover outliers. Since
the dominating ion contributes the most to the elec-
trical conductivity, the comparison should result in a
close to a straight line in the relevant salinity range
for the considered deep groundwaters [56–58].

(ii) Charge imbalance calculations provide verification
of reliable major components. The acceptable range
is set to ±5%; however, in the case of dilute waters
(Cl < 50mg/L), a range of ±10% is tolerable. Charge
imbalances outside these limits often require
repeated analyses or repeated sampling.

(iii) Comparison between the values obtained by differ-
ent analytical methods. In the analytical routine
followed by SKB, this applies to iron, sulfate, and
uranium (the element and the U-238 activity) which
are all routinely determined by two methods that are
based on different principles.

(iv) Bromide concentrations are plotted versus corre-
sponding chloride contents to give a rough check
of the plausibility of the bromide concentrations.
Some correlation is usually found for the entire data-
set also in the case of groundwaters with different
origins (marine and nonmarine).

5.3. Categorisation of Samples according to Quality. The qual-
ity and representativity of groundwater data may be influ-
enced by different factors, for example, contamination from
drilling, different sampling methods, the hydraulic condi-
tions in the borehole at the sampling occasion, and the ana-
lytical performance. After some initial strategies developed
for groundwater data evaluation during the 1980s and
1990s (see the Supplementary Material 1), a more refined
approach for quality categorisation was developed during
the site characterisation of the Forsmark and Laxemar sites
[54, 59, 60]. This was further developed during the more
recent site characterisation for the extension of the SFR (the
repository for low- and intermediate-level short-lived radio-
active wastes) and the Äspö Underground Laboratory data
evaluation [57, 61].

The objective of the categorisation is to assess the data
quality by grading the set of data corresponding to a sam-
pling occasion from 1 to 5 according to several quality
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criteria. Of these (1) is the highest quality, while quality (5) is
not considered acceptable for modelling purposes (see Sup-
plementary Material 3; Table SM3-2). The criteria include,
for example, the flushing water content, the borehole section
length, the hydraulic responses in other borehole sections or
in other boreholes during sampling, and the possible concen-
tration trends in sample time series.

The major reasons for performing this categorisation are
to facilitate future interpretation and modelling work by pro-
viding well-structured data tables representing quality cate-
gorised data and also to guide users on how to select data
for their purposes. Additionally, this evaluation is very useful
to identify samples unsuitable for general modelling purposes
(affected by experimental conditions, grouting, etc.). The first
step for the categorisation needs to be a general overview of
the dataset to establish the best categorisation criteria.

Once the data have been evaluated and categorised, they
are ready to be used in the hydrogeochemical interpretation
and modelling. The main objective is to use an integrated
framework like the one shown in Figure 5 to produce a total
conceptual hydrogeochemical model of the site (see some
examples in [57, 62–65]).

6. Conclusions

The methodology developed by SKB for the characterisation
of deep groundwaters in crystalline rocks has been based on
forty years of experience and of collaboration with other
international agencies and research institutions. This paper
describes advances and improvements applicable to ground-
water sampling, for any purpose, in crystalline rocks. The text
also identifies the questions to be considered during data
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Figure 5: Schematic overview of the interpretation and modelling procedure to produce an integrated hydrogeochemical site
model/description. Grey frames are used for hydrogeochemical input data. Blue colour indicates geological and hydrogeological methods
and data flows, and red boxes indicate descriptive hydrogeochemical interpretation methods, generally performed with specific software.
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interpretation for the hydrogeochemical characterisation of a
crystalline bedrock system.

The sampling protocol emphasises the collection of hydro-
geochemical data that accurately represent in situ conditions,
minimising disturbances as much as possible and following
quality assurance guidelines. However, it is important to keep
inmind that no singlemethod or procedure is universally appli-
cable to all groundwater systems or to all types of groundwater
sampling programmes. Therefore, the selection of appropriate
sampling processes and equipment is vital to the success of
any groundwater investigation. The same is applicable to the
categorisation and quality assurance protocols, which are also
site specific. The success of any site characterisation programme
relies on a robust and comprehensive sampling protocol,
coupled with proven analytical schemes, careful documenta-
tion, and the performance of quality assurance procedures.

Some general points/measures of importance in order to
obtain representative groundwater samples of the best possi-
ble quality are as follows:

(i) Planning of the hydrochemical investigations at an
early stage, i.e., hydrochemical demands need to be
considered already when preparing for the drilling
of the boreholes.

(ii) A thoughtful selection of borehole sections based on
flow logging and BIPS data as well as specific hydro-
geological evaluations to facilitate adequate
sampling.

(iii) Online measurements of Eh and pH, preferably in
situ in the borehole section.

(iv) Collection of sample time series to ensure hydroche-
mical stability.

(v) Adequate data evaluation and quality check. Quality
categorisation of data to provide guidance on their
use for different purposes.

Finally, one of the most relevant issues to consider is the
importance and usefulness of close cooperation and integra-
tion of hydrogeochemistry with other geoscientific disci-
plines, such as structural geology, hydrogeology, and
geomicrobiology. This collaboration should start already
during the planning and execution of the field work (and
subsequent interpretations) in order to optimise the quality
and the amount of information. The combination of different
types of knowledge from all the geoscientific disciplines,
ranging from field and laboratory studies to interpretation
and modelling work, is the only way to obtain a final coher-
ent and integrated understanding of the system.
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Refracturing, temporary plugging, and infilling well design play an important role in the development of reservoirs. The prediction
of stress distribution can provide the basic guiding theory for the design and implementation of these techniques. In this paper, a
fully-coupled three-dimensional production model based on the finite element method (FEM) and fracture continuum method
(FCM) for naturally fractured reservoirs is presented to study the effects of fluid consumption on the reservoir stress.
Furthermore, the effects of natural fractures on the stress re-distribution and stress re-orientation are also studied. The model
also considers the influence of natural fractures on the permeability, and the effect of the effective stress on natural fracture
openings, pore-elastic deformation, and fluid consumption. An analytical solution model and Eclipse were used for the
comparison, which verifies the accuracy of the model results. Based on two cases of one cluster of fractures and three clusters of
non-planar fractures, the research results revealed that natural fractures have a significant influence on the surrounding
drainage, stress distribution, and stress re-orientation during the development. Under the influence of natural fractures, the
production of the fluid along the direction of natural fractures is significantly easier, and it is highly probably that the
insufficient consumption area is perpendicular to the direction of natural fractures. Compared with the conventional model, the
stress distribution in the proposed model is deflected to a certain extent under the flow mode dominated by natural fractures,
which is significantly prominent in the non-planar fracture model. Due to the effect of natural cracks, the absolute values of the
stress, displacement, and stress difference in this model are relatively larger than those in the conventional model. Moreover, the
re-orientation angles of the maximum principal stress are significantly different. After considering the natural cracks, there was
an increase in the change in re-orientation and the re-orientation range. The research findings reported in this paper can be
used to predict the initiation, extension, and steering process of temporary plugging fracturing fractures and refracturing
fractures in fractured reservoirs.

1. Introduction

In oil and gas exploitation, the pore pressure in reservoirs
gradually decreases in accordance with the development. At
this point, the pore pressure gradient due to the heterogene-
ity of the reservoir pore pressure distribution induces a
change in the initial reservoir stress distribution [1]. In con-
ventional reservoir research, the reservoir is generally consid-
ered as a porous medium elastomer. When evaluating the
coupling law between fluid flow and geological stress in the
porous elastic model, the fluid flow is generally considered
to occur in three main directions. However, the fluid flow is

due to the pressure gradient. For reservoirs such as shale,
wherein natural fractures develop and dominate the reservoir
fluid flow, the fluid flow is mainly along the direction of nat-
ural fractures. In this flowmode, the conventional permeabil-
ity representation cannot accurately describe the flow of
fluid. Therefore, the relationship between the natural fracture
permeability and permeability tensor [2], the relationship
between the permeability and fracture width [3], and the
relationship between the effective stress and natural fracture
width were established [4]. The permeability tensor can then
be used to describe the flow of the fluid in other directions,
and the variation in the width of the natural fracture can be
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used to describe the permeability evolution during produc-
tion. Hence, a three-dimensional fluid-solid coupling math-
ematical model in porous media was developed as an
equivalent simulator for the analysis and evaluation of the
stress evolution and stress steering in fractured reservoirs
during depletion.

Several studies have been conducted on the fluid-solid
coupling in porous media; however, the effect of natural frac-
tures on the reservoir stress was considered in a few of these
studies. The study on the coupling between fluid and geome-
chanics in porous media can be divided into two parts. The
first aspect is the coupling of fluid and geomechanics during
injection [5–10]. The other aspect is the coupling of the fluid
and geological stress in the depletion [11–13]. The change in
the reservoir stress due to the fluid loss during hydraulic frac-
turing is the result of the coupling between the flow and geo-
mechanics, which is a process that occurs within a short-time
period. Ghassemi et al. established a three-dimensional fluid-
solid coupling model for hydraulic fracturing and then solved
the model using the finite element and displacement discon-
tinuity methods. The distribution of the pore pressure and
stress in the vicinity of the hydrofractures was obtained,
and the failure of the rocks in the vicinity of the hydrofrac-
tures was analyzed using the Mohr-Coulomb failure criterion
[14]. Salimzadeh et al. proposed a fully coupled three-
dimensional (3D) finite element model for the hydraulic frac-
turing of permeable rocks and then evaluated the applicable
range of classical analytic solutions in the limit case using this
model [15]. Gao and Ghassemi established a pore elastic
model in the process of full 3D heterogeneous hydraulic
fracturing using the coupling method of fluid flow and geo-
mechanics and then solved it using the finite element
method. The induced stress distribution and steering around
hydraulic fractures in heterogeneous reservoirs were con-
firmed as functions of time and space [16].

In addition to changes in the reservoir stress during fluid
injection, changes were observed when the reservoir was
depleted. Oil and gas production is a significantly long-term
reservoir consumption process [17–19]. Gupta et al. evaluated
the influence of production consumption and completion
migration on the reservoir stress, and the findings of the study
indicated that the stress is more easily diverted under low-
stress difference conditions.Moreover, the fracture character-
istics, pressure exhaustion, and interwell interference have a
significant influence on the infill well design and refracturing
design in the latter stages [20]. Using a state-of-the-art
coupled symmetric Galerkin boundary-element method
(SGBEM) and the finite element method (FEM)model, Rous-
sel and Sharma simulated the influence of prior production
from the offset wells on the propagation direction of fractures
initiated in an infill horizontal well. A stress reorientation
zone was observed near the offset well after several years of
production, which exhibited a significant influence on the
fracture extension in the infill well [11]. Safari and Ghassemi
proposed a numerical evaluation model for the changes in
stress due to the depletion of the infill wells and then analyzed
the bending of hydraulic fractures in the disturbed stress field
and the connectivity of the hydraulic fractures between wells
[21]. The failure effect and critical parameters that determine

the fracture bending were systematically evaluated [21, 22].
The results revealed that the depletion perturbed the stress
tensor of the stratum around the fractured horizontal well.
The perturbation stress field is related to stress/formation
anisotropy, fluid fluidity, pore pressure, bottom hole working
pressure, and Biot’s constant. Sangnimnuan et al. evaluated
the influence of the hydrofracture morphology on the stress
evolution in the production process using the embedded dis-
crete fracture method (EDFM) and the finite volume method
(FVM) [1]. The study revealed that the fracture morphology
has a significant influence on the stress distribution, sur-
rounding drainage, and stress reorientation. Moreover, with
a decrease in the stress difference, the steering is easier to
achieve. The propagation path and radius of curvature of the
hydrofractures can be predicted using the fracture propaga-
tion model combined with the varying stress field. In this
paper, reservoir simulation was integrated with rock geome-
chanics to predict the well poststimulation productivities
[23]. Several numerical and field studies have been presented
to study the impact of the reservoir depletion on the pore pres-
sure and the stress variation in the infill well zones [24]. Rezaei
et al. presented refracturing analysis using a 2D poroelastic
plain strain displacement discontinuity model built on the
work of Zhang, Ghassemi and Zhang, and Chun [25–28].
Kumar and Ghassemi presented a geomechanical perspective
to better understand the problem of “frac-hits” in horizontal
well refracturing and to design solutions for it using geome-
chanics analysis and modeling [13]. The numerical analysis
was based on a fully coupled 3D model “GeoFrac3D” with
the capabilities to simulate multistage fracturing of multiple
horizontal wells.

However, for reservoirs with natural fractures, the evolu-
tion of the reservoir-induced stress is influenced by the pres-
sure consumption, hydrofracture morphology, and natural
fractures, among others. Moreover, the influence of natural
fractures is significant. Most researchers know that natural
fractures have a significant impact on production during oil
and gas production. However, when natural fractures and
fluid-solid coupling are considered at the same time, the
treatment of natural fractures becomes a difficult task. In
summary, no research was found on the effect of the natural
fracture heterogeneity on the induced stress in reservoir pro-
duction. This paper summarizes and presents the results of
the analysis conducted on the effect of natural fractures on
the stress and stress diversion under the condition of plane
fractures and nonplane fractures. This study was a combina-
tion and expansion of the fluid flow/geomechanics coupling
theory and natural fracture heterogeneity in the pore elastic
model. Compared with previous studies, our model is closer
to the actual geological situation of the reservoir, so the results
aremore reliable and accurate. The research findings reported
in this paper can be used to predict the initiation, extension,
and steering process of temporary plugging fracturing frac-
tures and refracturing fractures in fractured reservoirs.

2. Mathematic Model

2.1. Natural Fracture Continuum Method. In naturally frac-
tured reservoirs such as shale and tight sandstone, the
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permeability of the reservoir matrix is significantly small and
it is difficult to extract the fluid based only on the matrix
[23, 29]. In engineering, multicluster fracturing is generally
employed in horizontal wells to activate reservoirs with
natural fractures. The natural fractures then become the
main channel of the oil and gas production and then
dominate the flow mode of the reservoir fluid. Given that
the permeability of natural fractures is significantly greater
than that of the matrix, the contribution of the matrix
permeability to fluid flow is neglected in this model and
only the influence of natural fractures is considered [29].
The distribution angle of natural fractures developed in shale
reservoirs is typically consistent, i.e., the inclination angle and
approximation angle are generally distributed within a certain
range of the main direction [30]. Therefore, it was assumed
that the approximation angle and inclination angle of all-
natural fractures in the model are consistent. In this model,
the fracture continuum method proposed by McKenna and
Reeves is used to describe the characteristics of natural frac-
tures. The permeability of the element grid is characterized
by the natural fracture inclination angle, approximation
angle, opening angle, and fracture spacing [31]. The advan-
tage of this method is that the natural fracture grid cannot
be processed separately, and the results were obtained under
the condition that the element is sufficiently small to meet
the precision requirements [3, 32]. Based on previous research
[3], the natural fracture permeabilitywas dispersed to the con-
tinuous unit. The permeability tensor of natural fractures
defines the permeability for each grid cell in the model
domain. For one fracture set, the permeability tensor can be
expressed as follows:

k = knf

n2ð Þ2 + n3ð Þ2 −n1n2 −n3n1
−n1n2 n2ð Þ2 + n3ð Þ2 −n2n3
−n3n1 −n2n3 n2ð Þ2 + n3ð Þ2

2
664

3
775,

ð1Þ

where k is the permeability tensor; n1, n2, and n3 are the units
normal to the fracture plane in the x, y, and z directions,
respectively; and knf is the permeability of the natural fracture.
Moreover, n1, n2, and n3 can be expressed as follows:

n1 = cos ς
π

180
� �

sin ξ
π

180
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180
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π

180
� �

,
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where ς = 90° − dip and ξ = strike − 90°. Using Equations (1)
and (2), the permeability tensor can be used to represent the
heterogeneity caused by natural fractures. This heterogeneity
is determined by the opening, spacing, inclination, and
approach angle of natural fractures. In the model, the fluid-
solid coupling of the depletion is considered and the stress
distribution of the reservoir changes with respect to time, thus
leading to changes in the natural fracture permeability. The

natural fracture permeability is mainly determined by the
fracture opening as follows [3]:

knf =
δ3

12d , ð3Þ

where δ is the reduction of the fracture aperture (fracture
closure) and d is the fracture spacing.

To accurately describe the natural fracture permeability
as a function of time, a coupling model of the natural fracture
opening and effective stress was introduced. Bandis et al.
evaluated the crack opening and effective normal stress and
then proposed a semi-logarithmic relationship [33]:

log σn = ω + χδ, ð4Þ

where σn is the normal stress on the crack surface and ω and
χ represent the constants in the semilog fracture closure/-
stress relationship.

The effective normal stress that acts on the crack surface
can be expressed as follows:

σn′ =
1
2 σH′ + σh′
� �

+ 1
2 σH′ − σh′
� �

cos 2θ, ð5Þ

where θ is the angle between the normal to the fracture and
the σH direction and σH′ and σh′, respectively, represent the
maximum effective principal stress and the minimum effec-
tive principal stress, MPa.

By combining Equations (4) and (5), the following was
obtained [4]:

δ = 1
χ
log n + 1

2n + n − 1
2n cos 2θ

� �
+ log σH′

χ
−
ω

χ
, ð6Þ

where n is the effective stress ratio, which can be expressed as
n = σH′ /σh′.

2.2. Mechanism of Fluid-Solid Coupling Mechanics

2.2.1. Principle of Effective Stress. Rock is a porous medium
composed of a solid skeleton and pores. In addition, there
are fluids (oil, gas, and water) stored in the pores of the skel-
eton. The fluid in the rock can bear or transfer pressure,
which is defined as the pore pressure. Moreover, the stress
transmitted through the contact surface between the rock
particles is the effective stress. The Biot effective stress can
be expressed as follows [34, 35]:

σij′ = σij + αδijpf , ð7Þ

where σij′ is the effective stress, σij is the total stress, δij is the
Kronecker symbol, and α represents the Biot constant, which
can be defined as follows [36]:

α = 1 − Kv
Ks

, ð8Þ
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where Kv and Ks represent the volume compression modulus
of the rock and the compression modulus of the solid par-
ticles, respectively. Moreover, α is typically close to 1; thus,
α = 1 was used.

2.2.2. Stress Balance Equation. The theory of saturated-
unsaturated seepage evaluates the movement of two or more
fluids through pores. This study addressed the flow of a
single-phase fluid in a porous medium. Based on the princi-
ple of virtual work, it can be known that at a certain moment,
the virtual work of the rock mass of a unit is equal to the
virtual work generated by the force that acts on the unit
(physical force and surface force); thus,

ð
V
δεTdσdV −

ð
V
δuTdf dV −

ð
S
δuTdFds = 0, ð9Þ

where F is the surface force, f is the body force, and δε
and δu are the virtual strain and virtual displacement,
respectively.

The constitutive relationship expressed in an incremental
form is

dσ′ =Dep dε − dεlð Þ, ð10Þ

where Dep is the elastoplastic matrix and dεl is the particle
compression due to the pore fluid pressure, which only
deforms in the positive direction without shear direction.
The specific expression is as follows:

dεl = −m
dpf
3Ks

, ð11Þ

where m = ½1, 1, 1, 0, 0, 0�T .
Formula (7) can be expressed as follows:

σ′ = σ + αmpf : ð12Þ

For α = 1, the combination of Formula (12) and the sum
Formula (9) can be expressed as follows:

ð
V
δεTDep dε +m

dpf
3Ks

� �
dV −

ð
V
δεTmdpfdV

−
ð
V
δuTdf dV −

ð
S
δuTdf dV = 0:

ð13Þ

Given that the seepage continuity equation contains a
time-related term, to couple the stress with the seepage, the
time derivative of the virtual work Equation (13) is required.
The specific expression is as follows:

ð
V
δεTDep

∂ε
∂t

+m
1

3Ks

∂pf
∂t

� �
dV −

ð
V
δεTm

∂pf
∂t

dV

−
ð
V
δεTm

∂pf
∂t

dV −
ð
S
δuT

∂F
∂t

dS = 0:
ð14Þ

2.2.3. Continuity Equation. By combining Darcy’s law with
the conservation of fluid mass, a matrix flow model can be
established to characterize the flow of porous media. The
amount of fluid that flows into this volume in time dt should
be equal to the increase in its internal water storage. Through
derivation, the continuity equation of seepage flow can be
obtained as follows:

ϕcf +
α − ϕ

Ks

� �
∂pf
∂t

+ α
∂ε
∂t

−∇
k
μf

∇pf + ρfgð Þ
� �

= 0, ð15Þ

where g is the acceleration vector of gravity, cf is the com-
pressibility of the fluid, and ϕ is the matrix porosity.

In the process of oil and gas development, hydraulic frac-
turing is generally used to generate hydrofractures to increase
the productive drainage area. As shown in the Figure 1, a
hydrofracture was located at the y-z section. Hence, the
continuity equation can be expressed as follows:

ϕcf +
α − ϕ

Ks

� �
∂pf
∂t

+ α
∂ε
∂t

−∇
k
μf

∇pf + ρfgð Þ
� �

+ qΓ = 0,

ð16Þ

where qΓ represents the interchange term between the
fracture and matrix.

3. Model Calculation and Validation

3.1. Finite Element Dispersion. The shape function can be
defined as follows:

u =Nuu,
ε = Bu,
pf =Np�pf ,

8>><
>>: ð17Þ

where B and Nu represent the shape function of the dis-
placement, Np is the shape function of pore pressure, �u
is the nodal displacement, and pw is the pore pressure of
the element node.

y

x

200 m

40
0 

m

z

50 m

Hydraulic fracture

Figure 1: Single-phase solution validation model.
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By substituting Equation (17) into Equation (15), the
solid phase finite element formula can be obtained after
simplification, as follows:

K
d�u
dt

+ C
d�pw
dt

= df
dt

, ð18Þ

where

K =
ð
V
BTDepBdV ,

C =
ð
V
BT Depm

3Ks
NpdV −

ð
V
BTmNpdV ,

df =
ð
V
NT

u df dV +
ð
S
NT

u dtdS:

ð19Þ

In the analysis of the seepage field, there are two types of
boundary conditions. The first is the flow boundary condi-
tion, and the second is the pore pressure boundary condition.
The flow boundary conditions can be expressed as follows:

qΓ =
k
μf

∂pf
∂nc

, ð20Þ

where nc is the normal unit of the flow boundary. This
boundary condition can be used as the outer boundary con-
dition. When there are production fractures in the reservoir
after fracturing, the flow boundary condition can also be con-
sidered as the internal boundary condition or fracture
boundary condition.

The pore pressure boundary conditions can be expressed
as follows:

pf = pfb, ð21Þ

where pfb is the pore pressure value at the known boundary.
The Galerkin method can be used, which can be

expressed as follows:

ð
V
aT �AdV +

ð
S
bT�BdS = 0, ð22Þ

where a and b are arbitrary functions, �A is the governing
equation, and �B is the continuity equation through the
boundary.

By substituting Equation (15) as �A, Equation (20) as �B,
and the formal function expression (17) into Equation (22)
and by setting a = −b, after the simplification, the following
can be obtained:

E
d�u
dt

+ F�pw +G
d�pw
dt

= f̂ , ð23Þ

where

E =
ð
V
NT

p αBdV ,

F =
ð
V

∇Np
� 	T k

μf
∇NpdV ,

G =
ð
V
NT

p ϕcf +
α − ϕ

Ks

� �
NpdV ,

f̂ =
ð
s
NT

p qΓdS −
ð
V

∇Np
� 	T k

μf
ρfgdV :

ð24Þ

Table 1: Primary parameters of calculation.

Parameter Value Unit

Young’s modulus 35.5 GPa

Poisson’s ratio 0.2 —

Biot coefficient 1 —

Initial porosity 0.25 —

Fluid compressibility 8 × 10−4 MPa-1

Fluid viscosity 1.1 MPa s

The principal stress in x-direction 50 MPa

The principal stress in y-direction 54 MPa

The principal stress in z-direction 57 MPa

The initial pore pressure 30 MPa

The initial opening of natural fracture 0.2 mm

Average natural fracture spacing 20 m

Natural fracture dip 80 °

Natural fracture strike 40 °

Well radius 0.0762 m
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Figure 2: Flow rate comparison between the proposed model and
Eclipse for one year of production.
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By combining Equation (18) with Equation (23), the
geomechanic-seepage coupling equation can be expressed
as follows:

K C

E G

" #
d
dt

�u

�pw

( )
+

0 0
0 F

" #
�u

�pw

( )
=

df
dt

f̂

8><
>:

9>=
>;: ð25Þ

3.2. Model Validation

3.2.1. Single-Phase Flow Solver. To verify the oil-water flow
model, a single fracture seepage model was established (as
shown in Figure 1) and the same model was established by
Eclipse software for a simulation comparison. The perme-
ability, porosity, and reservoir thickness of the model were
5md, 0.1, and 50m, respectively. The boundary of the model
was closed; thus, the reserves in the model were constant. The
other main parameters were the same as those shown in
Table 1. In the proposed model, the flow model was estab-
lished without considering natural fractures. Fluid-solid cou-
pling is not considered in Eclipse software. The daily output
and cumulative oil production after one year of production
were obtained by adopting the method of constant pressure
production, as shown in Figure 2. The results of the model
were approximately consistent with those of Eclipse. Due to
the different factors considered by the models, the change
process was slightly different. Therefore, the model in this
paper demonstrated a high accuracy.

4. Case Studies

4.1. Basic Parameters. As discussed in this section, a three-
dimensional reservoir physical model was established to eval-
uate the influence of anisotropy due to natural fractures on
the reservoir stress during the oil and gas development. To
fully demonstrate the significant influence of natural frac-
tures on the generation of induced stress, a model was estab-
lished that does not consider the influence of kxz , kyz , and kxy.
However, the influence of the permeability in the main direc-
tion was considered for comparison. As shown in Figure 3,
the length, width, and height of the model were 400m,
400m, and 100m, respectively, and the hydraulic fracture

was located at the cross section of the y-z-axis. The domain
was discretized to 50 four-node cells in the x- and y-direc-
tions and 20 four-node cells in the z-direction. For the treat-
ment of the reservoir boundary, the nodes on the left and
right surfaces of the model were free to move along the
x-axis and not the y-axis. All the nodes at the top and
bottom outer surfaces were free to move along the y-axis
and not the x-axis. Only the vertical displacement of all the
nodes on the outer surface of the top and bottom could be
achieved. Moreover, the six boundaries were nonflow bound-
aries, i.e., the pore pressure in the reservoir was continuously
reduced in the process of production. In all the calculations
below, the downhole flow velocity was calculated using the
Peaceman equation [37]. The other parameters in the calcu-
lation are shown in Table 1. Figures 4(a) and 4(b) present the
locations of the single fractures and three clusters of nonpla-
nar fractures, respectively.

4.2. Single Fracture Study. Based on the model and physical
parameters established in Section 4.1, in this section, the
focus is on the influence of natural fractures on the stress dis-
tribution and steering in the production process of a single
fracture in the y-z section. To fully reflect the effect of natural
fractures on the stress, a conventional model was established
without considering the effect of natural fractures, for

y(m)
z-x section 

y-z section 

(a) (b)

x(m)

z

0
400

400

100200

200

x-y section 

Hydraulic fracture 

Hydraulic fracture

50

Figure 3: A schematic diagram of the 3D physical model.

Path B

Path A
y

x

(a) (b)

Figure 4: A schematic diagram of the hydrofracture layout ((a)
presents the planar single fracture, and (b) presents the nonplanar
multiple fractures).
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comparison. Compared with the boundary conditions in the
model, the calculated parameters were consistent with the
proposed model.

During the production, the pore pressure decreases con-
tinuously due to the continuous fluid extraction and the pres-
sure is the lowest near the fracture. Figure 5 compares the
distribution of the reservoir pore pressure after 5 years of
production with and without considering the influence of
natural fractures. As can be seen from the figure, due to the
influence of natural fractures, there was a change in the fluid
flow pattern. Compared with the conventional model, the
pore pressure dissipation area was greater and it was easier
to reduce the pore pressure along the direction of natural
fractures for the formation of a clockwise deflecting pressure
drop funnel. Therefore, under the natural fracture distribu-
tion condition, the fluid in the upper right and lower left cor-
ners could be easily extracted, whereas the fluid in the upper
left and lower right corners could not be easily extracted. This
can serve as an essential guide to the design of infill wells.

According to the principle of effective stress, the reservoir
stress changes under the influence of the constant dissipation
of the pore pressure. For the conventional model, the distri-
bution of the stress σxx, σyy , and σzz in the reservoir after 5
years of production is shown in Figures 6(a), 6(b), and 6(c).
Due to fluid consumption, the reservoir stress distribution

exhibited a high complexity. Moreover, there was a decrease
in σxx near the crack as a result of the pressure dissipation,
whereas σxx increased on the left and right parts of the
domain to support the pressure depletion in the x-direc-
tion. In addition, there was a decrease in σyy near the crack
as a result of the pressure dissipation, whereas σyy increased
at the top and bottom parts of the domain to support the
pressure depletion in the y-direction. Moreover, σzz mainly
exhibited a decrease in stress in the central region of the
domain. Considering the influence of natural fractures on
the stress evolution, the results are shown in Figures 7(a),
7(b), and 7(c). Compared with the conventional model, the
stress distribution of the proposed model is similar to that
of the conventional model. However, considering the influ-
ence of tensors, the pressure dissipation of the proposed
model was more rapid and the changes in stress were
greater. The most significant difference is that the distribu-
tions of σxx, σyy, and σzz exhibited a degree of deflection.
The stress distribution deflection was found to be significantly
different from the stress distribution near the fractures in the
conventionalmodel, and this difference has a significant influ-
ence on the fracture initiation direction and fracture extension
of refracturing. As can be seen in Figures 8(a) and 8(b), the
distribution of the shear stress on the x-y section exhibited a
clockwise deflection when compared with the conventional
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Figure 5: Panels (a) and (b), respectively, represent the pore pressure distribution without the influence of the natural fractures and the pore
pressure under the influence of the natural fractures.
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Figure 6: (a), (b), and (c) present the principal stress in the x-direction, y-direction, and z-direction without considering the influence of the
permeability tensor of natural fractures.
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model, due to the influence of natural fractures. From a
comparison between Figures 9(c) and 9(d) and Figures 9(a)
and 9(b), the distribution of the displacement was found to
be deflected to a certain extent under the influence of natural
fractures. Figures 10(a) and 10(b) present the displacement
profiles on Paths A and B, respectively. In all the figures, the
solid lines represent the proposed model and the dotted lines
represent the conventional model. The displacement trend of
the two models was similar. The main difference was that
there was a more significant change in the absolute value
of the displacement after the influence of natural fractures
was considered.

Figures 11(a), 11(b), and 11(c) present the σxx , σyy, and
σzx stress distributions of the proposed model and conven-
tional model after 5 years of production on the z-x section,
respectively. As can be seen from the figure, the stress distri-
bution of the conventional model exhibited a symmetrical
distribution. Compared with the conventional model, the
overall trend of the stress distribution in the proposed model
was in good agreement. However, the stress distribution was
symmetrically distributed under the influence of natural frac-
tures, and there was a relative increase in the variation range
of the stress value.

Significant attention has been directed toward the reser-
voir stress evolution and surrounding drainage in the process
of fluid recovery, given their significance for the latter refrac-

turing and completion of infill wells. The change in the
direction of the horizontal principal stress direction has a sig-
nificant influence on the design of refracturing. Due to the
heterogeneity of the permeability and natural fractures, the
heterogeneity consumption of the pore pressure may result
in stress reorientation and changes in the direction of the
horizontal maximum principal stress. As can be seen from
Figures 12(a) and 12(b), a region with a stress difference less
than 0 was observed near the fracture after one year of pro-
duction. In addition, the stress in this region was reversed.
It can also be found that the time when the stress difference
changes the most is not the 20 years with the longest produc-
tion life but the 10th year. This is because with an increase in
the production life, most of the fluid in the easily flowing
region was produced, whereas the fluid in the previously rel-
atively noneasily flowing region was gradually produced.
Therefore, there was a decrease in the difference between
the pore pressures in the regions, which led to a decrease in
the stress differences and an increase in the influence range.
Figures 12(c) and 12(d) present the shear stress profiles on
Paths A and B. Compared with the conventional model, the
shear stress absolute value of the proposed model is influ-
enced more significantly by natural cracks.

Refracturing is one of the most effective methods for lat-
ter reservoir development. The distribution of the reservoir
stress after the production and the direction of the horizontal
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Figure 8: (a) and (b) present the induced shear stress in the x-y section with and without considering natural fractures, respectively.
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Figure 7: (a), (b), and (c) present the principal stress in the x-direction, y-direction, and z-direction considering the influence of the
permeability tensor of natural fractures.
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maximum principal stress are two critical factors that deter-
mine the fracture pressure, fracture initiation direction, and
fracture extension trajectory of refracturing. The stress evolu-
tion in the production process was previously analyzed. For
the solution of the change in reorientation of the maximum
horizontal principal stress (σH max) on the x-y section, the
action of the vertical principal stress (σzz) was neglected;
thus, the original direction of the maximum horizontal prin-
cipal stress is shown in Figure 13(a). After 5 and 10 years of
production, there was a significant change in the direction

of σH max. In the conventional model, the change area of
the principal stress direction was in the shape of a vertical
ellipse, whereas the change area of the σH max direction in
the proposed model was in the shape of an inclined ellipse.
The degree of inclination is related to the location of natural
fractures. The area with the largest reorientation change of
σH max was near the hydrofracture. Compared with the con-
ventional model, the change in reorientation of σH max in
the proposed model was influenced more significantly by
natural fractures (θ1′ > θ1, θ2′ > θ2). In the conventional
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Figure 10: (a) and (b) present the displacement profiles on Paths A and B.
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Figure 9: (a) and (b) present ux and uy on the x-y section without considering natural fractures, respectively, and (c) and (d) present ux and uy
on the x-y section considering natural fractures, respectively.
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model, the change in reorientation of σH max was 90°

(Figure 14(a)); however, the change in reorientation of
σH max in the proposed model was 110° under the influence
of natural cracks (Figure 14(b)). Similar to the change in
the stress difference, the change in the reorientation was
the largest at the 10th year, not the 20th year. Moreover,
the range of the reorientation areas is proportional to
production time.

4.3. Nonplanar Multifracture Study. In the actual segmented
multicluster fracturing process, there is stress interference
between the fractures when multiple fractures are simulta-
neously extended, which leads to the case wherein the middle
fractures are restrained and the fractures on both sides are
extended in a nonplanar manner. Hence, the displacement
discontinuity method was used to simulate the extended tra-
jectories of three clusters of hydrofractures with spacings of
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Figure 12: (a) and (b) are present the stress difference profiles on Paths A and B of different production years, and (c) and (d) present the
shear stress profiles on Paths A and B of different production years.
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50m. The three hydraulic fractures are considered as produc-
tion fractures. It was assumed that all three clusters of frac-
tures pass through the reservoir in the z-direction. The
other calculation parameters are the same as those in
Table 1. Under this condition, the reservoir stress distribu-
tion after 1, 5, and 10 years of production was simulated.

Figure 15 presents the pore pressure distribution after 1,
5, and 10 years of nonplanar fracture production using
the conventional model. The pore pressure distribution in
the domain was axially symmetric. However, under the
influence of natural fractures, there was an initial decrease
in the pore pressure along the strike direction of the natural
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Figure 14: (a) and (b) present the steering angle of the maximum horizontal principal stress along Path B without and with considering the
influence of natural fractures in different production years, respectively.
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Figure 13: (a) presents the direction of the maximum principal stress on the x-y section in the initial state. (b) and (c) present the direction of
the maximum horizontal principal stress after 5 years and 10 years of production without considering natural fractures. (d) and (e) present the
direction of the maximum horizontal principal stress after 5 years and 10 years of production considering the influence of natural fractures.
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fractures, and the distribution exhibited central symmetry
rather than axial symmetry (as shown in Figure 16). The
upper left part and the lower right part of the domain are
underexploited areas under such reservoir geological condi-
tions and distributed fractures.

Due to the influence of the nonplanar fracture geometry,
the stress distribution after production exhibited a high com-
plexity. Without considering the effect of natural fractures,
the stress distribution of the conventional model was axially
symmetric. Compared with a single fracture, there was an
increase in the rates of the pore pressure dissipation and stress
decrease and there was an increase in the size of the influence
range, as shown in Figures 17(a), 17(b), and 17(c). The stress
(σxx) on the left and right of the domain and the stress (σyy)
on the top and bottom of the domain increased to support
the pressure depletion of the middle area.When the influence
of natural fractures was considered, the stress distribution
in the proposed model exhibited a significant degree of
deflection, as shown in Figures 18(a), 18(b), and 18(c). The
deflection of the stress distribution confirms that natural frac-
tures have a significant influence on the reservoir fluid flow
and production.

Compared with a single crack, the distribution of the
principal stress was more complex. The change in reorienta-
tion of σH max was θ1′ > θ1, θ2′ > θ2, as shown in Figure 19. Due
to the influence of the nonplanar crack geometry, the
rotation angle of the maximum principal stress direction in
the conventional model reached 135°. In the proposed
model, the rotation angle of the principal stress direction

near the crack was concentrated at 140°. The reorientation
region affected by the natural fractures was larger than those
of the conventional models. Therefore, under the action of
the nonplanar fracture geometry and natural fractures, the
evolution of the reservoir stress tends to be complex in the
production process. From a comparison of Figures 20(a)
and Figure 18(a), the profile of the change in reorientation
on Path B was found to be significantly different due to the
influence of the hydraulic fracture geometry. During the first
year of production, the central region did not turn; however,
it turned in accordance with an increase in the production
time. From a comparison of Figures 20 and Figure 18,
there was a similarity in that the greatest change in the
reorientation of σH max occurred in the 10th year and the
change in reorientation was correlated with the reservoir
depletion time.

5. Conclusion

A fully coupled 3D pore elastic model based on the FEM was
developed to analyze the stress evolution and stress reorien-
tation in heterogeneous porous media in the reservoir deple-
tion process. In the model, the continuous natural fracture
model is used to characterize the effect of natural fractures
on the reservoir fluid flow. The relationship between the
natural fracture width and effective stress was used to estab-
lish a fluid cluster single fracture model and a three-cluster
nonplane fracture model for an example analysis. There
was a good agreement between the analytical solutions and
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Figure 15: (a), (b), and (c) present the pore pressure distribution after 1, 5, and 10 years of nonplanar fracture production without considering
the influence of natural fractures.
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Figure 17: (a), (b), and (c) present the σx , σy , and σz stress distributions after 10 years of nonplanar fracture production without considering
the influence of natural fractures.
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Figure 16: (a), (b), and (c) present the pore pressure distribution after 1, 5, and 10 years of nonplanar fracture production considering the
influence of natural fractures.

13Geofluids



x

y

(a) 

𝜃1 𝜃2

(b) (c) 

𝜃1 𝜃2

(d) (e) 

Direction of horizontal
maximum principal stress 

x-y section

3 year 10 year

3 year 10 year

Figure 19: (a) presents the direction of the initial maximum horizontal principal stress on the x-y section. (b) and (c) present the direction of
the maximum horizontal principal stress after 3 years of depletion without considering the natural cracks. (d) and (e) present the direction of
the maximum horizontal principal stress after 10 years of production considering the natural cracks.

41.00

44.17

47.33

50.50

53.67

56.83

60.00

x

MPax-y sectiony

0

400

200

300

100

0 400200100 300

(a)

40.00

43.33

46.66

50.00

53.33

56.66

60.00

x

MPax-y sectiony

0

400

200

300

100

0 400200100 300

(b)

48.00

50.83

53.67

56.50

59.33

62.17

65.00

x

MPax-y sectiony

0

400

200

300

100

0 400200100 300

(c)

Figure 18: (a), (b), and (c) present the σx , σy , σz stress distribution after 10 years of nonplanar fracture production considering the influence
of natural fractures.
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numerical results. By comparing the conventional models, it
was confirmed that natural cracks have a significant influence
on the stress evolution, surrounding drainage, and change in
reorientation in the depletion process. Under the influence of
natural fractures, the fluids in reservoirs along the direction
of the natural fractures are easier to recover, and areas that
are perpendicular to the natural fracture surface are prone
to underconsumption. In addition, under the flow mode
dominated by natural fractures, the stress distribution in
the proposed model is deflected to a certain extent, especially
in the nonplanar fracture model. Due to the action of natural
cracks, the absolute values of the stress, displacement, and
stress difference in the proposed model are relatively greater
and the change in the reorientation of the maximum princi-
pal stress steering is significantly different. After considering
the natural cracks, the steering angle and steering range
increased. Moreover, this directly results in significant differ-
ences in the design of the late-stage fracturing temporary
plugging steering and refracturing technology for conven-
tional reservoirs. The simulation results revealed that it is
very important to consider the effects of natural fractures
on the stress redistribution, surrounding drainage, and
reorientation in production. The findings of this study can
serve as a theoretical guide for the design of refracturing,
temporary plugging steering, and infilling wells and help
predict the direction of new fractures and the trajectory of
fracture extensions.
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In this paper, two basic assumptions are introduced: (1) The number and length distribution of fractures in fractured rock mass are
in accordance with the fractal law. (2) Fluid seepage in the fractures satisfies the cubic law. Based on these two assumptions, the
fractal model of parallel seepage and radial seepage in fractured rock mass is established, and the seepage tensor of fracture
network which reflects the geometric characteristics and fractal characteristics of fracture network under two kinds of seepage is
derived. The influence of fracture geometry and fractal characteristics on permeability is analyzed, and the validity and accuracy
of the model are verified by comparing the calculated results of the theoretical model and physical model test. The results show
that the permeability coefficient K of fracture network is a function of the geometric (maximum crack length Lmax, fractured
horizontal projection length L0, diameter calculation section porosity Φ, fracture strike α, and fracture angle θ) and fractal
characteristics (fracture network fractal dimension Df and seepage flow fractal dimension DT). With the increase of fractal
dimension Df , the permeability coefficient increases. With the increase of DT, the permeability coefficient decreases rapidly. And
the larger the Df (Df > 1:5), the greater the change of permeability coefficient K with DT.

1. Introduction

A large number of fractures are distributed in the natural
rock mass and artificially disturbed rock mass, which provide
channels for fluid seepage. To determine the permeability
characteristic of fractured rock is important in the field of
geology, geotechnical engineering, petrochemical resource
exploitation, groundwater resource development and protec-
tion, nuclear waste disposal, and storage of carbon dioxide
and others [1–9]. Generally, it is assumed that the fluid flows
only in the interconnected fractures, and the permeability
characteristics of equivalent fracture network is determined
by analyzing the permeability characteristics of the different
characteristic fractures [10, 11]. This method is called the dis-
crete fracture network (DFN) method, which has been widely
used and developed in recent decades [12–16].

The permeability characteristics of the fracture network
mainly depend on the fracture characteristics (spatial distri-
bution, density, connectivity, etc.) at the macroscopic level
and the fracture characteristics (length, gap width, directiv-

ity, roughness, etc.) at the microscopic level. Liu et al. [8]
reviewed the current research on the influence of geometrical
characteristics of fractured rock mass on the permeability of
two-dimensional discrete fracture network and summed up
nine parameters which have great influence on the perme-
ability of fracture network. It is the length and distribution
of fractures, the width and distribution, fractured surface
roughness, dead fracture, fracture cross point, hydraulic gra-
dient, stress condition, anisotropy, and size effect and listed
the analytical expressions of the relationship between the rel-
evant fracture parameters and permeability. de Dreuzy and
Philippe [17] studied the effect of fracture length and gap
width distribution on the infiltration characteristics of two-
dimensional random fracture networks. Based on the fractal
network statistics and fractal characteristics, a practical
method to determine the permeability of fracture network
was proposed by Jafari and Babadagli [18, 19]. Sensitivity
analysis of the permeability of each parameter was carried
out. The results showed that the fracture density and length
have the greatest influence on the permeability of fracture
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network. The permeability of fracture network with expo-
nential distribution was studied by Rossen and Gu [20]. It
is found that the single large scale fracture plays a major role
in the permeability of the fracture network. The permeability
of the study area increases with the increase of the study size.
Under normal circumstances, it is very difficult to quantita-
tively describe the fracture characteristics of the fracture net-
work due to its complexity [21, 22]. Studies have shown that
natural fractures have fractal properties that have the same
effect on the permeability of fracture networks as well as frac-
ture geometries [18, 23–26].

A series of studies have been made on the influence of
geometric characteristics and fractal features of fractures on
permeability. A two-dimensional random fracture network
model considering the characteristics of fracture network
(density, length, gap width, directionality, and connectivity)
was established. The fracture network statistics and the rela-
tionship between fractal characteristics and fracture network
permeability were obtained through the multiple regression
analysis and artificial neural network processing. An estima-
tion method was proposed to estimate the permeability of
multilayer complex fracture network, in order to obtain a
good estimate result, which was recommended for compre-
hensive utilization of drill core data (1D), bedrock exposed
data (2D), and drilling test data (3D). Another key factor that
affects the permeability of fracture network is the connectiv-
ity between fractures. Based on the fractal geometry and per-
colation theory, the two-dimensional fracture network
connectivity was defined, and the relationship between frac-
ture network permeability and fractal dimension and dimen-
sionless fracture density and percolation threshold was given
and analyzed. It is pointed out that the estimated value
obtained by fractal dimension of fractured network was more
accurate than that of fractal dimension of fracture intersec-
tions, fracture connectivity rate, and intersection fractal
dimension in the X-direction and Y-direction.

In recent years, many scholars have established the fractal
model of pore and fractured media based on the fractal char-
acteristics of porosity and fractures and have made great
achievements in studying fluid seepage, solute transport,
and heat conduction [27–32]. Zheng and Yu [33] deduced
the seepage characteristics of the gas in the porous media
model composed of porous rock and fractal tree fractures.
It is shown that the pore fractal dimension, pore bending
degree, porosity, the ratio of maximum pore diameter to frac-
tal tree fracture network length, diameter ratio, bifurcation
angle, and bifurcation level are the key factors that have sig-
nificant effects on gas permeability. Yun et al. [34] analyzed
the plane radial seepage and parallel seepage of Newtonian
fluid in porous media and deduced the permeability coeffi-
cient and flow rate and velocity expression in the two seepage
cases. The fractal theory and the Monte Carlo method were
used to establish the probability model of radial percolation
in porous media by Xu et al. [35]. The results showed that
the effective radial permeability coefficient decreased drasti-
cally with the radial distance increase and the porosity and
pore fractal dimension of the radial seepage interface had a
significant effect on the effective permeability coefficient.
Based on the fractal geometry theory and the laminar cube

law of fluid in fractures, a fractal model of seepage in frac-
tured rock mass was deduced byMiao et al. [36]. The theoret-
ical model showed that the permeability coefficient of
fractured rock mass was a function of fracture fractal dimen-
sion, porosity, fracture density, maximum fracture length,
gap width, fracture direction, and inclination angle. Miao
et al. [37] assumed that the fractures in the fractured rock
mass were randomly distributed, the fluid flow in the fracture
was in accordance with the law of cube, the pores in the rock
mass connected into tortuous channels, the fracture length
and pore diameter distribution had fractal characteristics,
and a fractal model of seepage flow in a two-hole media
model was established. The Monte Carlo method was used
to generate the fractured network, and a fractal flow model
was established to reflect the geometrical characteristics of
fractured rock mass. It is revealed that the bending degree,
the gap width and the random number that reflects fractal
regularity of fracture length distribution, had a significant
influence on the permeability of fracture network [38]. The
seepage fractal model of discrete fracture network was estab-
lished by using the fractal dimension of fracture geometrical
distribution and the fractal dimension of flow line which
reflects the surface roughness of fractures. By simulating and
calculating the equivalent permeability coefficient of fluid
flowing through different geometric characteristics of discrete
fractures, it was found that when the fractal dimension of the
fractured network is less than 1.5, the seepage of the fracture
network is mainly controlled by the small fracture with the
length less than the width of the fracture network. With the
increase of fractal dimension, the effect of long fractures on
fracture network seepage is increasing [7, 8].

The permeability of fractured rock mass is influenced
by the heterogeneity of fracture direction, inclination,
and length distribution, which lead to the fact that the
permeability of the fractured rock mass is directional,
and many scholars have carried on fruitful research in this
area [9, 10, 12, 13, 39, 40]. Based on the previous research,
this paper is aimed at establishing a parallel seepage and
radial seepage fractal model of fractured rock mass consid-
ering the effect of fracture surface roughness in Section 2
and deducing the seepage tensor of the fracture network
which reflects the geometrical and fractal characteristics
of fracture network in Section 3. The influence of fracture
geometry and fractal characteristics on the permeability is
analyzed in Section 4. The validity and accuracy of the
model are verified by comparing the theoretical model
and the physical model water injection test in Section 5.

2. Fractal Characteristics of Fractured
Network of Rock Mass

Studies have shown that the cumulative surface area distribu-
tion of the Earth’s surface islands is subject to power distribu-
tion [36, 41], i.e.,

N A > að Þ∝ a−D/2, ð1Þ

where N is the total number of islands with area A greater
than constant a and D is the fractal dimension representing
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the area distribution of the island. On this basis, amax is
used to represent the area of the largest island [42]. Equation
(2) is given:

N A > að Þ = amax
a

� �D/2
: ð2Þ

The relationship between the equivalent gap width and
the crack length can be expressed [36, 43–45]:

e = βln, ð3Þ

where e is the equivalent gap width; β is the proportional
coefficient, which is related to the mechanical properties
of the surrounding rock and in the range of 0.001-0.1
[37, 44]; l is the fracture length; and n is a constant that
reflects the fracture characteristics, which ranges from 0.5
to 2.0 [37, 44, 45]. When n = 1, it indicates that the equiv-
alent gap width and the length of the fracture are linearly
distributed. The fractured network has self-similarity and
fractal characteristics [37, 38, 43, 45]. Equation (3) can
be written as follows:

e = βl: ð4Þ

Many studies have shown that the fracture length dis-
tribution satisfies the fractal law [15, 36, 45–49]. There-
fore, equation (2), which describes the distribution law of
island area, is used to describe the distribution of fractures
area in fractured media:

N A ≥ að Þ = emaxlmax
el

� �Df /2
, ð5Þ

where emax and lmax are the maximum gap width and
maximum length, respectively, and e and l are the fracture
width and length, respectively. Equation (4) is substituted
into equation (5), and equation (6) is given as follows:

N L ≥ lð Þ = lmax
l

� �Df

, ð6Þ

where Df is the fractal dimension of the fracture length,
for the two-dimensional problem 0 <Df < 2 and for the
three-dimensional problem 0 <Df < 3. By substituting l in
equation (6) with lmin, the total number of fractures in
the fracture network can be expressed as follows:

N t L > lminð Þ = lmax
lmin

� �Df

: ð7Þ

In general, the number of fractures in the fracture net-
work is large, so equation (6) can be approximated as a
continuous differential equation and equation (8) can be
obtained by solving differential l in equation (6):

−dN lð Þ =Df l
Df
maxl

− Df +1ð Þdl: ð8Þ

Equation (8) indicates the number of fractures in
[l, l + dl], and the negative sign indicates that the number
of fractures decreases with increasing fracture length.
Equation (8) divided by equation (7) is equal to the fol-
lowing equation:

−
dN
N t

=Df l
Df
minl

− Df +1ð Þdl = f lð Þdl, ð9Þ

where f ðlÞ =Df l
Df
minl

−ðDf +1Þ is the probability density func-
tion, which is satisfied by equation (10) by the definition
of the probability function:

ð+∞
−∞

f lð Þdl =
ð lmax

lmin

f lð Þdl = 1 −
lmin
lmax

� �Df

≡ 1: ð10Þ

Therefore, equation (11) is given as follows:

lmin
lmax

� �Df

≅ 0: ð11Þ

In general, lmin<<lmax in equation (11) is a necessary
condition for the fractal network to show fractal character-
istics. Many researchers [22, 38] used lmin/lmax ≤ 0:001 as a
threshold for the fractal model considering the two-
dimensional fracture network seepage. This criterion is
also used in this paper.

The relationship between porosity and fractal dimension
can be expressed [37, 50, 51]:

Df = dE +
ln∅

ln lmax/lminð Þ , ð12Þ

where Df is the fractal dimension of the fracture length; Φ is
the porosity of the fracture network; lmin and lmax are the
minimum and maximum values of the fracture length; dE is
the European dimension, in which for the two-dimensional
problem dE = 2 and for the three-dimensional problem
dE = 3.

According to the definition of porosity, the following
equation is available:

ϕ =
Af
A0

, ð13Þ

whereΦ is the porosity of the fracture network, A0 is the area
of the cross section, and Af is the pore area.

Af = −
ð lmax

lmin

eldN lð Þ = βDf l
2
max

2 −Df
1 −

lmin
lmax

� �2−Df
" #

: ð14Þ

By solving simultaneously equations (12) and (14), the
following equation becomes available:

Af =
βDf l

2
max

2 −Df
1 − ϕð Þ: ð15Þ
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By substituting equation (13) into equation (15), the fol-
lowing equation becomes available:

A0 =
βDf l

2
max

2 −Df

1 − ϕð Þ
ϕ

: ð16Þ

3. Fractal Model of Permeability of Fractured
Rock Mass

3.1. Formula Derivation. In a three-dimensional space, the
direction of the fracture is determined by the direction and
inclination, as shown in Figure 1. The x-axis and the y-axis
are the two coordinate directions of the horizontal plane,
which is in the same direction as the geodetic coordinate; that
is, the x-axis is N and the y-axis is E; α is the angle between
the trend line and the y-axis, θ is the angle between the frac-
ture plane and the horizontal plane (inclination), l is the frac-
ture length, e is the fracture width, Lft is the seepage length of
the fluid in the fracture considering the fracture roughness,
Lf is the linear length in the direction of fracture seepage, J f
is the tangential component of the hydraulic gradient in the
fracture, and Jn is the normal component of the hydraulic
gradient in the fracture. L0 is the linear length of Lf projected
to the x-axis direction.

Usually, there are a large number of cracks in the frac-
tured rock mass, and it is impossible to determine the direc-
tion and inclination of the fractures one by one. Studies have
shown that the directionality of many fractures in a given
area is not exactly the same but can usually show a tendency
[36, 52]. For example, the results of 1878 fractures in the
study showed an average inclination of 70° and an average
orientation of N-S [53]. Furthermore, the fracture network
studied at present is only caused by mining. Compared with
the natural fracture networks affected by complex geological
factors, the fracture network studied here is more regular.
Therefore, we take the trend and dip angle in the calculation
model for a certain range of statistical average.

It is assumed that the flow of fluid in the fracture can be
described by the cubic law [39, 44, 54]:

q lð Þ = e3l
12μ

ΔP
Lft

, ð17Þ

where qðlÞ is a single fracture flow, μ is the dynamic viscosity
coefficient, e is the fracture width, l is the fracture length, Lft is
the length of the seepage of the fluid in the fracture consider-
ing the fracture roughness, and ΔP is the pressure difference
across the fracture.

Because of the rough surface of the fracture, the fluid flow
path in the fracture is a curve, which leads to the extension of
the flow path and the decrease of the effective flow capacity,
as shown in Figure 1. The relationship between Lft and Lf
can be expressed as follows:

Lft = e1−DTLDT
f , ð18Þ

where DT is the fractal dimension of the flow line of the seep-
age flow. DT reflects the nonlinearity of the streamline, and
the streamline is a straight line when DT = 1, Lft = Lf .

By substituting equations (4) and (18) into equation (17),
the following equation becomes available:

q lð Þ = β2+DT l3+DT

12μ
ΔP

LDT
f

=
β2+DT l3+DT

12μDTL
DT−1
f

dP
dLf

: ð19Þ

In a three-dimensional space, the hydraulic gradient is
divided into normal and tangential components along the
fracture, as shown in Figure 1. Only the tangential hydraulic
gradient produces the seepage flow, that is,

q lð Þ = β2+DT l3+DT

12μDTL
DT−1
f

Jf: ð20Þ

By substituting L0 = Lf sin a into equation (20), the fol-
lowing equation becomes available:

q lð Þ = β2+DT l3+DT

12μDT

L0
sin α

� �1−DT

Jf: ð21Þ

It is assumed that the angle between the normal direction
of the fracture surface and the coordinate axes is α1, α2, and
α3, respectively. The normal direction vector of the fracture
surface can be expressed as

nn = cos α1i + cos α2 j + cos α3k: ð22Þ

At the same time, the hydraulic gradient vector is decom-
posed along the fracture plane normal and tangential compo-
nents [55]:

Streamline

Strike line

Aperture
z(Z)

y(E)

x(N)

Jn

L ft

e

l

J

Lf

𝛼

𝛼
𝛼

𝛼

𝜃

Jf

Figure 1: Three-dimensional fracture seepage diagram.
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J = Jf + Jn: ð23Þ

Taking equation (24) into consideration,

Jn = J∙nnð Þnn: ð24Þ

The hydraulic gradient is decomposed in the direction of
the coordinate axis; equation (25) is available.

J = Jx + Jy + Jz = Jxi + Jy j + Jzk: ð25Þ

According to theorem of vector operation, equation (26)
is available.

Jf = J − Jn: ð26Þ

Equations (22), (23), (24), (25), and (26) are simulta-
neously solved; equation (27) is available.

Jf = Jx 1 − cos α1 cos α1ð Þ − Jy cos α2 cos α1
�

− Jz cos α3 cos α1�i + −Jx cos α1 cos α2½
+ Jy 1 − cos α2 cos α2ð Þ − Jz cos α3 cos α2�j
+ −Jx cos α1 cos α3 − Jy cos α2 cos α3
�

+ Jz 1 − cos α3 cos α3ð Þ�:

ð27Þ

Equation (27) is written in a matrix form:

Jf =
1 − cos2α1 −cos α2 cos α1 −cos α3 cos α1

−cos α1 cos α2 1 − cos2α2 −cos α3 cos α2
−cos α1 cos α3 −cos α2 cos α3 1 − cos2α3

2
664

3
775

Jx
Jy
Jz

2
664

3
775:

ð28Þ

The total seepage flow can be obtained by integrating
seepage flow of single fracture along the fracture length on
the calculated cross section.

Q = −
ðlmax

lmin

q lð ÞdN lð Þ: ð29Þ

By substituting equations (8), (21), and (28) into equa-
tion (29), equation (30) becomes available:

Q =
ð lmax

lmin

β2+DT l3+DT

12μDT

L0
sin α

� �1−DT

JfDf l
Df
maxl

− Df +1ð Þdl

=
β2+DT l3+DT

max
12μDT

L0
sin α

� �1−DT Df
3 +DT −Df

1 −
lmin
lmax

� �3+DT−Df
" #

�
1 − cos2α1 −cos α2 cos α1 −cos α3 cos α1

−cos α1 cos α2 1 − cos2α2 −cos α3 cos α2

−cos α1 cos α3 −cos α2 cos α3 1 − cos2α3

2
6664

3
7775

Jx
Jy
Jz

2
6664

3
7775:

ð30Þ

Considering lmin<<lmax, 1 <DT < 2, 1 <Df < 2,
ðlmin/lmaxÞ3+DT−Df <<1, equation (30) is simplified and rewrit-
ten as a matrix:

qx
qy
qz

2
6664

3
7775 =

β2+DT l3+DT
max

12μDT

L0
sin α

� �1−DT Df
3 +DT −Df

�
1 − cos2α1 −cos α2 cos α1 −cos α3 cos α1

−cos α1 cos α2 1 − cos2α2 −cos α3 cos α2

−cos α1 cos α3 −cos α2 cos α3 1 − cos2α3

2
6664

3
7775

�
Jx
Jy
Jz

2
6664

3
7775:

ð31Þ

Figure 1 shows that the relationship between the direc-
tion cosine of fracture normal plane and the direction and
inclination of the geodetic coordinate is as follows:

cos α1 = − sin θ cos α,

cos α2 = − sin θ sin α,

cos α3 = cos θ:

8>><
>>:

ð32Þ

By substituting equation (32) into equation (31), equa-
tion (33) can be obtained as follows:

qx
qy
qz

2
6664

3
7775 =

β2+DT l3+DT
max

12μDT

L0
sin α

� �1−DT Df
3 +DT −Df

�
1 − sin2θ cos2α −sin2θ sin α cos α sin θ cos θ cos α

−sin2θ sin α cos α 1 − sin2θ sin2α sin θ cos θ sin α

sin θ cos θ cos α sin θ cos θ sin α sin2θ

2
6664

3
7775

�
Jx
Jy
Jz

2
6664

3
7775:

ð33Þ

The permeability coefficient can be expressed as

K =
μQ
A0 J

: ð34Þ

By substituting equations (16) and (33) into equation
(34), equation (35) is obtained as follows:
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K =
β1+DT l1+DT

max
12DT

L0
sin α

� �1−DT 2 −Df
3 +DT −Df

∅
1−∅

�
1 − sin2θ cos2α −sin2θ sin α cos α sin θ cos θ cos α

−sin2θ sin α cos α 1 − sin2θ sin2α sin θ cos θ sin α

sin θ cos θ cos α sin θ cos θ sin α sin2θ

2
6664

3
7775:

ð35Þ

3.2. Radial Seepage. In a three-dimensional space, the radial
flow diagram is shown in Figure 2. Map coordinates and
parameter definitions are consistent with Figure 1. The x-
and y-axes are two coordinate directions, which are consis-
tent with the direction of geodetic coordinates. It is assumed
the x-axis is N , the y-axis is E. α is the angle between the
strike line and the y-axis, and θ is the angle between the
fracture plane and the horizontal plane (inclination). l is
the fracture length, e is the fracture width, ra is the seep-
age length of the fluid in the fracture considering the frac-
ture roughness, r is taken as the straight line length along
fracture seepage direction, rw is radius of the hole, J f is the
tangential component of the hydraulic gradient in the frac-
ture, and Jn is the normal component of the hydraulic gradi-
ent in the fracture.

It is assumed that the flow of fluid in the fracture
can be described by the cubic law [39, 44, 54]. Equation
(17) can be rewritten as follows under the condition of
radial flow:

q lð Þ = e3l
12μ

dp
dra

, ð36Þ

where qðlÞ is a single fracture flow, μ is the dynamic
viscous coefficient, e is the fracture width, l is the frac-
ture length, and p is the water pressure. Due to the rug-
ged surface of the fracture, the fluid seepage path in the
fracture is a curve, resulting in a decrease in the flow
path and an effective overcurrent capacity, as shown in
Figure 2.

The relation between ra and r can be rewritten according
to equation (18) as follows:

ra = e1−DTrDT : ð37Þ

Equation (38) can be obtained by substituting equations
(4) and (37) into equation (36) as follows:

q lð Þ = β2+DT l3+DT

12μDTrDT−1
dp
dr

: ð38Þ

Similarly, the hydraulic gradient vector will be decom-
posed along the fracture plane in normal and tangential com-
ponents [55]. Only the hydraulic gradient along the
tangential direction of the fracture will produce seepage flow
[12], i.e.,

q lð Þ = β2+DT l3+DT

12μDTrDT−1
Jf: ð39Þ

On the inner side of the radial hole wall, the seepage flow
of single fracture is integrated along the fracture length, and
the total seepage flow can be obtained.

Q =
2πrwh
A0

ð lmax

lmin

q lð ÞdN =
πhrwβ

2+DT l3+DT
max

6μDTA0rDT−1
Df

3 +DT −Df

�
1 − sin2θ cos2α −sin2θ sin α cos α sin θ cos θ cos α

−sin2θ sin α cos α 1 − sin2θ sin2α sin θ cos θ sin α

sin θ cos θ cos α sin θ cos θ sin α sin2θ

2
6664

3
7775

�
Jx
Jy
Jz

2
6664

3
7775:

ð40Þ

Equation (16) is substituted into equation (40) and is
rewritten in a matrix form:

y(E)

x(N)

rw

z(Z)

r

h

(a)

x(N)

rw

ra

h

y(E)

z(Z)

r e

𝜃

Streamline

Strike line

Aperture

𝛼

(b)

Figure 2: Radial flow diagram: (a) elevation view and (b) section view.
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qx
qy
qz

2
6664

3
7775 =

πhrwβ
1+DT l1+DT

max
6μDTrDT−1

2 −Df
3 +DT −Df

∅
1−∅

�
1 − sin2θ cos2α −sin2θ sin α cos α sin θ cos θ cos α

−sin2θ sin α cos α 1 − sin2θ sin2α sin θ cos θ sin α

sin θ cos θ cos α sin θ cos θ sin α sin2θ

2
6664

3
7775

�
Jx
Jy
Jz

2
6664

3
7775:

ð41Þ

Combining equations (41) and (34) and A0 being
replaced by Ar = 2πrh, equation (42) is obtained as follows:

K rð Þ = rwβ
1+DT l1+DT

max
12DTrDT

2 −Df
3 +DT −Df

Φ

1 −Φ

�
1 − sin2θ cos2α −sin2θ sin α cos α sin θ cos θ cos α

−sin2θ sin α cos α 1 − sin2θ sin2α sin θ cos θ sin α

sin θ cos θ cos α sin θ cos θ sin α sin2θ

2
6664

3
7775:

ð42Þ

The permeability coefficient can be expressed as follows
at the inner side of the radial hole wall:
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Figure 5: The relationship between Kxx and DT (β = 0:01, θ = π/6,
and α = π/2).
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Figure 4: The relationship between Kxx and Df (β = 0:01, θ = π/6,
and α = π/2).

Table 1: List of calculation parameters.

Parameter Value Parameter description

Df 1.1-1.8 Fractal dimension of fracture

DT 1.0-1.7 Fractal dimension of seepage streamline

β 0.001-0.1 Ratio of fracture width and length

α 0-π Trend

θ 0-π/2 Dip angle

lmax 3-30m Maximum fracture length

lmin/lmax 0.001
Minimum fracture length/maximum

fracture length

L0 3-180m Computational element length

0.0
0 10 20 30

r/rw
40 50

0.2

0.4

0.6

K
+

0.8

1.0

DT = 1.0
DT = 1.2

DT = 1.4
DT = 1.6

Figure 3: The relationship between K+ and r/rw .
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Kw =
β1+DT l1+DT

max

12DTr
DT−1w

2 −Df
3 +DT −Df

Φ

1 −Φ

�
1 − sin2θ cos2α −sin2θ sin α cos α sin θ cos θ cos α

−sin2θ sin α cos α 1 − sin2θ sin2α sin θ cos θ sin α

sin θ cos θ cos α sin θ cos θ sin α sin2θ

2
6664

3
7775:

ð43Þ

From equations (42) and (43), the dimensionless perme-
ability coefficient is obtained as follows:

K+ =
Kr
Kw

=
rw
r

� �DT
: ð44Þ

Equation (44) shows that the dimensionless permeability
coefficient is closely related to DT and r/rw. It decreases with
the increase of DT and decreases with the increase of r/rw, as
shown in Figure 3.

3.3. Parameter Impact Analysis. This section mainly analyzes
the influence of the parameters of equations (35) and (42) on
the permeability coefficient K , and the values of each param-
eter are shown in Table 1.

Figure 4 shows the relationship between the fractal
dimension Df and the permeability coefficient Kxx in the
case of different DT, and the other parameters are β = 0:01,
θ = π/6, and α = π/2. As shown in Figure 4, the permeability
coefficient increases with the increase of fractal dimensionDf .
And with the increase of DT, the permeability coefficient Kxx
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Figure 8: The relationship between Kxx and Df (DT = 1:1, β = 0:01,
and α = π/4).
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decreases. The results show that the increase of the fracture
surface roughness leads to the increase of the flow path and
the decrease of flow velocity.

Figure 5 shows the relationship between DT and perme-
ability coefficient Kxx in the case of differentDf , and the other
parameters are β = 0:01, θ = π/6, and α = π/2. As shown in
Figure 5, with the increase of DT, the permeability coefficient
decreases rapidly. The overall permeability coefficient
increases with the increase of Df , and the larger the Df
(Df > 1:5), the greater the change rate of Kxx with DT, which
means that when Df > 1:5, the weakening effect of the frac-
ture surface roughness on the permeability of the fracture
network increases rapidly.

As can be seen from Figures 4 and 5, Df and DT have a
significant effect on the permeability of the fracture network,
but they have different physical meanings and influences.
The larger the value of Df , the more complex the fractured
network, the higher the fracture density [18], and the greater
the permeability coefficient. DT reflects the flexural degree of
the fluid seepage path in the fracture due to fracture surface
roughness. With the increase of DT, the seepage path is
lengthened and the effective overcurrent capacity of the frac-
ture is reduced, which leads to the decrease of the permeabil-
ity coefficient of the fracture network.

Figure 6 shows the relationship between porosity Φ and
permeability coefficient Kxx in the case of different DT, and
the other parameters are β = 0:01, θ = π/6, and α = π/2. As
shown in the figure, the permeability coefficient increases
with the increase of porosity Φ. In general, it can be seen
from Equation (12) and Figure 7 that, assuming lmin/lmax =
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0:001, Φ is positively correlated with Df , and thus the
increase of porosity Φ and Df increase have identity, and all
reflect the increase of seepage cross section. It also shows in
Figure 6 that the overall permeability coefficient decreases
with the increase of DT, and the larger the DT (DT > 1:2),
the smaller the change rate of Kxx with Φ, which indicates
that when DT > 1:2, the roughness of the fracture surface will
greatly offset the effect of increased permeability of the frac-
ture network due to the increase of the seepage area.

Figure 8 shows the relationship between fractal dimen-
sion Df and permeability coefficient Kxx of the fracture net-
work under the condition of the change of the fracture dip
angle θ, and the other parameters are DT = 1:1, β = 0:01,
and α = π/4. As shown in the figure, the permeability coeffi-
cient increases with the increase of porosity Df , which is the
same as that of Figure 4. At the same time, as the fracture
dip angle θ increases, the permeability coefficient Kxx
decreases.

Figure 9 shows the relationship between the fracture dip
angle θ and the permeability coefficient Kxx, and the other
parameters are Df = 1:4, DT = 1:1, β = 0:01, and α = π/4. As
shown in Figure 9, the permeability coefficient Kxx decreases
with the increasing of fracture dip angle θ from 0 to π/2.
Figure 10 shows the relationship between the fracture strike
α and the permeability coefficient Kxx, and the other param-
eters are Df = 1:4, DT = 1:1, β = 0:01, and θ = π/4. As shown
in Figure 10, the permeability coefficient Kxx increases as

the dip angle α of fracture increases from π/18 to π/2. The
variation of the permeability coefficient component with
the fracture strike and dip angle reflects the nonuniformity
and seepage directivity of fractured rock mass.

Figure 11 shows the relationship between the maximum
fracture length Lmax and permeability coefficient Kxx under
condition of different Df . The other parameters are DT =
1:1, β = 0:01, θ = π/6, and α = π/2. As shown in Figure 11,
the permeability coefficient increases with the increase of
Lmax. At the same time, with the increase of Df , the overall
permeability coefficient will increase, and with the increase
of Df (Df > 1:5), the change rate of Kxx with Lmax get sharply
greater, indicating that when Df > 1:5, with the increase of
fractal dimension, the influence of long fractures on fracture
network seepage is increasing, which is consistent with the
results of Li et al. [22].

Figure 12 shows the relationship between β and the
permeability coefficient Kxx, and the other parameters are
Df = 1:4, DT = 1:01, θ = π/6, and α = π/2. As shown in
Figure 12, the permeability coefficient increases with the
increase of β. Considering equation (4), this also reflects
the relationship between the fracture width and the per-
meability coefficient to a certain extent.

Figure 13 shows the relationship between L0 and perme-
ability coefficient Kxx, and the other parameters are Df = 1:4,
DT = 1:1, β = 0:01, θ = π/4, and α = π/2. As shown in
Figure 13, the permeability coefficient decreases gradually
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Figure 14: Physical model (partial) profile.
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with the increase of L0. This is because the increase in L0
is the growth of the seepage path, which means that the
seepage resistance increases and the hydraulic gradient
decreases.

4. Experimental Verification

4.1. Physical Model Test. Figure 14 shows a large physical
model (partial) profile. According to the generalized strati-
graphic parameters shown in Table 2, the similar materials
arranged according to a similarity ratio are poured up and
down, and the bottom pouring height of no. 2 coal seam
and no. 5 coal seam was 2.25m and 0.5m, respectively. The
thickness of the layer is 0.05 meters, the net length of working
face is 2.1 meters, and the reserved pillar width is 0.3 meters.
The displacement and stress changes of the overlying strata
and the expansion and evolution of the fractures are studied
under the conditions of different burial depth and mining
speed. Figure 15 shows the distribution of the fractures of
the overlying strata after the mining of no. 5 coal seam.

4.2. Water Injection Test in the Physical Model. In order to
obtain the permeability parameters of the rock mass in differ-
ent fracture zones and verify the fractal model of the frac-
tured rock mass, the water injection test in the physical
model was carried out after the physical model excavation
was completed. In order to compare with the evolution of
fracture expansion, the working face is divided into seven
zones along the excavation direction, and the width of each

zone is 30 cm. In order to reduce the interaction of the
boundary effect and the water injection holes, the water injec-
tion holes were arranged in plum blossom in the middle of
the partition, as shown in Figure 16.

The location of water injection test sites is carried out at
the top of the model in accordance with Figure 16 when con-
structing, and then the hydraulic drill is set up to conduct
drilling construction, as shown in Figures 17 and 18. The
water injection test is carried out by the top-down stratified
water injection method to obtain the permeability parame-
ters of different plane positions and different elevation rocks
in the mining face. Meanwhile, the corresponding fracture
distribution images are obtained by drilling imaging an ana-
lyzer, and the fracture images are processed digitally to obtain
the fracture expansion images, as shown in Figure 19. The
fracture expansion images are analyzed to extract the fracture
geometric characteristic parameters, and thus the fractal

Figure 15: Distribution map of mining-induced fractures of no. 5
coal seam mining.

Table 2: Generalized stratigraphic parameters.

No. Stratum Thickness (m) σ (MPa) ρ (kg/m3)

1 Aeolian sand and loess 30 2000

2 Mudstone 15 34.86 2304

3 Fine sandstone and siltstone (aquifer no.1) 10 50.00 2550

4 Mudstone 20 25.22 2204

5 Fine sandstone and siltstone (aquifer no.2) 10 5.26 2133

6 Mudstone 15 25.22 2204

7 Coal seam no. 2 5 20.07 1233

8 Mudstone 15 34.86 2304

9 Fine sandstone and siltstone 20 5.26 2133

10 Mudstone 15 34.86 2304

11 Medium-thick grained sandstone (aquifer no.3) 20 50.00 2550

12 Mudstone 20 25.22 2204

13 Fine sandstone and siltstone 10 5.26 2133

14 Mudstone 10 25.22 2204

15 Medium-thick grained sandstone (aquifer no.4) 20 50.00 2550

16 Mudstone 20 25.22 2204

17 Medium-thick grained sandstone 20 5.26 2133

18 Coal seam no. 5 5 20.07 1233

19 Mudstone 15 34.86 2304

20 Medium-thick grained sandstone 15 50.00 2550

21 Mudstone 10 34.86 2304

22 Medium-thick grained sandstone 10 50.00 2550
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characteristic parameters, DT and Df , are calculated by the
box counting method [51, 56–59].

5. Analysis and Discussion

According to the field test conditions, the continuous head
water injection test is used to determine the seepage per unit
time in the case of constant water head and then calculate the

permeability coefficient of the simulated strata according to
equation (44).

K =
0:423Q
lH

lg
2H
r

, ð45Þ

where K is the permeability coefficient of the soil layer
(cm/s), Q is the stable water flow (cm3/s), H is the test water
head (cm), l is the length of the water injection section (cm),
and r is the water injection test hole radius (cm).

Fracture development images are analyzed in the previ-
ous section; then the fractal characteristic parameters are
extracted, and the relevant parameters are substituted into
equation (42). The calculated results are compared with the
Kxx values calculated by equation (43), as shown in Table 3.
And the fractal characteristics are calculated, as shown in
Figure 20. The relevant parameters are substituted into equa-
tion (41); then the calculated results are compared with the
measured Q values for the water injection test, as shown in
Figure 21. The calculated values of Kxx and Q are compared
with the measured values of water injection, as shown in
Figure 22. From Figures 20–22, it shows that the theoretical
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(a) Inner view in ZS3-6 (60-75 cm)

(b) Fractures developed pattern in ZS3-6 (55-65 cm)

(c) Fractures developed pattern in ZS3-6 (65-75 cm)

(d) Inner view in ZS3-6 (175-191 cm)

(e) Fractures developed pattern in ZS3-6 (175-191 cm)

(f) Inner view in ZS3-6 (225-240 cm)

Figure 19: Continued.

13Geofluids



(g) Fractures developed pattern in ZS3-6 (225-235 cm)

(h) Fractures developed pattern in ZS3-6 (235-245 cm)

(i) Inner view in ZS3-4 (170-185 cm)

(j) Fractures developed pattern in ZS3-4 (175-185 cm)

Figure 19: Inner view of different holes and their fractures developed pattern in different depth.

Table 3: List of theoretical models and water injection test.

Df
Kxx calculated value

(cm/s)
Kxx test value

(cm/s)
Kxx calculated value/Kxx

test value
Q calculated value

(L/min)
Q test value
(L/min)

Q calculated value/Q
test value

1.266 0.16 0.15 107.26% 13.16 13.68 96.19%

1.324 0.36 0.36 101.06% 19.20 21.46 89.48%

1.306 0.10 0.10 98.36% 21.90 20.00 109.51%

1.313 0.15 0.16 96.41% 32.37 29.53 109.61%

1.401 1.26 1.18 106.76% 175.53 157.95 111.13%

1.451 2.31 2.22 103.95% 322.91 298.43 108.21%
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calculation is in good agreement with the experimental
results, which proves the validity of the theoretical model.

6. Conclusions

In this paper, a fractal model for characterizing hydraulic
properties of fractured rock mass under mining influence
considering fracture surface roughness is established, and
the infiltration tensor of fracture network is deduced under
two kinds of seepage conditions. The effects of fractal geom-
etry and fractal characteristics on the permeability are ana-
lyzed. The validity and accuracy of the model are verified
by comparing the theoretical model with the physical model
water injection test. The results show the following:

(1) The permeability coefficient K of the fracture net-
work is a function of the geometric of fracture
network. In general, the maximum fracture length
Lmax, calculation section porosity Φ and fracture net-
work fractal dimension Df reflect the related indica-
tors of the calculation section, such as the fracture
length, discharge area, and density, which play a role
in promoting permeability. The horizontal projection
length L0 and the fractal dimension DT of the seepage
flow line reflect the obstacle of the surface roughness
and the increase of the seepage path to the seepage
fluid, which inhibit the permeability

(2) With the increase of fractal dimensionDf , the perme-
ability coefficient increases. While with the increase
of DT, the permeability coefficient decreases rapidly,
and the larger the Df (Df > 1:5), the greater the
change of permeability coefficient K with DT, which
indicates that when Df > 1:5, the weakening effect of
fracture surface roughness on the permeability of
fracture network increases rapidly

(3) Df and DT have a greater impact on the permeability
of the fracture network, but their physical meanings
and influences are different. The larger the Df value,
the more complex the fractured network in the cross
section, and the higher the fracture density, thus the
higher the permeability coefficient. DT reflects the
rupture degree of the fluid seepage path in the frac-
ture due to the rough surface of the fracture. With
the increase of DT, the seepage path is lengthened
and the effective overcurrent capacity of the fracture
is reduced, which leads to the decrease of the perme-
ability coefficient of the fracture network

(4) With the increase of porosity Φ, the permeability
coefficient increases. While with the increase of DT,
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the permeability coefficient decreases. The higher the
DT (DT > 1:2), the smaller the change of permeability
coefficient K with the change of Φ, which shows that
when DT > 1:2, the fracture surface roughness will be
greatly offset due to the increase of water seepage area
leading to increasing effect on permeability coefficient

(5) With the increase of Lmax, the permeability coefficient
increases. Simultaneously, with the increase ofDf , the
overall permeability coefficient will increase, and
with the increase of Df (Df > 1:5), the rate of perme-
ability coefficient K with Lmax change sharply
increases, which shows that when Df > 1:5, with the
increase of fractal dimension, the influence of long
fractures on fracture network seepage is increasing
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We investigated the effect of in situ stresses on fluid flow in a natural fracture network. The fracture network model is based on an
actual critically connected (i.e., close to the percolation threshold) fracture pattern mapped from a field outcrop. We derive stress-
dependent fracture aperture fields using a hybrid finite-discrete element method. We analyze the changes of aperture distribution
and fluid flow field with variations of in situ stress orientation and magnitude. Our simulations show that an isotropic stress loading
tends to reduce fracture apertures and suppress fluid flow, resulting in a decrease of equivalent permeability of the fractured rock.
Anisotropic stresses may cause a significant amount of sliding of fracture walls accompanied with shear-induced dilation along
some preferentially oriented fractures, resulting in enhanced flow heterogeneity and channelization. When the differential stress
is further elevated, fracture propagation becomes prevailing and creates some new flow paths via linking preexisting natural
fractures, which attempts to increase the bulk permeability but attenuates the flow channelization. Comparing to the shear-
induced dilation effect, it appears that the propagation of new cracks leads to a more prominent permeability enhancement for
the natural fracture system. The results have particularly important implications for predicting the hydraulic responses of
fractured rocks to in situ stress fields and may provide useful guidance for the strategy design of geofluid production from
naturally fractured reservoirs.

1. Introduction

Fractured rocks host a significant proportion of the
world’s georesources, e.g., groundwater, hydrocarbon, and
geothermal energy. Fractured reservoirs are known to be
highly heterogeneous with the main flow paths dominated
by intricate fracture networks. The spatial distribution and
organization of natural fractures in the subsurface are
highly complex, often exhibiting long-range correlation
and spatial. Furthermore, the transmissivity of fractures
shows strong variations in both magnitude and space. As
a result, fractured reservoirs often accommodate strong
flow heterogeneities across multiple length scales [1–3].

A typical workflow for fractured reservoir characteriza-
tion starts by constructing a flow model, which requires the
geometrical and hydraulic properties of the studied fracture
network to be defined [4]. Such a model is often difficult to

build due to limited subsurface measurements. Therefore,
fracture patterns from outcrop analogues are commonly used
to enhance the understanding regarding the key characteris-
tics of the fracture network [5–8]. With a thorough fracture
characterization, the emergent geological model may provide
a good geometrical representation of the studied fracture
system; however, it may still fail completely to reproduce
the system’s hydrodynamic behavior. This failure arises from
the difficulties in relating surface characterization to subsur-
face fracture network properties (e.g., fracture aperture and
connectivity), due to resolution limits of geophysical tools
[9]. Moreover, since fractures are subject to in situ stresses
in the subsurface environment, fracture apertures can be
often strongly modified from their initial values and exhibit
a highly heterogeneous distribution [10–12]. The aperture
heterogeneity may lead to a highly channelized flow pattern
[7, 13–15]. Extensive field observations have shown that the
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contribution of individual fractures in the network to the
total flow is not equal [16–18]. Instead, the majority of the
fluid flow is restricted to only a small number of fractures
[19–22]. Consequently, in order to predict the hydrodynamic
behavior of fractured rocks, it is crucial to include the impact
of in situ stresses on fluid flow.

A few recent studies have shown that the in situ stresses
may exert a complex impact on the bulk hydraulic properties
of fractured rocks due to a variety of fracture responses such
as closure, sliding, dilatancy, and propagation [23–29]. Based
on orthogonally imposed stress boundary conditions,
numerical simulations have revealed that confining stresses
tend to reduce fracture apertures and flow magnitude [23,
28], while large differential stresses often cause strong sliding
along preferentially oriented rough fractures, which dilates
fracture aperture and leads to permeability enhancement
and flow channelization [7, 14, 25, 26, 28, 30]. On the other
hand, the propagation of new cracks may also generate
changes to the bulk flow properties through modifying the
connectivity of fracture networks. This effect may be signifi-
cant as natural fracture networks are often found to be close
to the percolation threshold, i.e., critically connected [31, 32].

In reviewing the literature, it is found that little effort has
been devoted to quantifying the changes of flow structures in
critically connected fracture systems due to stress loading
and understanding the mechanisms of geomechanical effects
that alter fluid flow. In particular, which geomechanical
process (e.g., fracture dilation or propagation) dominates
flow structure alteration remains an open question. In this
work, we perform a generic study using high-fidelity numer-
ical simulations with representative parameters to explore
how the fluid flow properties change with in situ stresses
for a natural fracture network whose connectivity state is
close to the percolation threshold and further elucidate the
mechanisms underpinning the changes. The remainder of
the paper is organized as follows. In Section 2, we present
the numerical methods used in this work for modeling frac-
ture network geometry, geomechanical deformation, and
fluid flow of a naturally fractured rock. The set-up and
boundary conditions of numerical experiments are presented
in Section 3. The numerical simulation results are given in
Section 4 with an emphasis on comparing the relative change
in flowmagnitude and organization caused by shear-induced
dilation and fracture propagation. Finally, a brief discussion
and conclusions are given in Section 5.

2. Models and Methods

2.1. Natural Fracture Network. The natural fracture network
used in our simulations was mapped on a field outcrop of the
Devonian sandstone at the Hornelen Basin, Norway
(Figure 1(a)) [33]. Due to direct field measurements for a
complete 3D characterization which is difficulty to obtain,
the sampled fracture patterns are limited to 2D. The fracture
network covering an area of 18m × 18m consists three major
fracture sets of mean set orientation of 5°, 50°, and 120°

(Figures 1(b)–1(d)). This 2D natural fracture network has a
connectivity close to the percolation threshold such that the
system is in a critical state in between well-connected and

disconnected [34, 35]. The fracture network has been studied
extensively in the past to investigate the geometrical organi-
zation and distribution of fractures [2, 34, 36] and their influ-
ence on fluid flow [8, 37] and mass transport [5, 33]
properties of fractured rocks. In this paper, we use this frac-
ture network to further examine the impact of in situ stresses
on the flow structure.

2.2. Geomechanical Model. The geomechanical deformation
of the fracture network in response to in situ stresses is
simulated using a hybrid finite-discrete element method
[38]. The geomechanical model can realistically capture the
deformation of intact rock, interaction of matrix blocks,
variability of local stresses, displacement of preexisting frac-
tures, and propagation of new cracks [14, 27]. The closure
of rock fractures under compression is calculated based on
a hyperbolic relation (Bandis et al., 1983):

vn =
σnvm

kn0vm + σn
, ð1Þ

where vn is the normal closure, σn is the effective normal
compressive stress, kn0 is the initial normal stiffness, and vm
is the maximum allowable closure. The dependency of the
shear behaviour of fractures on the normal stress loading is
described using a constant displacement model parame-
terised with fixed up and ur values [39]. In this model, the
peak shear stress τp is given by [40]:

τp = σn tan ϕb + ϕið Þ 1 − asð Þ + asc, ð2Þ

where as is the proportion of total fracture area sheared
through asperities, i is the dilation angle, c is the shear
strength of the asperity (i.e., cohesion of the intact rock),
and ϕb is the basic friction angle which is substituted using
the residual friction angle ϕr [41]. If σn does not exceed the
uniaxial compressive strength of the intact rock σu, the values
of as and ϕi are, respectively, given as [40]:

as = 1 − 1 − σn
σu

� �m1

,

tan ϕi =
1 − σn

σu

� �m2

tan ϕi0, for u ≤ ur ,

0, for u > ur ,

8><
>:

ð3Þ

where ϕi0 is the initial dilation angle when σn = 0, and m1
and m2 are empirical parameters with suggested values of
1.5 and 4.0, respectively. The residual shear stress τr is
given as [41]:

τr = σn tan ϕr: ð4Þ

The dilational displacement vs is related to the shear
displacement u in an incremental form as [40]:

dvs = − tan ϕidu: ð5Þ
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The fracture aperture h under coupled normal and
shear loadings is thus given by [10]:

h =
h0 +w, σn < 0,
h0 − vn − vs, σn ≥ 0,

(
ð6Þ

where h0 is the initial aperture, and w is the separation of
opposing fracture walls if the fracture is under tension.

2.3. Fluid Flow Model. We model a single-phase steady-state
flow of incompressible fluids through the fractured rock
(formed by a fracture population and permeable matrix) by
solving the Laplace equation,

∇∙ k∇pð Þ = 0, ð7Þ

where k is the intrinsic permeability and p is the fluid
pressure. The model domain is discretized by an
unstructured mesh with 2D triangular matrix elements
and 1D lower dimensional fracture elements. The pres-
sure field is solved using the finite element method.
The flow velocity at the barycenter of each element is

computed based on the pressure gradient vector field
by applying Darcy’s law:

ue = −
ke

μ
∇pe, ð8Þ

while ue is the velocity vector field, pe is the local pressure at
element nodes, μ is the dynamic fluid viscosity, and ke is the
local permeability. In the computational mesh, the local per-
meability is constant for all matrix elements while spatially
variable for fracture elements. The fracture permeabilities are
determined according to the cubic law [42] based on the
stress-dependent fracture apertures.

2.4. Quantitative Indices for Flow Field Evaluation. To quan-
tify the stress effects on fluid flow, we compute three
network-scale indices: (i) the network equivalent permeability,
(ii) the correlation dimension of the flow rate field, and (iii) the
flow channeling density indicator. The network equivalent
permeability provides a measure of the overall flow capacity
[43, 44] of the fracture network, while the correlation dimen-
sion and flow channeling density indicator characterize how
the flow is spatially organized in the system [30, 45–48].
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Figure 1: (a) The location of the outcrop. (b) A natural fracture network mapped at Hornelen Basin, Norway [33]. (b–d) Fracture statistics.
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The network equivalent permeability is obtained using
Darcy’s law:

keff =
μQL

A pin − poutð Þ , ð9Þ

where Q is the volumetric flow rate through the inlet face of
the fractured rock, L is the length of the model domain, A
is the outlet cross-section area, and pin and pout are the
hydraulic head at inlet and outlet, respectively.

The correlation dimension of the flow rate field D2 is
defined as [49, 50]:

D2 = lim
r→0

log ∑M
k=1P

2
k

log r , ð10Þ

where Pk is the proportion of flow within an elemental area to
the cumulative amount of flow in the entire grid, and r is the
dimension of the grid elements. In this work, we use a 30 by
30 square grid in our calculation of D2, thus r equals to 0.6m.

The flow channeling density indicator dQ, similar to the
participation ratio in the physics literature [51, 52], is defined
as [46, 47]:

dQ = 1
S
∙
∑f Lf ∙Qf

� �2
∑f Lf ∙Qf

2� � , ð11Þ

where Qf is the fracture flow rate, Lf is the fracture length, S
is the cumulative fracture length of the entire network. The
inverse of dQ defines the average spacing of main flow paths
[46]. A small dQ indicates a large distance between main flow
paths, and thus a highly channeled flow pattern.

3. Model Set-Up

In this study, the stress-dependent fracture aperture fields are
obtained by imposing effective far-field stresses to the
fracture network at various angles ranging from 0° to 170°

with an increment of 10° (Figure 2(a)). We consider five

different stress scenarios: (i) Smax = Smin = 0:0MPa (reference
case); (ii) Smax = Smin = 5:0 MPa; (iii) Smax = 10:0 MPa,
Smin = 5:0 MPa; (iv) Smax = 15:0 MPa, Smin = 5:0 MPa;
and (v) Smax = 20:0 MPa, Smin = 5:0 MPa. The initial aper-
ture field is assumed constant as h0 = 0:1 mm, which is
representative for nature fractures [53–55].

We simulate a single-phase steady-state flow through the
deformed fracture networks by applying the classical
permeameter-type boundary condition (Figure 2(b)): two
opposite model boundaries have constant hydraulic heads,
which create a fixed pressure gradient (i.e., 10 kPa), while
the two orthogonal boundaries parallel to the flow direction
are impervious. The matrix permeability km is assumed con-
stant in space with a value of 1 × 10−15 m2. The material
properties of the fractured rocks and fluids used in the simu-
lations (Table 1) are typical for sandstone formations [5]. In
this work, we focus on discussing the cases where the flow is
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Figure 2: (a) Far-field stress boundary conditions for geomechanical simulation. (b) Hydraulic boundary conditions for fluid flow simulation.

Table 1: Material properties for geomechanical computation.

Properties Value Unit

Density 2500 kg·m-3

Young’s modulus 20 GPa

Poisson’s ratio 0.25 —

Internal friction coefficient 0.85 —

Intact rock cohesion 40 MPa

Tensile strength 20 MPa

Mode I energy release rate 396 J/m2

Mode II energy release rate 495 J/m2

Fracture initial normal stiffness 50 GPa/m

Fracture residual friction angle 30 deg

Fracture initial dilation angle 10 deg

Fluid density 1000 kg/m3

Dynamic viscosity 0.001 Pa·s
Rock density 2650 kg/m3

Gravity acceleration 9.8 m/s2

Initial fracture aperture 0.1 mm

Matrix permeability 1:0 × 10−15 m2
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along the x-direction; the results for y-direction flow are
given in the supplementary document (available here).

4. Results

We analyze the geomechanical responses of the fractured
rocks under different far-field stress conditions. Figure 3
shows the distributions of fracture apertures in the fractured
rocks under various stress conditions for representative cases
of θ = 0°, 30°, 60°, 90°, 120°, and 150°. The probability density
functions (PDFs) of these cases are given in Figure 4.

When Smax = Smin = 0MPa, all fractures have an identical
aperture, i.e., the prescribed initial value of 0.1mm (Figures 3
and 4). If the fractured rock is isotropically stressed with
Smax = Smin = 5:0 MPa, all fractures tend to be uniformly
compressed such that the deformed apertures are lower than
the initial value. If the fractured rock is anisotropically
stressed, the fracture network becomes to accommodate het-
erogeneous aperture distribution as a result of the superim-
posed effects of shear-induced dilation and compression-
induced closure (Figures 3 and 4). When Smax = 10 MPa
and Smin = 5 MPa, most fractures are closed by compression,
while only a few small fractures exhibit apertures larger
than the initial value of 0.1mm (Figures 3 and 4). When
Smax = 15 MPa and Smin = 5 MPa, the shear-induced dila-
tion of fracture apertures is more prevailing along some
long fractures (Figure 3). When Smax is further increased
to 20MPa, the number of fractures with large apertures

greatly increases due to enhanced shear displacements
driven by elevated differential stresses (Figure 3). The frac-
tures’ shear behavior is strongly controlled by the relative
angle between the orientation of far-field stresses and the
mean orientation of fracture sets. For example, when the
rotation angle of far-field stresses equals to 30°, the 0° and
50° fracture sets exhibit enhanced shear displacements,
while the 120° set is more suppressed for shearing because
it is oriented almost perpendicularly to the maximum prin-
cipal stress, Smax. The anisotropic geomechanical response
of the fractured rock is further revealed by the different
shape of aperture PDFs for different orientations of far-
field stress field (Figure 4).

We obtain the flow velocity fields of the deformed frac-
tured rocks by solving the single-phase steady-state flow
equations (i.e., Equations (7) and (8)). Figure 5 displays the
flow fields for various stress loading cases. The PDFs of frac-
ture flow velocities are provided in Figure 6. As shown in
Figure 5, the flow is highly channelized in a subnetwork
consisting mainly of fractures from the 5° and the 30° sets,
if zero far-field stresses are applied. When the fractured rock
is isotropically loaded (i.e., Smax = Smin = 5 MPa), the flow
velocity in the fracture network is systematically reduced
due to the compression-induced normal closure of fractures
(Figures 5 and 6). If the fractured rock is loaded with the
anisotropic stress field of Smax = 10 MPa and Smin = 5 MPa,
the main flow network still shows an overall reduction in flow
velocity due to compression-induced aperture closure
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Figure 3: Distributions of fracture apertures in the fracture network under different stress conditions.
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(Figures 5 and 6), while locally some fractures exhibit
increased velocity values due to moderate shear-induced
aperture dilation (Figure 5). The flow velocity fields for
various far-field stress orientations are similar (Figure 5).
This similarity of flow distribution is also revealed by the
resembled shape of PDFs for various θ cases (Figure 6).
When Smax = 15 MPa and Smin = 5 MPa, the flow fields
become more heterogeneous and sensitive to the variation
in θ (Figure 5). Visible variations of flow field, reflected by
differences in PDF shape and range, with far-field stress

orientation occurs (Figure 6). At specific orientations of far-
field stress field, e.g., 30° and 60°, we observe a conspicuous
increase in flow velocity in some fracture clusters in the
lower-right part of the fracture network, which is not a part
of the original main flow network under zero stress loadings
(Figure 5). When Smax is further increased to 20MPa, a stron-
ger dependence of the flow field on the far-field stress orien-
tation is observed (Figure 5). The extent of PDFs’ spreading
towards high velocities varies with stress (Figure 6). It seems
that the flow field alteration under the two high stress ratio
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Figure 4: Probability density function of fracture apertures in the fracture network under various stress conditions.
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conditions (i.e., Smax = 15 or 20MPa) is driven by a different
mechanism compared with the isotropic stress cases and
anisotropic cases with a low stress contrast (i.e., the case of
Smax = 10 MPa and Smin = 5 MPa). Indeed, we observe
numerous new cracks formed in the cases of high differential
stresses (Figure 7). These propagated fractures, although
small in size, may create new flow paths connecting preexist-
ing disconnected clusters in the fractured rock. To further
elucidate this effect, we plot flow distributions in fractures
intersecting the outlet, i.e., the right model boundary
(Figure 8). We note that a change in the relative flow
magnitude of effluent fractures may indicate an alteration
of internal flow organization. When Smax = 10 MPa and
Smin = 5 MPa, there is only a quantitative variation in the
relative magnitude of fracture flow when θ is varied; how-
ever, when Smax = 15 MPa and Smin = 5 MPa or Smax = 20
MPa and Smin = 5 MPa, except for a more drastic variation
in flow magnitude with stress, the locations of flowing frac-
tures are also changed qualitatively as θ varies (Figure 8).
We will further analyze which geomechanical effect, i.e.,
shear-induced dilation or new crack propagation, domi-
nates this enhanced sensitivity to stress towards the end
of this section.

To quantify the impact of stress variation on flow
magnitude and organization, we further derive three flow
indicators, i.e., the equivalent network permeability keff ,
the correlation dimension of flow rate D2, and the flow
channeling density indicator dQ, for various stress condi-

tions. The equivalent permeabilitymay quantify the bulk flow
magnitude through the fractured rock, while D2 and dQ fur-
ther indicate theflowdistributionwithin the fracture network.

As shown in Figure 9(a), if the fractured rock is isotropi-
cally loaded (Smax = Smin = 0 or 5MPa), keff does not vary
with the stress field rotation, and neither does the flow distri-
bution (Figures 9(b) and 9(c)). As the stress level increases
(i.e., in the case of Smax = 5 MPa and Smin = 5 MPa), keff
decreases by about several times due to compression-
induced aperture closure (Figure 3). On the other hand, both
D2 and dQ increase, indicating a less channelized flow distri-
bution in the fractured rock. If the fractured rock is aniso-
tropically stressed, keff varies with the far-field stress
orientation. When Smax = 10 MPa and Smin = 5 MPa, the keff
becomes larger than that of the isotropic stress loading cases
of Smax = 5 MPa and Smin = 5 MPa but is still smaller than
that of the zero-stress loading case (i.e., Smax = 0 MPa and
Smin = 0 MPa) due to the dominant normal closure effect
under confining stresses. The variation of keff with far-field
stress orientation is quite small. A variation inD2 and dQ also
occurs. This indicates that the flow structure becomes depen-
dent on the far-field stress orientation. With the increase of
the differential stress magnitude (i.e., when Smax = 15 MPa
and Smin = 5 MPa), the keff variation as a function of far-
field stress orientation becomes very complex under the
combined effects of compression-induced closure, shear-
induced dilation, and formation of new cracks. In general,
keff increases as the increase of differential stress so far but
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Figure 5: Distributions of flow velocity in the fracture network under different stress conditions.
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is still smaller than the that of the fractured rocks under the
zero-stress loading. Moreover, D2 and dQ also become
smaller, indicating a higher level of flow channelization.
The variation magnitude of D2 and dQ with stress becomes
more prominent. The variation trends of D2 and dQ as the
far-field stress field orientation appear similar (Figures 9(b)
and 9(c)). As Smax is further increased to 20MPa, there is a
significant overall increase in keff (Figure 9(a)). For all far-
field stress orientations, the keff values are now larger than
that of the fractured rock under the zero-stress loading. Both
D2 and dQ exhibit an increased variability with far-field stress

orientation. Moreover, their variation trends are no longer
similar. When θ falls in the range between 70° and 90°,
the D2 and dQ values remain high and similar to those of
the case of Smax = 10 MPa and Smin = 5 MPa. When θ = 0°,
130°, and 140°, an enhanced reduction in dQ is observed
(Figures 9(b) and 9(c)), while there is a slightly less
decrease in D2. It seems that the cases with high bulk per-
meability have less localized flow, although this correlation
is associated with large uncertainties.

To further investigate the relative contribution of shear
displacement and new fracture propagation to the

10 0.5 1.5 2 2.5 3 3.5
Velocity (m/s) ×10–3

100

102

104

V
el

oc
ity

 p
ro

ba
bi

lit
y 

de
ns

ity
𝜃 = 0°

10 0.5 1.5 2 2.5 3 3.5
Velocity (m/s) ×10–3

100

102

104

V
el

oc
ity

 p
ro

ba
bi

lit
y 

de
ns

ity

𝜃 = 30°

10 0.5 1.5 2 2.5 3 3.5
Velocity (m/s) ×10–3

100

102

104

V
el

oc
ity

 p
ro

ba
bi

lit
y 

de
ns

ity

𝜃 = 60°

10 0.5 1.5 2 2.5 3 3.5
Velocity (m/s) ×10–3

100

102

104

V
el

oc
ity

 p
ro

ba
bi

lit
y 

de
ns

ity

𝜃 = 90°

10 0.5 1.5 2 2.5 3 3.5
Velocity (m/s) ×10–3

100

102

104

V
el

oc
ity

 p
ro

ba
bi

lit
y 

de
ns

ity

𝜃 = 120°

10 0.5 1.5 2 2.5 3 3.5
Velocity (m/s) ×10–3

100

102

104

V
el

oc
ity

 p
ro

ba
bi

lit
y 

de
ns

ity

𝜃 = 150°

Smax = 0 MPa Smin = 0 MPa
Smax = 5 MPa Smin = 5 MPa
Smax = 10 MPa Smin = 5 MPa

Smax = 15 MPa Smin = 5 MPa
Smax = 20 MPa Smin = 5 MPa

Figure 6: Probability density function of the flow velocity in the fracture network under various stress conditions.
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permeability enhancement and flow structure alternation
under high differential stresses (Figure 7), we show, in
Figure 10, the derived keff , D2, and dQ values after remov-
ing all newly propagated cracks from the stressed fracture
network. By comparing Figure 10 against Figure 9, it can be
seen that the bulk permeability decreases by several timeswith
the removal of new cracks. In addition, there is also a system-

atic decrease in bothD2 and dQ, implying a higher level of flow
channelization without the new cracks. These results are con-
sistent with our observations of new flow paths created by the
propagated cracks (Figures 5 and 8). The comparison between
Figures 9 and 10 further suggests that the permeability
enhancement may be more dominated by the propagation
of new fractures while shear-induced dilation plays a
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Figure 7: Formation of new cracks under high differential stress conditions. (a) All fractures; (b) location and aperture of new cracks.
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Figure 8: Flow rate distributions at the outlet of fracture networks under different stress condition.
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second-order role. It is also evident that the elevated flow
channelization due to shear displacement has been attenuated
by the presence of new flow paths created by propagated
cracks. This phenomenon is considered to be related to the
fact that the natural fracture network is close to the percola-
tion threshold such that new cracks can critically transition
the system from disconnected to connected (see more discus-
sions in the following section).

5. Discussions and Conclusions

In this study, we have demonstrated how in situ stress
variations impact fluid flow in a 2D natural fracture net-
work that is critically connected (i.e., the network connec-

tivity is close to the percolation threshold). We have
shown that the stress variation may induce changes in
the bulk permeability and flow organization. As the stress
magnitude increases, fracture apertures decrease systemat-
ically, which in turn reduces fracture flow velocities and
the bulk permeability. For anisotropic stress conditions,
significant shear-induced dilation may occur along prefer-
entially oriented fractures with respect to the anisotropic
stress field. Although the shear displacement may cause
a significant change in the internal flow organization
(generally enhances the flow channelization intensity), its
impact on the network’s macroscopic hydraulic properties
is mild. These observations are consistent with previous
studies where similar results about the stress-dependent
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Figure 9: Quantitative indices for evaluating flow magnitude and distribution in fracture networks under different stress conditions: (a)
effective permeability, (b) correlation dimension of flow rate, and (c) flow channeling density indicator.
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permeability of 2D fracture networks were reported [7,
11, 14, 23, 26, 28]. We further show that under high dif-
ferential stress conditions, the formation of new cracks is
also prevailing in the fracture network, which may
change the number and location of preferential flow
paths. As a result, the bulk permeability may increase sig-
nificantly. The new cracks in general reduce the level of
flow channelization within the network as they may
bridge unconnected fractures or clusters to form new
paths branching the flow. This effect is particularly prom-
inent when the fractured rock is critically stressed (i.e.,
with a stress ratio larger than 3).

These observations indicate that in natural fracture
networks close to the percolation threshold, the network

connectivity has a primary control on fluid flow, while the
shear-related geomechanical effects only pose a second-
order impact on the hydraulic properties of the fractured
rock. However, the effect of fracture propagation still reserves
the power to regulate the hydraulic connectivity of the
fracture network. These research findings highlight the
importance of integrating geomechanical analyses in the
practice of understanding and prediction of fluid flow
in natural fracture systems as they are mostly critically
connected [32] and under critical stress condition [56].
Our numerical simulations clearly show that without tak-
ing into account the stress effects, we may largely under-
estimate the level of flow channelization and overestimate
the bulk permeability of naturally fractured rocks
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Figure 10: Quantitative indices for evaluating flow magnitude and distribution in fracture networks under different stress condition after
removing the new cracks: (a) effective permeability, (b) correlation dimension of flow rate, and (c) flow channeling density indicator.
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subjecting to anisotropic loadings with intermediate stress
magnitude. However, when the fractured rock is loaded by
anisotropic stress of high magnitudes, we tend to underesti-
mate the bulk permeability and overestimate the flow
channeling intensity without considering the fracture propa-
gation process. Moreover, the reduction in hydraulic con-
nection caused by stress orientation variation may also be
overlooked, which may cause complexities or even the
failure of the production scheme under implementation,
since stress redistributions often occur during the produc-
tion of geofluids.

Although the present work provides a better under-
standing of hydromechanical behavior of a nature fracture
network under different stress conditions, particularly the
evolution of flow paths with in situ stresses, a number of
issues remain to be addressed in future work. First, the
present work needs to be extended to 3D to further verify
the consistency and generality of the main results discovered
based on 2D simulations. The geometry and connectivity
of 3D fracture networks are intricate (Bour and Davy,
1998). The stress effects are thus expected to be much
more complex. Based on the findings from our recent
3D modeling work (e.g., [27]), the 2D analysis presented
here may provide some indicative approximations, but cer-
tainly cannot reveal fully the polyaxial stress-dependent
behavior of 3D fracture networks. However, due to the
very expensive run time of 3D FEMDEM simulations,
the number of fractures in the 3D model has to be very
limited. The challenges in performing large-scale simula-
tions need to be addressed before they can be used to
drive pertinent 3D characterizations of stress effects at
the scale of natural fracture systems. Moreover, our work
only examined the hydromechanical behavior of a specific
natural fracture network. The validity and universality of
the findings for other natural fracture systems require fur-
ther investigations. Furthermore, spatial variability and
correlation of initial fracture aperture may also need to
be integrated into the model to more realistically simulate
the actual systems.

Data Availability

The simulation data used to support the findings of this
study are available from the corresponding author upon
request.

Additional Points

Highlights. (1) Stress effect on flow organization in a
natural fracture network is investigated. (2) The role of
shear-induced dilation and stress-driven fracture on fluid
flow is evaluated. (3) New cracks may serve as red links
to critically enhance the network connectivity. (4) Shear-
induced dilation tends to be a second-order factor on
altering permeability
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Supplementary Materials

In this supplementary file, we provide flow simulation results
in the y-direction for various stress cases. As shown in Figure
S1, when calculating the flow field, a vertical hydraulic gradi-
ent is applied to the fracture networks, where the fracture
apertures are derived from geomechanical simulations with
zero, isotropic, and anisotropic far-field stress loadings. The
material properties of the fracture networks and fluids used
in these simulations are the same as listed in Table 1. Figure
S2 displays the flow fields for various stress loading cases.
Overall, the results in the y-direction (Figures S2, S3, S4,
and S5) are similar to those in the x-direction (Figures 5,
6, 9, and 10), revealing that the effect of geomechanical
deformation depends on the angle between maximum
stress and flow direction. The y-direction flow is mainly
restricted to the 50° and 120° fracture sets. The large extent
of PDFs’ spreading towards high velocities tends to occur
when θ = 90° in the cases of y-direction, whereas it occurs
when θ = 30 and 150° in x-direction (Figure S3 and
Figure 6). Note that θ is the angle between maximum stress
and x positive direction. The variation tendency of the quan-
titative flow indices (keff /km, D2, and dQ) under different stress
conditions (Figures S4 and S5) is coincident with the cases in
the x-direction (Figures 9 and 10), except that the
corresponding transition points are shifted and the shape of
the curves is changed compared to the respective case for
x-direction flow. The difference between the results of x-
and y-directions may be caused by the interplay among the
maximum stress direction, mean flow direction, and fracture
network geometry (e.g., the direction of the main fracture
sets and the organization of fractures of different sets).
(Supplementary Materials)
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The investigation of permeable hydrothermally altered and fractured zones and their distribution is a key issue for the
understanding of fluid circulation in granitic rocks, on which the success of geothermal projects relies. Based on the use of
short-wave infrared (SWIR) spectroscopy applied to rock cuttings coupled with interpretation of geophysical logs, we propose
an investigation of the clay signature of fault and fracture zones (FZ) inside the granitic basement. This methodology was
applied to two geothermal wells: GRT-2 from the Rittershoffen and GPK-1 from the Soultz-sous-Forêts (Soultz) geothermal
sites, both located in the Upper Rhine Graben (URG). A total of 1430 SWIR spectra were acquired and analysed. Variations in
the 2200 nm absorption band area are correlated with hydrothermal alteration grades. The 2200 nm absorption band area is
found to reflect the illite quantity and its variations in the granitic basement. Low, stable values are observed in the unaltered
granite facies, showing good reproducibility of the method, whereas scattered high values are associated with high hydrothermal
alteration and FZs. Variations in the 2200 nm absorption band area were correlated with the gamma ray and electrical resistivity
logs. This procedure allowed us to confirm that illite mainly controls the resistivity response except inside the permeable FZs,
where the resistivity response is controlled by the geothermal brine. Thus, the architecture of these permeable FZs was described
precisely by using a combination of the 2200 nm absorption band area data and the electrical resistivity log. Moreover, by
correlation with other geophysical logs (temperature (T), porosity, and density), paleo-permeable and currently permeable FZs
inside the reservoir were distinguished. The correlation of SWIR spectroscopy with electrical resistivity logs appears to be a
robust tool for geothermal exploration in granitic reservoirs in the URG.

1. Introduction

The mid-Carboniferous granitic basement of the Upper
Rhine Graben (URG) has been affected by several extensional
and compressional tectonic phases that developed a multi-
scale fracture network during the Tertiary [1, 2]. Today, the
network hosts hydrothermal circulations and acts as the

main pathway through which the natural brine sustains wide
convection cells [3–5]. More than 30 years of geothermal
research in the pilot geothermal project of Soultz-sous-
Forêts (Soultz) (Alsace, France) led to a 3D knowledge of
those multiscale fault and fracture networks [6, 7]. Fault
and fracture networks will be designated by the general term
“FZ” in this paper. Their internal complexity in terms of
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architecture and associated permeability is a key question
that must be answered when granitic rocks are used as hydro-
geological reservoirs, for nuclear waste disposal, or as deep
geothermal systems (Figure 1) [4, 8–12]. In the URG, the
current targets for geothermal projects are hydrothermal
fractured reservoirs in granitic rocks lying under a thick sed-
imentary cover [13]. Benefitting from lessons learned during
the Soultz project and gained on several deep geothermal
wells in Northern Alsace, we decided to avoid drilling subver-
tical wells in nearly vertical fracture systems to maximize the
intersection of permeable FZs. Accordingly, a new drilling
approach consisting of targeting deviated well trajectories
crosscutting highly dipped FZs in the granitic basement was
developed. However, these FZs can act either as permeable
conduits and as paleo-permeable barriers for natural fluid
transport (Figure 1). Therefore, due to primary mineral
dissolution and/or secondary mineral precipitation related
to fluid-rock interaction, the resulting permeability of FZs
can increase or even decrease, increasing the challenge of
obtaining successful geothermal wells [14–18].

This paper aims to develop a method to both characterize
the hydrothermal alteration and evaluate the degree of per-

meability of the granitic reservoir intersected by geothermal
wells in the context of the URG. Hydrothermal alteration of
the buried granitic basement in the URG wells is systemati-
cally expressed by an illitization process [6, 7, 13, 19, 20].
Routinely used for the mining industry, short-wave infrared
(SWIR) spectroscopy is an innovative method for geothermal
systems [21]. Here, SWIR spectroscopy was used to detect
illitic minerals (illite and illite-rich illite/smectite mixed
layers) in the studied geothermal wells. However, the use of
SWIR spectroscopy alone does not permit differentiation of
whether this high illitization is the clay signature of perme-
able FZs contributing to the well’s productivity or injectivity,
or a signature of paleo-permeable FZs that are now sealed by
secondary minerals. To distinguish paleo-permeable from
currently permeable FZs, we propose an innovative method
based on the correlation between SWIR signature, geophysi-
cal logs (T , gases, porosity, density, gamma ray, and electrical
resistivity), and cuttings observations.

After describing the SWIR method and the several
geophysical logs used in this study, the SWIR results will be
presented for two geothermal wells drilled in Rittershoffen
(GRT-2) and Soultz (GPK-1), respectively, and the specific
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Figure 1: Complexity of a FZ after Caine et al. [71]. We can differentiate three zones: (a) the fault core, which can be a pathway for fluid if illite
and quartz veins are not totally sealing the zone, (b) the damage zone, which can be sealed or opened with fractures that are acting as fluid
pathways, and (c) the unaltered granite, which shows generally very low permeability.
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signatures and architectures of the FZs will be detailed. In the
next step, the geophysical logs and SWIR results will be cor-
related and used to differentiate paleo- and present-day per-
meable zones. Finally, we will discuss the applicability of the
SWIR method and its implications for the understanding of
the mineralogy and the distribution of illitization at the well
scale.

2. Geological Setting

2.1. Soultz and Rittershoffen Sites. In 2019, two deep geother-
mal plants exploiting deep fractured granite are operating in
France. These plants produce a total of 24MWth for indus-
trial use at Rittershoffen and 1.7MWe for the electrical grid
at Soultz. Both sites are located in the URG approximately
40 km north of Strasbourg and target the hydrothermally
altered granitic basement as a geothermal reservoir
(Figure 2(a)).

The Soultz GPK-1 well was drilled vertically from 0 to
approximately 2000m measured depth (MD) in 1987 and
was then deepened almost vertically to 3590m MD in 1992
(Figure 2(b)). It crosses the Cenozoic and Mesozoic sedimen-
tary covers before reaching the top of the Paleozoic granitic
basement at 1376m MD. The drilling of this well in 1987
was conducted according to an old geothermal concept,
involving the creation of an artificial heat exchanger by

hydraulic stimulation created by vertical wells [22–25]. The
well was hydraulically stimulated several times to enhance
the connection between the well and the reservoir [26, 27].
The FZs in the granitic basement are mainly oriented
N160-170°E and subvertical, and most of them dip more
steeply than 65° eastward or westward [14]. On drilling, nat-
ural very saline brines were encountered in fractured and
altered zones bearing secondary minerals of hydrothermal
origin [28]. Five main permeable FZs ranging from 20 to
40m in apparent thickness are intersected at 1645, 1814,
2000, 2818, and 3495m MD. In 2004, the Soultz site was
composed of five deep wells that in fact revealed numerous
permeable FZs [28].

The Rittershoffen project was initiated in 2008, and its
target was the Rittershoffen normal fault, which is crossed
by two deep wells, GRT-1 and GRT-2. The production well
GRT-2 was drilled subvertically from 0 to 2480m MD cross-
ing the sedimentary cover to the top basement and was
highly deviated (40° to the north) down to 3196mMD cross-
ing the granitic basement (Figure 2(b)). The target was to
crosscut the main local fault as long as possible. This normal
fault, which is located approximately 15 km east of the west-
ern Rhenish border fault, is oriented N5°E based on subsur-
face geological data [29, 30]. The GRT-2 well is therefore
slightly deviated but tangent to the local fault over its approx-
imately 400m apparent length (Figure 2(b)). The GRT-2 well
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Figure 2: (a) Structural map of the top of the granitic basement from the GeOrg geoportal with the well trajectories (green), the thermal
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revealed a high productivity index of 4 L/s/bar without any
stimulation; thus, a hydrothermal concept could be imple-
mented [13, 31]. Achieved in 2016, this Rittershoffen project
proved to be a great success, with an operational plant pro-
ducing a flow rate of 70 L/s at surface T of 168°C [32]. In
the granitic section of the open hole of the GRT-2 well, four
main permeable FZs ranging from 15 to 40m in apparent
thickness were intersected at 2533, 2770, 2950, and 3052m
MD [31, 33, 34].

Observations conducted on continuous and high-
quality coring of the EPS-1 well from Soultz highlighted
a multiscale fracture network [35]. Small-scale fractures
with no evidence of displacement are filled with carbon-
ates, chlorite, iron oxides, epidote, and sulphides, and
faults visible at the core scale are filled with drusy quartz
(euhedral quartz crystals as coatings on or infillings in
fractures), carbonates, barite, and clay minerals. In the
case of the Rittershoffen wells, for which no core was
available, only the largest faults could be identified
(small-scale fractures were hardly identified) because only
cuttings and acoustic image logs were available.

2.2. Alterations of the Granitic Basement. During the cooling
of the crystalline pluton, the granite underwent a pervasive
alteration that presents the petrographic and mineralogical
features of the propylitic facies. Today, it exhibits several
grades of hydrothermal alteration that are also related to fluid
circulation [36, 37]. The unaltered crystalline granitic base-
ment at Rittershoffen and Soultz is composed of primary
muscovite, biotite, K-feldspar, plagioclase, and quartz
[37, 38]. This primary mineralogy is affected by hydrother-
mal alteration, and specific mineralogical associations reflect
the various alteration grades encountered. According to pre-
vious studies of the Soultz geothermal wells, the hydrother-
mal alteration grades in the granite are well known from
core observations [16, 17, 37, 39–41]. In this study, the core
mineralogy and hydrothermal alteration grades were crossre-
ferenced with the minerals observed in the cuttings using a
binocular magnifier, although the texture information and
the mineral assemblage were not reflected in the cuttings
(Figure 3). The mineralogy of the cuttings was determined
through a semiquantitative approach using a three-class scale
[18, 33]. The hydrothermal alteration grades—low
(HLOW), moderate (HMOD), high (HHIG), and extreme
(HEXT)—are described in Figure 3 [42–46]. The granitic
facies identified in the cuttings include two types of gran-
ite, “unaltered” granite (GRAN), affected by a propylitic
alteration related to the cooling of the pluton [14, 47],
and the presence of locally reddish granite (RED), contain-
ing a large number of red K-feldspar megacrysts that have
been oxidized through intense exposure to weathering
fluids. The presence of illite in the granitic basement as
a major signature of hydrothermal alteration was con-
firmed by complementary laboratory analyses. In previous
studies of the GRT-2 well, X-ray diffraction (XRD) was
performed on the <5 μm fraction of selected cuttings; in
this way, three groups of illitic minerals (well-crystallized
illite, poorly crystallized illite, and illite-rich illite/smectite
mixed layers) were identified [18]. The chemical composi-

tions of the clay minerals were obtained using a scanning
electron microscope (SEM) coupled with energy-dispersive
X-ray spectroscopy (EDS). This study showed that perme-
able FZs were associated with the occurrence of poorly
crystallized illite and illite/smectite mixed layers that
crystallized during hydrothermal circulation [18]. XRD
measurements of the GPK-1 well’s cuttings were also per-
formed in this study; the results showed the presence of
illite in fractured and altered zones as well as the presence
of chlorite and biotite in HLOW and GRAN.

3. Materials and Methods

3.1. SWIR Spectroscopy Method

3.1.1. Materials. The cuttings (chip samples) collected during
the drilling of the wells were first washed using sieves and
then dried on-site in an oven at 80°C for 40 minutes, by the
mud logger unit. In the case of the GRT-2 well, the cuttings
were sampled every 3m in depth in the studied 8 1/2″ drilled
section. Thus, one bag of cuttings represents approximately
0.1m3 of rock. For the GPK-1 well, the cuttings were sampled
every 1m in depth; thus in the 9 5/8″ drilled section from
1400 to 2850m MD, one bag of cuttings represents approxi-
mately 0.04m3 of rock, and in the 7 5/8″ drilled section from
2850 to 3590m MD, one bag of cuttings represents approxi-
mately 0.025m3 of rock. The sampling included in this study
encompasses all the facies described in the foregoing section
(Figure 3). The average grain size of the cuttings chips in each
sample varies between 0.5 and 2mm. The chip size can be
highly influenced by drilling tool wear. For this reason and
because the chip size of the cuttings influences the SWIR
intensity (the higher the chip size, the higher the SWIR inten-
sity), the changes of drilling tool are also presented in this
work.

3.1.2. Measurement Conditions. The SWIR spectral domain
extends from 1000 to 2500 nm. If the wavelength of the infra-
red radiation is close to the vibrational energy of the eigen-
mode of the molecule, it causes vibration of some bonds
and the infrared radiation energy is absorbed. This is con-
veyed by absorption bands on the infrared spectrum acquired
at the corresponding wavelength in the midinfrared (MIR)
domain. In the SWIR domain, we can observe the harmonics
and the combinations of these absorption bands [48]. In
total, 240 cuttings samples from the GRT-2 well and 1190
cuttings samples from the GPK-1 well were analysed. The
SWIR measurements were performed at the same time for
each well; thus, the acquisition conditions (hygrometry of
the room, ambient temperature) are homogeneous for each
well. Because very few expandable clay minerals are present
in the granite, even when it has been hydrothermally altered,
the SWIR data are not very sensitive to the hygrometry
parameter. This is confirmed by the reproducibility of the
low values of the 2200 nm absorption band area in the unal-
tered granite for all the geothermal wells studied in the URG.
The spectrometer used is a TerraSpec 4 Standard Res Mineral
Analyzer created by Analytical Spectral Devices, Inc. (Mal-
vern PANalytical company) equipped with two SWIR
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detectors. The spectral domain from 350 to 2500 nm is cov-
ered at a spectral resolution of 3 nm from 350 to 1000 nm
and at a spectral resolution of 10 nm from 1000 to 2100 nm.
The scanning time of 100 milliseconds made it possible to

conduct the measurements rapidly for all granitic sections.
The wavelength reproducibility is 0.1 nm with an accuracy
of 0.5 nm. The reproducibility of the measurement was tested
by measuring the same sample five times; this resulted in a
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variation of 1% for the 2200 nm absorption band area, by
performing five measurements without moving the sample
and five measurements after mixing the sample (personal
communication). Before measurements are taken, the ASD
TerraSpec requires a warm-up period of approximately 30
minutes. It is also necessary to conduct a calibration with
the “Spectralon” reference material provided with the
machine before the first measurement and thereafter regu-
larly every hour during the measurement period [49].

3.1.3. Processing. After the measurement, the SWIR spectra
were processed with “the Spectral Swagger” (TSS), an in-
house Visual Basic Macro developed at Poitiers University
that runs on Microsoft Excel [49]. First, the baseline was
removed automatically by the software; then, spectra were
fitted with few Gaussian curves (four and two for the
water and the 2200nm absorption band areas, respec-
tively). To create a profile simulation, the user must set
the position and the half width at half maximum
(HWHM). The height parameter is automatically deduced
from the baseline-removed spectrum; its initial height
equals 90% of the y-axis value of the baseline-removed
spectrum at the Gaussian centre wavelength. The user
can designate the parameter that will be allowed to
change. The final simulated profile is the sum of all Gauss-
ian curves. The quality of the fit between the simulated

and observed profile is verified against the weighted profile
R-factor (Rwp), which is commonly used in Rietveld
refinements [50]. In this study, six Gaussian curves were
used to fit the spectrum from 1820 to 2300 nm
(Figure 4). For the GRT-2 well, position and HWHM were
locked for each simulation profile. However, different sets
of position and HWHM were used. Simulation profiles
with an Rwp lower than 0.05 were accepted. For the
GPK-1 well, for which a very large number of profiles
(1190) were calculated, position and HWMH were free-
fitted by TSS for each simulation profile. The areas of
the water absorption band and the 2200 nm absorption
band were also fitted manually for some profiles to deter-
mine whether there was a significant deviation in the area
with respect to the free fitting. The results showed that
there was no significant change in the area between pro-
files fitted manually and those free-fitted by TSS (see
Figure S3 in the supplementary materials). Thus, the
results presented in this study for the GPK-1 well are
profiles that were free-fitted by TSS.

3.1.4. Mineralogical Identification. In the SWIR spectral
domain, the phyllosilicates are detected, and they are not
influenced by feldspars and quartz, which do not present
absorption bands in this domain. Four Gaussian curves
were used to fit the absorption band spanning the
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wavelength range from 1900 to 2060 nm (Figure 4); this
range corresponds to the stretching and bending vibrations
of H2O molecules. This absorption band exists not only for
the hydrated phyllosilicates but also for some other hydrated
minerals such as zeolites, opal, and amorphous silica. This
absorption band can also vary according to the humidity of
the environment. Hence, not only it is linked to clay minerals
but also, under constant humidity conditions, the area of this
absorption band will vary according to the quantity of clay
minerals present in the sample. This aspect will be discussed
in Section 5.2. Two Gaussian curves were used to fit the
absorption band spanning the wavelength range from 2200
to 2255nm, which mainly corresponds to the vibrations of
the bonds between the cations of the octahedral sheets and
the structural OH groups in the aluminous phyllosilicates,
i.e., corresponding to the combination modes of the stretching
and bending vibrations of the Al2OH groups [51]. Thus, the
2200nm absorption band represents Al-rich dioctahedral clay
minerals [52]. The shoulder observed between 2247 and
2253nm is more complex in terms of absorption band and
mainly reflects the occurrence of biotite and chlorite trioctahe-
dral clay minerals as well as of muscovite (Figure 4(a)). The
Gaussian curves used to fit the spectrum from 2300 to
2400nm are not presented in this study because we are focus-
ing on the relative quantification of illitic minerals associated
with the “Al2OH” absorption band. In our study, the mineral-
ogy of the granitic basement in the wells is thoroughly
described by binocular magnifier observation of 240 cuttings
from the GRT-2 well [33] and 1190 cuttings from the GPK-
1 well [37, 53]. Thus, the variation in the relative integrated
intensity of the 2200nm absorption band is considered to rep-
resent illite variations, except in the GRT-2 well from 2950 to
3200m MD, where significant amounts of biotite were
observed, and in the GPK-1 well, in which biotite is present
in the unaltered granite. Based on a comparison with spectra
reported in the literature (Figure 4(b)), the influence of chlo-
rite on the 2200nm absorption band area is not significant,
but the influence of biotite and muscovite could be signifi-
cant if these minerals were present in high amounts in the
studied samples. Beyond the mineralogical signature of the
absorption bands, this methodology was used for a broad
quantification of clay minerals based on the Beer-Lambert
law, which establishes proportionality between the absorbed
energy and the concentration of chemical bonds in the ana-
lysed material [54]. In this study, the area of the 2200nm
absorption band is expressed in arbitrary units (a.u.) which
represents the area of the absorption band considered.

3.1.5. Intrasample Variability. Because each cuttings bag con-
tains sections of the drilled rocks (see Section 3.1.1) and
because the cuttings could not be homogeneously mixed in
the bag, several measurements were performed on each cut-
tings bag (see Figures S1 and S2 in the supplementary
materials). In the GRT-2 well, 10 measurements were
performed on the same cuttings bag, whereas only 5
measurements were performed in the GPK-1 well due to
the lower amount of cuttings available. Error bars were
calculated for each cuttings bag to determine whether the
range of variation exceeds the scattering of the data.

Because the results were found to be reliable, they are not
presented in this study; however, figures showing the results
are provided as supplementary materials.

3.2. X-Ray Diffraction. X-ray diffraction data were acquired
from selected cuttings samples of the GPK-1 well and used
to identify the clay minerals present in the samples. The
XRD results of Vidal et al. [18] for the GRT-2 well were also
used in this study. Twenty-eight cuttings samples were col-
lected from the GPK-1 well. The sampling was concentrated
in the permeable and altered FZs as well as in the unaltered
granite that was used as a reference material, as the latter is
believed to be representative of rocks preserved from actual
fluid circulation. The samples were not ground; they were
dispersed in distilled water by ultrasonic vibration.
Oriented powders on glass slides were prepared from a <5
μm clay mineral suspension obtained by sedimentation. Clay
minerals were identified by XRD of air-dried and ethylene
glycol-saturated oriented powders conducted on a Bruker
D8 Advance diffractometer (CuKα radiation, 40 kV,
40mA). The analytical conditions were as follows: angular
domain, 2.5-30° 2θ; step increment, 0.025 2θ; and counting
time per step, 1 s. XRD data acquisition and treatment were
conducted using the X’Pert HighScore software (PANalytical
B.V.). The clay minerals were identified according to the lit-
erature [55].

3.3. Geophysical Logs. The geophysical logs and mud logging
data are presented in this study to highlight their correlations
with evidence of present-day circulation (T log, He, CO2,
CH4, and Rn), FZ evidence (neutron porosity, density, and
resistivity), and evidence of the presence of paleo-
circulation zones rich in illite (total gamma ray, spectral
potassium gamma ray (GR-K), and electrical resistivity).

3.3.1. Temperature. The T log is expressed in °C. Measure-
ments were made every 50 cm and 10 cm in the GRT-2 and
GPK-1 wells, respectively. T anomalies are interpreted as
the signatures of fluid circulations between the well and the
formation [30, 56–58]. For this study, the T log of the
GRT-2 well was shifted upwards by 2m from 2480 to
2650m MD and upwards by 10m from 2650 to 3196m
MD because stretching of the cable occurred during the mea-
surement as a function of depth. Moreover, because the T log
of the GRT-2 well was acquired separately, it could not be
correlated in depth with another reference. Thus, in this
study, the T log was correlated with the resistivity and
porosity logs because they obviously presented the same
types of anomalies preceding the four main T anomalies.
For similar reasons, the T log of the GPK-1 well was
shifted downwards by 7m to vertically fit the T anomalies
and the permeable FZs [30].

3.3.2. Gas Content (He, CO2, and CH4). The occurrence of
alkanes as well as of other gas species such as He, CO2, and
CH4 indicates permeable FZs [59, 60]. For reference, the
abundances of He and CH4 in the atmosphere are approxi-
mately 5.24 ppm and 1.75 ppm, respectively. He, CO2, and
CH4 were monitored in GPK-1 [59]. Only CH4 was moni-
tored in GRT-2 [34].
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3.3.3. Porosity. The neutron porosity log (NPHI) which is
supposed to quantify the porosity filled with water is
deduced from measurements of the hydrogen content of
the formation (fast neutrons emitted by the tool are slo-
wed down by elastic scattering, mainly due to collision
with hydrogen atoms). Neutron porosity can also be
highly influenced by clay minerals, which often contain
bound water. It is expressed in m3/m3 and sometimes in
%. It was sampled at every 15 cm depth in the GRT-2
and GPK-1 wells. The parameter has an investigation
depth of several cm behind the borehole wall, which can
correspond to the flushed zone. Porosity logs do not
directly indicate true porosity in this context, a specific
calibration should be performed, and the influence of the
granitic matrix on the neutron porosity can be as high
as 7% [61]. Nevertheless, the neutron porosity measured
here provides a global signal for FZs to the extent that
they are porous and contain fluids and/or clay minerals.

3.3.4. Density. The density log (RHOB) is calculated from
returning gamma rays following the interaction of gamma
rays emitted from a chemical source (Ce137 and Co60) with
the electrons present in the elements in the formation. These
gamma rays are related to the electron density of the for-
mation, which itself depends on the formation density.
RHOB is given in g/cm and was acquired every 15 cm in
depth for both the GRT-2 and the GPK-1 wells. A
negative peak in a density curve could be due to the
occurrence of secondary clay minerals and high porosity
and thus should reveal alterations associated with a frac-
ture zone, whereas positive peaks are associated with
high-density minerals or changes in lithology.

3.3.5. Gamma Ray. The gamma ray (GR) log measures natu-
ral radioactivity (cumulative emissions, mainly from ura-
nium (U), potassium (K), and thorium (Th)) in gAPI;
vertical sampling of the GRT-2 and GPK-1 wells was per-
formed every 15 cm. The GR log is aimed at interpreting
lithology and rock composition by detecting clay minerals
rich in potassium (illite and muscovite). In the altered crys-
talline basement, negative GR peaks in the lower positive
domain can reflect drusy quartz veins in illitized host rock
[14]. In the context under study, GR data are an indicator
of hydrothermal alteration and thus provide information
regarding paleo-permeability.

3.3.6. Electrical Resistivity. In unaltered hard rocks, the elec-
trical resistivity log is mainly controlled by the electrical con-
ductivity of the fluid contained in the rock porosity, a factor
that is particularly significant in FZs. Electrical resistivity
decreases with water saturation and is even lower for conduc-
tive fluids that contain salts, such as brines. Similarly, the
electrical resistivity of clay minerals, which are conductive
minerals, is low [62]. Hence, laterologs and focused resistivity
arrays are sensitive to fracturation and alteration. Resistivity
laterologs measure an apparent electrical resistivity that
needs to be corrected for the probe characteristics, the hole
effect, and spatial variations in electrical resistivity (dipping).
In the zones in which hydrothermally altered granite may

coexist with unaltered granite, electrical resistivity modelling
should be applied to obtain the “true” electrical resistivity by
taking into account the 2D/3D geometry of the zone [63].
Although petrophysical models are commonly used to evalu-
ate hydrocarbon saturation in sedimentary formations [64];
for instance, the estimation of porosity changes from electri-
cal resistivity is not so straightforward in fractured granitic
environments. The electrical conductivity can vary by several
orders of magnitudes in zones and areas with different clay
mineral contents and fracture densities, whether or not the
zones are sealed. In the GRT-2 well, the electrical resistivity
was measured with a five-electrode configuration, yielding
five apparent resistivity values (RLA1–5) [65]. The contribu-
tion of the matrix to the electrical conductivity is supposed to
be far lower than that of fractures, and it can vary by several
orders of magnitude among unaltered and altered granite
zones [33]. Measurements were obtained every 15 cm in
depth. These configurations are sensitive to the distance
beyond the borehole wall. The shallowest resistivity (RLA1)
mainly reflects the average resistivity of the borehole mud,
and the deepest resistivity (RLA5) mainly reflects the average
resistivity of the formation (granite matrix). In the GPK-1
well, the electrical resistivity was measured in 1989 using a
laterolog tool with a two-electrode configuration every
15 cm in depth, yielding a shallow laterolog (LLS) and a deep
laterolog (LLD). In this paper, only the most far-reaching
resistivity curves (RLA5 and LLD) are presented on an
inverted scale with highly resistive values on the left and con-
ductive values on the right, allowing the reader to easily corre-
late GR, SWIR, and conductive peaks.

4. Results

4.1. GRT-2 Well

4.1.1. Dataset. The petrographical log of the GRT-2 well
(Figure 5) was built from the macroscopic description of
the alteration mineralogy in the cuttings. The hydrothermal
alteration grades were determined according to the occur-
rence of the secondary minerals (chlorite, illite, and drusy
quartz) in the cuttings samples. This petrographical log pre-
sents three major units: reddish, oxidized granite at the top
of the granitic basement, an altered zone from 2535 to
3060m MD with a highly altered core from 2737 to 2875m
MD, and unaltered granite at the bottom of the well from
3060 to 3196m MD. These main sections correlate well with
the SWIR values; more precisely, we can distinguish four sec-
tions in which the variations in the 2200 nm absorption band
area are indicative of the alteration grades around the perme-
able FZs.

4.1.2. SWIR Variations and Hydrothermal Alteration Grades.
The first section, from 2514 to 2570mMD around the FZ1, is
characterized by a small increase in the SWIR 2200nm
absorption band area, with scattered values between 6 and
10 a.u. It corresponds to the RED and HHIG facies observed
with a binocular magnifier.

The second section, from 2570 to 2970m MD, comprises
the FZ2 and the FZ3 and corresponds to the HHIG and
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HMOD facies observed with a binocular magnifier. This zone
is characterized by the highest values of the 2200 nm absorp-
tion band area observed for the well. These values are highly
scattered between 10 and 20 a.u., and because the acoustic
image logs for GRT-2 are of poor quality, it is difficult to cor-
relate the lowest values with opened fractures. The illitization
appears to increase with the alteration grade, reaching its
highest value (20 a.u.) in the fracture wall (FW) at 2780m
MD. In the FZ2, minimal values of the 2200 nm absorption

band area are observed for a few samples located approxi-
mately 2773m MD. In the acoustic image logs, an opened
fracture filled with secondary drusy quartz (VEIN) is
observed at 2773mMD. Below, in the deepest section, acous-
tic image logs are not available.

The third section, from 2970 to 3070m MD, comprises
the FZ4. The 2200 nm absorption band area appears to
increase with the alteration grade, reaching its highest value
(14 a.u.) in the FW at 3055m MD, associated with a
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permeable FZ and a quartz vein at 3050m MD. This zone
corresponds to the HMOD and HLOW facies observed with
a binocular magnifier.

The fourth section, from 3070 to 3196m MD, corre-
sponds to the GRAN facies observed with a binocular magni-
fier. The values of the 2200 nm absorption band area are
stable and low, ranging from 5 to 8 a.u.

The resistivity log also appears to correlate relatively well
with the trend of the SWIR log (2200 nm absorption band
area). In the open hole of the GRT-2 well, 500m is altered
granite and 200m is unaltered granite. Thus, altered granite
represents 70% of the open-hole section.

4.1.3. Permeable FZs. The four permeable FZs of the GRT-2
well are shown in Figure 6 and are discussed below.

(1) FZ1 (2533m MD). From the ultrasonic borehole images
(UBI), no small-scale fracture is observed around the quartz
vein for this FZ [34]. The porosity log shows high, scattered
values in the entire FZ, the GR log exhibits a low peak corre-
lated with the quartz vein, and the resistivity log shows a high
conductivity peak that is also correlated with the quartz vein
(Figure 6(a)). The thermal anomaly is localized at the quartz
vein depth. The SWIR absorption band area at 2200 nm

shows scattered and average values. According to the geo-
physical logs, the natural flow appears to be spatially corre-
lated with the occurrence of a quartz vein. The observed
conductivity peak in this permeable quartz vein could be
due to the presence of geothermal brine, which is a very con-
ductive fluid [66].

(2) FZ2 (2770mMD). The UBI is not available over the entire
zone, but open fractures are observed at 2767, 2770, and
2774m MD and are associated with the occurrence of quartz
veins, translating into potential open pathways for fluids.
Below these open fractures, smaller sealed fractures are
observed from 2786 to 2789m MD [34]. Whereas the GR is
quite stable with some small negative peaks, the porosity,
electrical conductivity, and SWIR 2200nm absorption band
area present two positive humps extending vertically over a
length of 40m (Figure 6(b)). This zone is the most contribu-
tive according to hydraulic tests [31], but the intra-FZ section
reveals a complex architecture. At the centre of the zone,
resistive values are observed (from 2776 to 2783mMD), cor-
relating with low neutron porosity, whereas the GR is unaf-
fected, which goes along with the presence of the quartz
vein observed in the cuttings. More generally, the observa-
tions in this FZ are consistent with a permeable FZ and brine
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circulations. The lack of UBI data in this zone does not help
support our interpretation. However, the fact that the
unavailability of UBI data is due to difficulties in running
the tool in this zone because of cavings also suggests the exis-
tence of an FZ.

(3) FZ3 and FZ4 (2950 and 3052m MD). No UBI is available
for this zone; thus, we are unable to describe the architecture
of the FZs. The presence of T anomalies implies circulation
in both FZs. These two FZs look alike. In fact, they present
a neutron porosity increase over 10m, a low GR, and a sharp
peak in electrical conductivity correlated with the quartz
veins (Figures 6(b) and 6(c)). Two higher resistivity values
are observed above and below the FW, surrounding the zone
of higher neutron porosity. These peaks appear to be related
to the presence of unaltered (or slightly altered) granite,
which occurs from 2934m MD according to the high resis-
tive values and also appears to be correlated with the SWIR
values, which are stable and low at this depth. The SWIR
2200nm absorption band area is high in both of these FZs.
For both FZs, the sharp increase in electrical conductivity
appears to be linked to brine circulation in the quartz veins,
whereas the lower conductive values above and below the
quartz veins appear to be linked to the occurrence of illite
in the FW. The abrupt decrease in electrical conductivity sug-
gests a closely delimited hydrothermal circulation zone.

4.2. GPK-1 Well

4.2.1. Dataset. The petrographical log of the GPK-1 well was
compiled by Genter et al. [42, 43] and Traineau et al. [37]
from cuttings samples based on macroscopic observations
with a binocular magnifier. The grades of hydrothermal
alteration were determined according to the occurrence of
the secondary minerals (chlorite, illite, and drusy quartz) in
the cuttings samples. This petrographical log presents three
major hydrothermally altered granite units surrounded by
unaltered granite. These three units extend from 1580 to
1830m MD, from 2600 to 2800m MD, and from 3200 to
3500m MD.

4.2.2. SWIR Variations and Hydrothermal Alteration Grades.
The first section, from 1580 to 1830m MD, is characterized
by very scattered high values between 3 and 26 a.u. for the
2200 nm absorption band area. The shift of the SWIR values
to high values in this section could be due to a granulometry
effect, as this section was drilled first and was then deepened,
resulting in a change in the cuttings grain size. Based on bin-
ocular magnifier observations, this section corresponds to
GRAN with hydrothermally altered zones of HMOD-
HHIG facies. These altered zones appear to correlate with
the SWIR values, which are higher, i.e., between 8-17 a.u.
for the 2200nm absorption band area for HMOD (1547-
1553m MD, 1579-1606m MD, and 1650-1656m MD) and
approximately 25 a.u. for HHIG (at 1620-1640m MD).
Quartz veins were identified at 1645m MD (FZ1) and at
1814m MD (FZ2), where drusy quartz was visible by obser-
vations of cuttings. The latter corresponds to a fracture vein
that is visible in core samples (Figure 7).

The second section, from 2605 to 2827m MD, is charac-
terized by high, scattered values between 3 and 19 a.u. for the
2200 nm absorption band area. Based on binocular magnifier
observations, it corresponds to GRAN with occurrences of
low to high hydrothermal alterations. The HLOW grade
appears to correlate with the 2200 nm absorption band area,
with values between 5 and 10 a.u. at 2600-2603m MD, 2610-
2612m MD, 2676-2679m MD, 2681m MD, 2693-2701m
MD, and 2731-2733m MD. Occurrences of HMOD suggest
a good correlation with the 2200 nm absorption band area,
with values between 7 and 15 a.u. at 2625-2632m MD,
2679-2681m MD, 2685-2692m MD, 2701-2731m MD, and
2733-2736m MD. The HHIG occurrences also suggest a
good correlation with the stable values of the 2200 nm
absorption band area, which range from 14 to 19 a.u. A
quartz vein is observed in the cuttings from 2817 to 2818m
MD (FZ3). An open fracture is observed on the FMI log
and is characterized by the occurrence of He and CO2 con-
tent, evidencing the presence of geothermal fluid.

The third section, from 3203 to 3523mMD, is character-
ized by high, scattered values between 3 and 19 a.u. for the
2200 nm absorption band area. Based on binocular magnifier
observations, it corresponds to GRAN with occurrences of
hydrothermal alterations of HLOW to HEXT facies. HLOW
appears to correlate with values of the 2200 nm absorption
band area between 4 and 8 a.u. Two quartz veins are observed
in the same fracture zone at 3489 and 3496mMD in the cut-
tings. These open fractures, which match the flow log anom-
alies, are observed on the acoustic image logs at 3490 and at
3495m MD (FZ4).

Outside of these sections, from 2065 to 2605m MD and
from 2827 to 3203m MD, we observe low, very stable values
between 2 and 9 a.u. for the 2200 nm absorption band area.
Based on binocular magnifier observations, these correspond
to GRAN, with HLOW-HMOD from 2505 to 2530m MD.
These hydrothermal alteration grades suggest a good correla-
tion with the 2200 nm absorption band area which presents
higher values of approximately 9 a.u.

In the open-hole section of the GPK-1 well, 500m is
hydrothermally altered granite and 2200m is unaltered gran-
ite; thus, the hydrothermally altered granite represents only
20% of the open hole.

4.2.3. Permeable FZs. The two FZs of the upper section of the
GPK-1 well (1540-2000m MD) are shown in Figure 8 and
are discussed below.

(1) FZ1 (1645m MD). A quartz vein was observed, and a T
anomaly above the quartz vein proves a contributive flow
zone (Figure 8(a)). The porosity presents high values above
and below the quartz vein, whereas low values are observed
at the quartz vein depth. The GR-K is also slightly higher
above and below the quartz vein, whereas it is low at the
quartz vein. Very small He content is also visible above the
quartz vein. The laterolog resistivity (LLD) presents high
conductivity values above the quartz vein and high resistivity
values at the quartz vein depth. He content is also observed in
this section, indicating the occurrence of dissolved gas in the
geothermal fluid (Figures 7 and 8). The SWIR values are high
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in the FZ, particularly above the quartz vein. The hydraulic
data show that flow anomalies are mainly due to the FZ core
[67]. However, surprisingly, the quartz vein presents neither
a sharp T anomaly nor evidence of fluid circulations from
geophysical logs. The geophysical anomalies associated with
the FW above the sealed quartz vein could suggest that the
FW corresponds to porous granite which allows a good con-
nection between the well and the near-well field. On the other

hand, the geophysical anomalies of the FW below the quartz
vein could indicate that the FW acts as a tight zone possibly
caused by secondary mineral precipitations.

(2) FZ2 (1814mMD). This FZ presents a localized T anomaly
correlated with the quartz vein (Figure 8(b)). According to
this T anomaly and considering the section between 1400
and 2000m, the majority of the fluid flows from this FZ
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[67, 68]. The porosity is high and shows a sharp peak in its
centre that is correlated with the drusy quartz vein. The
GR-K presents a low peak at the quartz vein depth and high
peaks in the FW above and below the quartz vein. The resis-
tivity laterolog presents high electrical conductivity values,
with a sharp very conductive peak at the quartz vein depth,
and lower-than-average resistivity values above and below
that are correlated with the FWs. The SWIR 2200nm absorp-
tion band area presents higher values in the FZ. As for FZ3
and FZ4 in the GRT-2 well, the sharp and very high conduc-
tivity values could be associated with the brine circulating in

the quartz vein since high GR-K and the conductive zone
above and below coincide with the high amount of clay min-
erals (illite) in the FW. The very high He content matching
the quartz vein (>200 ppm) evidences the occurrence of per-
meability indicators such as geothermal gases dissolved in the
brine.

5. Discussion

5.1. SWIR as a Permeability Indicator. The SWIR method
showed good reproducibility of the measurements obtained

b

a
6 m

40
 m

3 m 20
 m

GRAN

HLOW

HMOD

HHIG

VEIN

Legend

HEXT
Fracture walls Quartz veins

Present-day circulation zones

Illitized zones
Paleo-circulation zones

FZ2

FZ1

1560

1580

1600 1600.0

1700.0

1800.0

1900.0

1620

1640

1660

1680

1700

1720

1740

1760

1780

1800

1820

1840

1860

1880

1900

1920

1940

1960

1980

MD

TVD
A

lte
ra

tio
n

pe
tro

gr
ap

hy

GPK-1
Depth
1:2000

110 degC

T log at thermal equilibrium
15 Dec 1992

9 days after drilling
(shifted downwards by 7 m)

126

porosity
Neutron

SWIR spectroscopy on bulk rockSpectral GRGas 

He Potassium
K

Resistivity
LLD

Deep laterolog
2200nm absorption

band area
Water absorption

band area

a.u00 10% a.u45 30 60000 ohm.m 0.0600 30 0 35

Figure 8: Magnified view of two (a and b) main permeable FZs of the GPK-1 well at Soultz-sous-Forêts, presenting the petrographical log, T
log, porosity and density logs, spectral GR-K, SWIR results with water and 2200 nm absorption band areas, and resistivity log. Petrographical
facies abbreviations are defined in the legend in Figure 3.

13Geofluids



on cuttings samples. Stable and low values appear to be sys-
tematically observed in conjunction with the unaltered or
slightly hydrothermally altered granite (Figures 5, 7, and 9).
The geothermal reservoirs of the Soultz and Rittershoffen
geothermal sites are highly fractured, with fracture infillings
corresponding to secondary drusy quartz and some carbon-
ates, and present hydrothermally altered zones. The hetero-
geneity of the hydrothermal facies encountered produces
heterogeneity in the SWIR signal that appears on the
SWIR log as peaks exceeding the mean values, surely
reflecting the presence of mineralizations associated with
hydrothermal circulations. Because the primary and sec-
ondary mineralogy of the deep granites in the URG base-
ment does not vary significantly, the SWIR method is
easily applicable to the detection of fluid-rock interaction
processes linked to geothermal fluid circulation in the gra-
nitic fractured reservoirs of geothermal wells. More gener-
ally, the combination of the SWIR 2200nm absorption
band area and the spectral GR-K is a strong illite indicator.
On a large scale, the scattering (linked to quartz vein
occurrences in the FZs) and the high values of the SWIR
2200nm absorption band area localize the highly altered
zones crossed by the wells. These highly altered zones are
linked to the main faults and are interpreted as the perme-
able zones of the well (Figures 6 and 8). The vertical extent
of this scattering provides in-depth information on the
extent of the well volume that is affected by hydrothermal
circulations. This initial study applying the SWIR method
to the Soultz and Rittershoffen geothermal sites will soon
be reinforced by an ongoing study in which the SWIR
method is applied to the new Illkirch geothermal site. This
will help us confirm our interpretation and extend the
interpretation to the URG.

Based only on geophysical logs (acoustic image logs
were not acquired below 2850m MD), the main permeable
FZ of GRT-2 was identified from 2766-2800m MD with a
true thickness of 35m by Vidal et al. [34]. Our SWIR
method yields new complementary results that provide
new information about the FZ architecture, and we
observe that the FZ is more extended than was described
by Vidal et al. [34] based on geophysical logs. SWIR helps
distinguish the part of the actual FZ that controls the
present-day circulations and the part of the FZ that has
been affected by paleo-circulations. In fact, this study
using SWIR data reveals that this zone presents an intense
illitization extending from 2743 to 2884m MD and thus a
true thickness of 112m. Previous mineralogical studies of
the GRT-2 well suggested that a low intensity of illitization
could explain the high permeability of the well [18]. How-
ever, the GRT-2 well presents high values of the 2200 nm
absorption band area (20 a.u.); these are higher than the
values measured in the GPK-1 well (13 a.u.) and also
higher than those measured in other wells such as GRT-
1 and GPK-4 [69]. These high SWIR 2200nm absorption
band area values are surprising considering the results of
Vidal et al. [18]. The advantage of the SWIR method is
that it provides a general and continuous overview of the
well in terms of permeability indicators that prevents over-
interpretation of punctual localized data.

5.2. SWIR Correlation. From simple observations, for both
the GRT-2 and GPK-1 wells, the water absorption band area
and the 2200nm absorption band area appear to be corre-
lated (Figures 5 and 7). In fact, the ratio between the water
absorption band area and the 2200 nm absorption band area
varies significantly according to the species of aluminous
phyllosilicates considered (illite and micas) [21].

The correlation between these two absorption bands was
tested for both wells (Figure 9). For the GRT-2 well, the cor-
relation appears to be linear with a correlation coefficient of
0.62 (Figure 9(a)). For the GPK-1 well, the correlation pre-
sents two linear tendencies (Figure 9(a)). After classifying
the samples into altered and unaltered granite on the basis
of petrographic observations, it was found that these two ten-
dencies correspond to hydrothermally altered granite with a
coefficient of 0.53 and to unaltered granite with a coefficient
of 0.26 (Figure 9(a)).

From mineralogical identifications (XRD and binocular
magnifier observations), the unaltered granite in both wells
is characterized by the presence of biotite and chlorite
whereas the altered granite is essentially characterized by
the presence of illite and illite-rich illite/smectite mixed layers
in considerable amounts (Figures 9(b) and 9(c)).

Based on the phyllosilicate mineralogy of the unaltered
and altered granite, it seems relevant to use the 2200 nm
absorption band area as an indicator of the illitization rate
of the granitic rocks of Northern Alsace. In the GPK-1 well,
we can clearly see that for a similar value of the water absorp-
tion band area (e.g., a water absorption band area of 20 a.u.),
we observe values of the 2200nm absorption band area of the
illitized granite more than two times higher than those
observed for the unaltered granite (17 a.u. and 7 a.u., respec-
tively). Considering the absorption band area at 2200nm, the
lower absorption depth noted for the samples of unaltered
granite (Figure 9) can be explained by a weak to very weak
contribution of both primary biotite and chlorite to the
absorption band near 2200 nm (Figure 4(b)). The correlation
between the water absorption band area and the 2200 nm
absorption band area indicates that the mineralogy of the
GRT-2 well is more homogeneous than that of the GPK-1
well (Figure 9).

From the SWIR results, the GRT-2 well showed a higher
degree of hydrothermal alteration all along the well com-
pared to the GPK-1 well. In this well, unaltered granite pre-
sents some localized sharp peaks of the 2200 nm absorption
band area that correspond to the fracture-controlled altered
zones. The interpretation of the two correlation tendencies
of the GPK-1 well is consistent along with the petrographical
observations: localized FZs are intersected on small apparent
depth extents (Figures 7 and 9). These mineralogical and
structural differences between the wells are explained by their
different trajectories and concepts. Notably, the GPK-1 well
was drilled nearly vertically and intersects few localized FZs
at a higher angle, whereas the GRT-2 well is highly deviated
but has an orientation parallel to the Rittershoffen local fault
over its approximately 400m apparent length. In fact, the
GPK-1 well required stimulation, whereas the GRT-2 well
did not, suggesting that intense illitization is a good indicator
of permeability.
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5.3. Electrical Logs and SWIR. The similar shapes and ten-
dencies observed for the electrical logs and the SWIR data,
outside of brine circulation in FZs, at first show a consider-
able control of illite on the electrical properties measured in
the GRT-2 and GPK-1 wells (Figure 10). Very conductive
zones are often associated with the SWIR 2200nm absorp-
tion band area and with high GR-K peaks pointing to highly
hydrothermally altered zones rich in illite. This type of zone
could be observed either associated with a T anomaly, yield-
ing an altered zone that is contributive (in FZ1 at 1620-
1640mMD in GPK-1) (Figure 8(a)), or with a straight T pro-
file, yielding a sealed illitized zone (at 1550, 1579-1606, 1710,
1758, 1792, and 1860m MD in GPK-1), which could be
paleo-circulation zones (Figure 8). Resistive peaks can corre-
late with negative 2200 nm absorption band area peaks and
the occurrence of a quartz vein, suggesting a fracture core
plugged with secondary drusy quartz filling with insufficient
residual porosity for abundant circulation and no abundant
illite (low GR) (FZ1 at 1645m MD in GPK-1) (Figure 8(a)).
At a more restricted level, positive conductivity peaks can
also correlate with negative GR-K peaks, low SWIR
2200nm absorption band area, and T anomalies, translating

into the presence of brine such as in the cores of FZs (FZ2 at
1814m in GPK-1, FZ1 at 2534m MD, FZ3 at 2950m MD,
and FZ4 at 3050m MD in GRT-2) (Figures 6 and 8).

5.4. FZ Signatures. In the GRT-2 well, FZs are always corre-
lated with T anomalies and VEIN facies. This observation
is probably related to the drusy euhedral quartz geometry,
which keeps the space open and prevents plugging of the
fracture. In contrast, the textural organization of illite in the
FWs tends to plug the zone (Figure 10).

A specific signature of the resistivity laterolog is observed
in both the GRT-2 and GPK-1 wells (FZ3 and FZ4 in GRT-2
and FZ2 in GPK-1), with very low resistivity values
(20 ohm·m) corresponding to the occurrence of geothermal
brine within the quartz vein as well as low resistivity values
(20 ohm·m) corresponding to illite occurrence in the FW
(Figures 6, 8, and 10).

We can distinguish three types of FZs (Figure 10):

(i) FZa: permeable FZs with localized brine contribu-
tions, such as FZ1, FZ3, and FZ4 in GRT-2
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Figure 10: Model showing the variation in the 2200 nm absorption band area and its correlation with geophysical logs (gamma ray,
temperature, and electrical conductivity) in response to different grades of hydrothermal alteration of the granite and different FZ
architectures.
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(Figures 6(a), 6(c), and 6(d)) and FZ2 in GPK-1
(Figures 6(a), 6(c), 6(d), 8(b), and 10)

(ii) FZb: permeable FZs with multiple brine contribu-
tions, such as FZ2 in GRT-2 and FZ1 in GPK-1
(Figures 6(b), 8(a), and 10)

(iii) FZc: paleo-permeable FZs, such as those at 1550,
1579-1606, 1710, 1758, 1792, and 1860m MD in
GPK-1 (Figures 8 and 10)

Evans et al. [70] showed that in the open-hole section of
GPK-1, the poststimulated flow zones systematically match
the permeable and paleo-permeable FZs.

5.5. Applications. In future geothermal projects in the URG,
the SWIR method could be a routine mud logging method.
As a matter of fact, along with GR measurements obtained
while drilling (MWD), cuttings provide the first data obtained
during drilling. The use of SWIR measurements during dril-
ling, when previously calibrated with the granitic analogue sig-
nature, could be helpful in determining the extent of the
hydrothermally altered fault damage zone and in quantifying
the alteration grade encountered in the granite. This could
help determine when the exploration well leaves the altered
zone and thus when to stop drilling. The SWIR method could
be used as a routine mud logging analysis on-site during dril-
ling after washing and drying the cuttings samples. It could
also be further refined for the alteration mineralogy identifica-
tion in geothermal systems [21].

In enhanced geothermal system projects, SWIR could
be used to target paleo-permeable zones that could be
reopened (sealed fractures and damage zones), thereby
enhancing the permeability between the well and the reser-
voir during stimulation operations. In a similar manner, for
existing geothermal wells in the URG drilled in granite,
SWIR could be used as a complementary method to pre-
cisely characterize the hydrothermal alterations around
the FZs and to target potential stimulation zones in cases
of decreased productivity.

6. Conclusion

In this paper, the analysis of the correlation between the
SWIR water and 2200 nm absorption bands areas confirms
the petrography observed in both wells. By showing that
the mineralogy is more homogeneous in the GRT-2 well
than in the GPK-1 well, the results confirm that the two
wells do not crosscut the circulation zones in the same
way. Showing that the fluid-rock ratio is higher in the
GRT-2 well than in the GPK-1 well, these results are con-
sistent, according to hydrothermal concepts, with the
higher productivity of the GRT-2 well compared to the
GPK-1 well, which required stimulation. In this study,
we observe three types of FZs: FZs with a localized contri-
bution, FZs with multiple contributions, and paleo-
permeable FZs. In conclusion, the SWIR method is a
robust method for the detection of paleo- and present cir-
culation zones for geothermal applications. By the joint
interpretation of SWIR data and other geophysical logs,

this method could be used to determine whether the stud-
ied zone is a currently active circulation zone or a paleo-
circulation zone. According to the values of the SWIR
2200nm absorption band area, grades of alteration as well
as the fluid-rock ratio trend can be determined. The sim-
ilar variations in the SWIR 2200nm absorption band area
and the electrical logs demonstrate a significant influence
of the rock clay mineral content (quantity of illitic minerals)
on the electrical response. A specific electrical signature is
observed in each well, indicating the FZ architecture and
brine or illite contributions.

Data Availability
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Data of the Soultz wells can be requested at gui-
chet.H@brgm.fr. SWIR data belong to ES-Géothermie and
Poitiers University; for data request, please contact
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The conjoint discussion of tectonic features, correlations of element concentrations, δ18O, δD, and 87Sr/86Sr of groundwater leads to
new insight into sources of groundwater, their flow patterns, and salinization in the Yarmouk Basin. The sources of groundwater
are precipitation infiltrating into basaltic rock or limestone aquifers. Leaching of relic brines and dissolution of gypsum and calcite
from the limestone host rocks generate enhanced salinity in groundwater in different degrees. High U(VI) suggests leaching of U
from phosphorite-rich Upper Cretaceous B2 formation. Both very low U(VI) and specific rare earth element including yttrium
(REY) distribution patterns indicate interaction with ferric oxyhydroxides formed during weathering of widespread alkali olivine
basalts in the catchment area. REY patterns of groundwater generated in basaltic aquifers are modified by interaction with
underlying limestones. Repeated sampling over 18 years revealed that the flow paths towards certain wells of groundwater
varied as documented by changes in concentrations of dissolved species and REY patterns and U(VI) contents. In the Yarmouk
Gorge, groundwater with basaltic REY patterns but high U(VI) and low Sr2+ and intermediate sulfate concentrations mainly
ascends in artesian wells tapping a buried flower structure fault system crossing the trend of the gorge.

1. Introduction

Since Roman times, the hot springs of Hamat Gader (HG),
Israel, and Ain Himma, Jordan, in the Lower Yarmouk Gorge
(LYG) were used for health care (Figure 1). At present, only
Ein Balsam at HG is publically in use. Hydrogeological and
hydrochemical studies of springs and well waters in the gorge
reveal that groundwater of widely different composition dis-
charges at short distances [1]. By major and minor elements
and distribution patterns of rare earth elements including

yttrium (henceforth termed REY), it was ascertained that
thermal groundwater discharging through springs in the
LYG is infiltrated in basaltic regions of the Hauran plateau,
Syria [1]. Parts of these waters are mixed in various propor-
tions with limestone water from Ajloun. The hot waters of
Hamat Gader and Meizar get salinized by either mixing with
relic seawater evaporation brines [2, 3] or leaching of evapo-
rites. The recent study is based on 18 years of repeated
sampling of wells and springs and reveals significant varia-
tions in REY patterns and element concentrations suggesting
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Y (UTM) Short

Settlement/city

Drainage

Lake/dam

Border

Basalt (Cenozoic)
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Figure 1: Overview of the study area, showing geological background (a) and sampling locations (b) including structural features recently
introduced by Inbar et al. [15] and Sneh (unpublished).
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variation of flow paths and associated interactions with host
rocks and leaching residual brines and evaporites.

The chemical and isotopic composition of the large
amounts of fresh artesian groundwater produced in the Jor-
danian Mukheibeh well field contrasts with that of the saline
groundwater in the Meizar wells and the springs of Hamat
Gader. This gave rise to the conceptual model that the LYG
is the surface expression of a fault zone, preventing trans-
boundary flow [1]. 2D and 3Dmodelling supported that con-
cept of continuous groundwater aquifers with the absence of
transboundary groundwater exchange due to a zone of
high hydraulic anisotropy underneath the gorge’s centerline

[4–7]. The gorge seemingly acts as a complex conduit-
barrier system, along which groundwater from the Golan in
the north and Ajloun in the south converges and drains
towards the Lower Jordan Valley (Figure 2). Flow paths in
the underground of the gorge possibly occur along faults ori-
ented perpendicular to the major axis of the gorge [5, 6, 8].

Based on stratigraphic data [9, 10], topographic data,
deep seismic survey data [11, 12], shallow fault mapping
[13], and thickness irregularities of the Turonian and Seno-
nian sequences in the study area [14–17] support the occur-
rence of strike-slip flower structure faults along and across
the gorge creating a series of structural fault blocks and

(a)

(b)

Deep seated brine
Intrusive bodies along LYG
Cenozoic graben fill
w/r-interaction with intrusiva
Conductive fault

Low-permeable zone
Groundwater flow
Valley floor (ground)
Drilling
Spring

Figure 2: Schematic geological cross sections (not to scale). Section (a) starts in the Lower Jordan Valley, continues through the LYG, and
branches into the Hauran NE-ward, while section (b) cuts from the Ajloun northward across the LYG and the Golan Heights into Mt.
Hermon. The map shows the location of cross sections in red.
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numerous buried faults at close proximity to the Dead Sea
Transform Fault (DSTF) (Figure 1).

Applying REY distribution patterns, U(VI), 87Sr/86Sr,
and water isotopes in a new, complete, and synchronous set
of sampled spring and well waters in 2016, we aim for joint
discussion of hydrochemical and geological features to
improve the knowledge of the sources of groundwater and
of their flow paths.

After the introduction (Section 1), we will present the
hydrogeological setting of the studied area (Section 2), the
sample acquisition and the techniques used to analyze
them (Section 3), the results on major and minor element,
particularly on REY and U(VI), and Sr isotopes (Section 4),
and a detailed discussion (Section 5). Section 6 concludes
this study.

2. Hydrogeological Setting

Geographically, the Yarmouk drainage basin comprises (i)
the volcanic Hauran plateau and the western flank of the
Jebel Druze volcano [18], (ii) the southern and southeastern
slopes of Hermon, (iii) the Golan Heights with numerous
volcanic cones, (iv) the northern plunges of the Ajloun anti-
cline, and (v) the Azraq-Dhuleil basin ENE of Ajloun
(Figure 1(a)).

The Mediterranean climate in the Yarmouk basin causes
rainy and cool winters and hot and dry summers. The
distinct differences in altitude and the distance from the
Mediterranean force strong gradients in annual precipita-
tion. Highest values (up to 1300mm/a) fall in the Hermon
Massif and the highest parts of Jebel Druze; medium elevated
regions such as the Hauran and Ajloun plateaus and the
Golan Heights receive 600-800mm/a, while the low-lying
LYG and the xeric region SE of the surface drainage basin
receive <500mm/a only (e.g., [18–21]). The resulting
recharge fractions are calculated to range from 0.06 to 0.1
[20, 22–24].

In the south of the Yarmouk River, geological formations
dip NW-ward (Figure 2). Here, the oldest hydrogeological
relevant formations comprise the highly karstified lime- and
dolostones of the Upper Cretaceous A7 aquifer and the over-
laying heavily fractured silicified limestones of the Eocene B2
aquifer, altogether forming the 160m thick regional A7/B2
aquifer system (Figure 3). This system becomes efficiently
confined due to its descent and the appearance of the covering
B3 aquiclude. On top of the southern flank of the LYG,
remnants of the B4 sequence form a local limestone aquifer.

All formations older than B4 continue in the under-
ground of the Golan Heights syncline before they partly
resurface in the foothills of the Hermon anticline [25].
Underneath the Golan Heights, Jurassic limestones form
the base of the formations before they become uplifted in
the Hermon anticline in the north (Figures 1(a) and 2(b)).
Since the drainage basin extends into three nations with dif-
ferent geological terminologies. Figure 3 compiles the rele-
vant parts of the stratigraphic columns for the entire region.

Morphologically, the Golan Heights is restricted south-
ward by the LYG, westward by the Hula Valley and Lake
Tiberias, northward by Wadi Sa’ar at the foothills of Mt.

Hermon, and eastward by Wadi Raqqad. The entire Golan
Heights is unconformably overlain by Plio-Pleistocene cover
basalts, which continue E- and SE-ward into the Hauran pla-
teau, Jebel Druze, and Azraq-Dhuleil Basin and form the
uppermost supraregional aquifer in the area [26, 27]. Within
the Golan Heights, the thickness of the basalts varies with
more than 750m in the central part and less than 50m along
the LYG (Figure 2(b)) and B3 layers form the impervious
base of the basaltic aquifer [28–30]. However, the basaltic
aquifer is connected to underlying aquifers at certain loca-
tions [31], either where B3 was already eroded or where
structurally prominent features of post-Pliocene age cut the
formations [12, 28, 32, 33]. An aeromagnetic survey in
N Jordan revealed a SW-NE lineament branching from
the DSTF towards Hamat Gader in the LYG [34], which
was later proven to be a fault by geological mapping (Sneh
et al., unpublished) (Figure 1(b)).

The groundwater in the phreatic and shallow basaltic
aquifer mainly follows the morphology. Within the Golan
Heights, it flows W- and SW-ward towards the Hula Valley,
the Lake Tiberias, and the LYG [28, 33]. In the east, a subter-
ranean meridional ridge forms a water divide against the
Hauran [19] (Figure 2(a)). The thin lava flows east of the
water divide, hosts only modest amounts of groundwater,
and discharges locally into incised wadis, e.g., the Raqqad.
The basaltic cover of the Hauran plateau is mainly recharged
at the elevated southeastern flanks of the Hermon Massif and
western piedmont of Jebel Druze, from where the groundwa-
ter flows SE- and W-ward, respectively. The groundwater
most probably converges in the central part of the Hauran
and flows from there SW-ward towards the LYG. There,
the observed groundwater of this study discharges either nat-
urally at the valley floor through springs in Hamat Gader,
Suraya, and Himma or artificially through the (mostly) arte-
sian wells of Mukheibeh and Meizar, located in the flanks of
the gorge, either north (Meizar wells) or south (Mukheibeh
wells) (Figure 1(b)).

3. Analytical Procedures

The elements Ca2+, Mg2+, U(VI), and REY are determined
by ICP-MS (Elan DRC-e). K+ and Na+ were analyzed by
ICP-AES (Spectro Arcos) using matrix-adjusted standard
solution for calibration. Cl-, Br-, and SO4

2- are determined
with Dionex ICS (AS18 column). The alkalinity is titrated
to pH 4.3 with H2SO4 and given as HCO3

-.
To determine REY and U(VI), preconcentration is

required. Therefore, about 4 l of sample is filtered in the
field by using a peristaltic pump coupled to 0.2 μm filters
(Sartorius, Germany). The samples are acidified by subboiled
(index sbb) HCl, and 1ml of Tm spike solution is added. At
the same day, the samples are adjusted to pH = 2 using
HClsbb and subsequently passed through preconditioned
C18 Sep-Pak cartridges (Waters, USA), loaded with an ethyl-
hexyl phosphate (Merck, Germany) liquid ion exchanger, at a
rate of 1 l/h. Thereafter, each cartridge is washed with 50ml
of 0.01M HClsbb and subsequently eluted with 40ml of 6M
HClsbb at a rate of 3ml/min. The eluates are evaporated to
incipient dryness, and the residues are dissolved in 1ml of
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5M HNO3 sbb (Merck, Germany) and transferred into 10ml
volumetric flasks. 1ml of spike solution is added which is
used, if necessary, for drift corrections of the response factors
during the ICP-MS measurements.

Stable isotopes of oxygen and hydrogen are determined
in separate filtered samples (0.2 μm) using laser cavity ring-
down spectroscopy (Picarro L2120-i, USA) without further
treatment of the water samples. The respective analytical pre-
cision is ±0.1‰ and ±0.8‰ for δ18O and δD, respectively.
The results are reported relative to Vienna Standard Mean
Ocean Water (VSMOW).

Analyses of 87Sr/86Sr in water samples were performed at
TUBAF, Freiberg, Germany. Samples were prepared and
analyzed after Tichomirova et al. [35] by applying TIMS
(Finnigan MAT 262) with an acceptable relative error of
±0.005% for 87Sr/86Sr. Sr-isotope ratios are given in respect
to NBS-987. To analyze Sr2+ in basaltic rock samples, rocks
have been powdered to <150 μm, pressed to pellets, and ana-
lyzed applying energy-dispersive X-ray fluorescence
(EDXRF) (Spectro XEPOS HE 2000). Chemical and isotopic
analyses are given in Tables 1–3.

4. Results

Depending on the sampling location, the results are classified
in the following way: Mukheibeh well field (M1-M13), Ain
Himma (AH), Hamat Gader springs (HG), Meizar wells
(Me1-Me3), and the Yarmouk River (YR). Sampling loca-
tions, which have been repeatedly sampled, are indicated
by the year of sampling given in parentheses. The Hebrew
and Arabic term of springs is transliterated as Ein and
Ain, respectively.

4.1. Major and Minor Element Correlations with Cl-. From
the low-salinity Mukheibeh clusters, two (Figures 4(a)–4(f))
or one (Figures 4(g)–4(j)) mixing lines evolve with high-
salinity end members. They indicate that two end member
brines occur in the study area: one is salinizing the Meizar
wells and Ain Himma and the other the springs of Hamat
Gader (Ein Maqla, Ein Reach, Ein Balsam, and Ain Sarayah).
The Ca2+ concentration in Ain Himma switches between the
two trends, probably because the access point to sample the
spring water within the increasingly ruined Himma resort

System Age

Period GH/Mt.H Ajloun DB/H GH/Mt.H Ajloun DB/H Golan/Mt. Hermon Ajloun

Quaternary Quaternary
Yarmouk
Basalt Alkaline-olivine basalt

Gravel, gipseous marl, siltite,
clay

Cover basalt Sandstone, siltite

Bira/Gesher Silicified limest., dolomite Alternation congl., marl, limest.

Hordos
Waqqas conglomerate
(WC) - Jordan Valley

Conglomerates in 
siltand clay matrice Marl, sand Limestone

Jeribe
Chilou

Lower basalt Alkali olivine basalt Conglomerates in limy matrix
Oligocene Susita/Fiq n1 Marlst., sandy dolomite Marl, clay, conglomerates

Jaddala
Wadi Shallalah chalk
(WSC) (B5) e5 Chalk, bituminous

Thick banked limestone, upper
part chalky, marly

Avedat
Maresha/
Adulam Umm Rijam (URC) (B4) e4

Marl, chalk,
limestone chalky limest., chert beds Massive limestone

Upper Maastricht-
Paleocene

Kermev
Bardeh Taqiye

Muwaqqar chalk (MCM)
(B3) e1-e3

Micritic limest., bituminous
(oil shale) Alternating chak, marl

Masstrichtian Ghareb
Al Hasa phosphorite (AHP)
(B2-b) m1, m2

Calcareous, phosphorite beds,
limest., chalk, marl

Alternating chalk, marl, limest.,
cherts

Campanian Mishash
Amman silicified
limestone (ASL) (B2a)

Limestone., dolomite, chalky,
phosphate, chert

Santonian Menuha
Wadi Umm Ghudran
(WUG) (B1)

Massive chalk, limest.,
phosphatic sandst., chert

Turonian
Wadi Es Sir Limest. (WSL)
(A7) t2

Dolomitic limest., sandst.,
cherts Banked limestone

F/H/S-undifferentiated Marl and gypsum

Shueib (S) (A5-6)
Siltstone, marly limest.,
dolomite

Dolomitic limestone
Dolomitic limestone, karstic
limestone

Karstic limest., chert

Fuheis (F) (A3)
Chalk beds, thin
dolost.

Calcareous siltst., marly lime-/
dolost., chalk beds

Glauconitic sandstone

Limest., dolomite

Albian Kurnub Yagur ab Dolomite, limestone Sandstone Marly limestone
Yakhini Sandstone
Banias, Tayassir
basalt Basalts

Clayey sandstone, limestone
intercalated

Barremian
Hauterivian-
Berriasian Aarda (K1)

J6-J7 (Nahal
Saar) Limestone Sandstone, siltstone, limestones Limestone

J5 (Kidod) Marl, shale Marl

Dogger
J4 (Hermon/
Zohar) j2-j4 Limestone

Dolomitic limestone at base,
limestone on top

Lias J1-J3 j1 Dolomite, limestone
Marl lignite, dolomite, sand- and
limestone

GH = Golan Heights, Mt.H = Mount Hermon, DB = Damascus Basin, H = Hauran; Syrian geology taken from Brew et al. [26] and Wolfart [27]
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Figure 3: Stratigraphic table of the hydrogeological formation in the Yarmouk Basin.
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varied over the years. Hamat Gader brines are lower in
SO4

2- but higher in Cl- and Br- than Meizar brines. Waters
from wells such as Meizar 1 and Mukheibeh 8, 9, and
11 sometimes deviate from the indicated trend lines.
The Yarmouk River water is mostly comparable to
Mukheibeh water, but not in diagramms with Na+, Cl-

and SO4
2-.

4.2. Uranium. U(VI) is correlated neither with any other ele-
ment mentioned before nor with Eh varying between -200
and +200mV (Table 1). The Mukheibeh field splits into three
subgroups (Figure 5). U(VI) with 80-105 nmol/l has the
highest values in Mukheibeh groundwater. Groundwater
from wells Mukheibeh 5 and 11, Ain Himma, Hamat
Gader shows values between 3 and 10nmol/l. The groundwa-
ter with <0.1 nmol/l and that with U(VI) below the detection
limit comprise all well waters from Meizar 2 and 3 and
Mukheibeh 1, 8, and 9. The lowest U(VI) values are either
in the lowest or in the highest sulfate groundwater
(Figure 5(b)).

4.3. Rare Earths and Yttrium. Weathering of omnipresent
alkali olivine basalts in the Yarmouk basin releases Fe(II)
which precipitates as colloidal ferric oxyhydroxides (HFO)

under oxidizing conditions. These colloids later aggregate
to gels on all solid surfaces along the pathways within and
below the basaltic layer. In aqueous systems, however, HREE
and Y are slightly fractionated. The REY patterns of samples
in this study are subdivided into 6 types. The first group (t1)
typifies groundwater derived from weathered alkali olivine
basalts. The patterns t2 and t3 show the results of increasing
mixing with limestone water (t4) (Figures 6(a)–6(d)). In
Figure 6(e), three REY patterns of type t2∗ are compiled
which show very high LREE contents but low HREE and
Y. Otherwise, they resemble type t2. Another different feature
of t2∗ is that positive Gd anomalies exceed those of Y.

All of the above patterns show positive Y anomalies. The
dissolution of REY-enriched HFO yields convex patterns of
type t5 with enhanced abundances of medium REE com-
pared to light and heavy REE and negative Y anomalies
(Figure 6(f)). These Y anomalies develop because Y prefers
to stay in the aqueous phase during the stage of REY adsorp-
tion by HFO [36].

The water from Ain Himma in 2001 and 2007 and well
Mukheibeh 4(16) shows REY patterns, typical of water from
limestone aquifers such as those of Ein Dan and Ein Banyas
in theMt. HermonMassif but without the negative Ce anom-
alies typical of spring waters from karstic limestones
(Figure 6(g)) or from Cretaceous limestones along the rift
valley [37]. Note that the REY abundance in waters from
Mukheibeh 4(16) and Ain Himma from years 2000 and
2007 is lower than that in the spring waters of Dan and
Banyas, which may be a result of interaction with HFO.

4.4. 87Sr/86Sr. Although the waters show a wide spread in
Sr2+, their 87Sr/86Sr isotope ratios vary only between 0.7070
and 0.7077 (Figure 7). This corresponds with the range of
87Sr/86Sr in Cretaceous limestones of Israel, which is about
0.7070-07086 (Wilske et al., unpublished data). Only the
Yarmouk River with 0.70710 points to mixing with basaltic
rock drainage water which shows an 87Sr/86Sr value of
0.70455, slightly above Phanerozoic upper mantel alkali
olivine basalts from Israel with 87Sr/86Sr of 0.7033-07035
(Table 3).

In the plot of Sr2+ vs. 87Sr/86Sr, Mukheibeh field
groundwater clusters at low Sr2+, whereas the samples
from Hamat Gader, Meizar 2, and Himma show a wide
spread. Mukheibeh 8 water fits into the Hamat Gader-
Meizar 2-Himma trend, whereas Meizar 3 approaches the
Mukheibeh field.

4.5. δ18O vs. δD. The stable water isotopes in the LYG range
from low values of Meizar 2 in the southern Golan Heights
and springs and wells on the eastern plunge of the Mt.
Hermon Massif towards the Hauran plateau to high values
in water of the Yarmouk River (Figure 8). All data from
the LYG are plotted between the Syrian and Mt. Hermon
meteoric water lines (MWL). The Mukheibeh waters like
the groundwater from the Hauran plateau nearly cover the
whole array, whereas the samples of Meizar, Hamat Gader,
and Himma cluster. Ein Sahina, located uphill of the Hamat
Gader group, is plotted among the Mukheibeh field. Ain
Sarayah, located close to Ein Reach of the Hamat Gader

Table 3: Sr2+ concentration and 87Sr/86Sr isotope signatures of
groundwater and rocks from the Lower Yarmouk Gorge and
surrounding areas.

ID Well/spring Sr (mg/l) 87Sr/86Sr

16/08 Mukheibeh 2 0.51 0.70769

16/09 Mukheibeh 4 0.5 0.70764

16/12 Mukheibeh 5 0.94 0.70770

16/10 Mukheibeh 6 0.66 0.70767

16/14 Mukheibeh 7 0.54 0.70757

16/16 Mukheibeh 8 1.3 0.70748

16/17 Mukheibeh 9 5.3 0.70778

16/11 Mukheibeh 10 0.96 0.70757

16/13 Mukheibeh 11 0.87 0.70767

16/15 Mukheibeh 13 0.88 0.70757

16/07 Meizar 1 2.1 0.70754

16/02 Meizar 2 5.5 0.70760

16/01 Meizar 3 1.1 0.70755

16/03 Ein Sahina 0.56 0.70763

16/04 Ein Balsam 3.5 0.70765

16/06 Ein Makla 5.5 0.70767

16/05 Ein Reach 4.2 0.70776

16/20 Ain Saraya 3.8 0.70771

16/19 Ain Himma 2 0.70759

18/920 Umm Abu ad Dananir 0.252 0.70458

18/922 Amphy spring 0.21 0.70457

16/18 Yarmouk 0.57 0.70708

ID Rock sample Sr (mg/kg) 87Sr/86Sr

18/A Golan Heights 1 1934 0.70330

18/B Golan Heights 2 1040 0.70350

10 Geofluids
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Figure 4: Continued.
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cluster, is plotted among the heaviest Mukheibeh waters.
Meizar 2 and Meizar 3(08) show the lowest isotope values.

5. Discussion

5.1. Sources of Groundwater. The stable isotopes of water and
the element correlations reveal different origins of fresh and
saline contributions to the groundwater in the LYG. Distinct
groups of stable isotopes suggest regional infiltration areas at
different elevations. The Meizar 2 groundwater from 2001 to
2016 with (i) light δ2H and δ18O signatures and (ii) REY pat-
terns of nearly limestone water shape and least affected by
HFO (t4 in Figure 6(d)) suggests infiltration of precipitation
on the outcropping Triassic to Cretaceous limestones of the
foothills of the Mt. Hermon Massif. The increase in Cl- is
higher than that in Na+ probably pointing to mobilization
of highly evaporated seawater brines and admix of these
brines to the limestone water.

The water of Meizar 2(08) and Meizar 3(08) shows simi-
lar chemical and isotopic composition and the same type of
REY patterns (t5). Although showing similar U(VI) concen-
trations, Meizar 2(01) andMeizar 2(16) are dissimilar in REY
patterns (t4 and t5). This suggests that these types of ground-
water discharge from the same reservoir but the flow path of
recharging water differs over the years.

The groundwater with δ18O and δD of about -6‰ and
-30‰, respectively, typifies the groundwater from Hamat
Gader, Himma, Meizar 3 in 2001 and 2016, and the Mukhei-
beh field. Most of the Mukheibeh and Hauran groundwater
shows a trend of increasingly heavy stable isotopes of water,
suggesting evaporation of recharge prior to infiltration
(Figure 8). The effect of evaporation on stable isotope enrich-
ment is shown by heaviest δD and δ18O signatures in the
Yarmouk River.

High molar values of Na+/Cl- and Ca2+/SO4
2- but low

Br-/Cl- and low concentrations of Na+, Cl-, Ca2+, Mg2+, K+,
Sr2+, and Br- typify the basaltic waters [31]. Pure basaltic
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Figure 4: Crossplots of elements in the groundwater in the Lower Yarmouk Gorge. For details, refer to text.
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water is characterized by Na+/Cl− ≫ 1 (Table 1) and typical
REY patterns of type t1 (Figure 6(a)). With increasing leach-
ing of halite from sedimentary rocks, the basaltic waters
approach the lowest Na+/Cl- value of about 1, whereas mix-
ing with evaporated seawater brines yields Na+/Cl− < 1
(Figure 9). Comparison of the Mukheibeh waters with those
of basaltic composition reveals that the former waters are
enriched in all elements (Table 1). The dissolution of anhy-
drite/gypsum by thermal waters of Meizar and Himma leads
to enhanced concentrations of Ca2+ and SO4

2- (Figure 4(b)).
Ca2+ may also increase by dissolution of calcite at enhanced
temperatures and albitization of plagioclases in basalts.
Mg2+, Rb+, Br-, and K+ may be gained by ion exchange
against Ca2+ in marly layers in the aquifers (Figures 3 and 4).
A Br- increase may be gained by contact with the
bituminous-rich B2 formation. The correlations of Cl- with
SO4

2-, Ca2+, Mg2+, Sr2+, Rb+, and Br- reveal that, with few
exceptions, waters from Hamat Gader, Himma, and Meizar
are mixtures of basaltic water and remnants of brines from
the Triassic-Cretaceous Arabian carbonate platform. The
strong correlation of Rb+ and Sr2+ indicates a common source
but not necessarily the same mineral (Figure 4(h)). The two
trends in the correlation of Rb+ and Br- verify the different
sources of both elements (Figure 4(j)).

The molar 1000Br-/Cl- vs. Na+/Cl- values show several
trends for groundwater in the Yarmouk basin and the trend
of evaporated seawater in salt pans (Figure 9). In this plot,
the springs of Hamat Gader, Himma, and well Meizar 2
define vertical trends which are only explainable by leaching
of Br- from the organic-rich B2 formation (Figure 3). Meizar
3 in 2001 and 2016 and all the groundwater with the lowest
Br-/Cl- values in the vertical groups suggest mixing between
Mukheibeh groundwater and seawater brine characterized
by Na+/Cl- and 1000Br-/Cl- of about 0.5 and 5.3, respectively.
Such ratios resemble those of the Ha’On type of brine, emerg-

ing at SE shoreline of the Lake Tiberias [2, 38, 39]. A second
mixing line is indicated by Ein Sahina andMukheibeh wells 1
and 6; both lines only differ in the Mukheibeh end member.

5.2. The Impact of HFO Precipitation on U and REY. U(VI) is
highly adsorbed onto the high surface area of HFO [40]. The
U content of alkali olivine basalts is in the range of 1 ppb [41].
The infiltrating basaltic groundwater with low U(VI) content
passes the growing HFO “filter”within and below the basaltic
cover of the Hauran plateau and elsewhere. During the alter-
ation of HFO to goethite, lepidocrocite, or hematite, the
adsorbed U(VI) is reduced to U(V) which is more resilient to
oxidation than uraninite (UO2) or adsorbed U(IV) [42, 43].
Adsorption of U(VI) in the pH range of 6.6-7.3 (Table 1) is
not affected by additional adsorption of phosphate [44].

The high U(VI) contents of 80 to 105nmol/l in the
groundwater of Mukheibeh artesian wells 1, 2, 4, 6, and 7
are most probably supplied later from the phosphorite-rich
B2 aquifer. The phosphorites from the B2 formation in Syria,
Jordan, and Israel contain about 100 ppm U [45]. Assuming
that U(VI) is mobilized by phosphate as UO2(HPO4)2

2+

[46], the phosphate concentration should be in the range of
0.2 μmol/l or 6 μg/l which was much below our routine
detection limit of phosphate of 1mg/l.

Meizar 2 water has its source in the flanks of the Mt.
Hermon Massif and in the western elevations of the
Hauran plateau, which agrees with light stable isotopes of
water. Although limestone waters contain 2-20 nmol/l
U(IV) from elsewhere in Israel (Siebert unpublished), Meizar
2 and Mukheibeh 8, 9, and 11 waters show less than
0.1 nmol/l U(VI) suggesting that these waters must have
had contact with HFO but did not interact with the B2 for-
mation. Though having similar low U, considerably heavier
stable isotope signatures in Mukheibeh 8 and 9, the most
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Figure 5: Crossplots of U(VI) and Na/Cl values in the groundwater of the Lower Yarmouk Gorge.
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northeastern samples in the LYG, refer to a recharge area dif-
fering from Meizar 2.

HFO scavenges not only U(IV) but also REY and
HPO4

2-. There may be some synergetic interaction between

phosphate and REY resulting in type t1 patterns. This
seems to be indicated in type t2∗, which is possibly due to
Y-phosphate precipitation (possibly churchite, Y, and
HREEPO4) due to which the light REE are released [47].
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Figure 6: REY distribution patterns of groundwater in the Lower Yarmouk Gorge. The visual grouping of patterns shows their high
variability.
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Figure 7: Crossplots of Sr isotope ratios and Sr2+ in the groundwater from the Lower Yarmouk Gorge.
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All groundwater in the gorge is produced from limestone
aquifers. When the REY poor basaltic water passes the lime-
stones at enhanced temperatures, some calcite dissolves and
thereby its aliquot of REY is released and mixed with REY

load of the groundwater. More than 99% of the REY is
immediately adsorbed onto calcite surfaces [48]. This way,
the REY patterns of groundwater change from type t1 to t2,
t3, and finally t4 (Figures 6 and 10). At enhanced
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Figure 9: Crossplots of 1000Br/Cl and Na/Cl of the groundwater from the Lower Yarmouk Gorge.
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temperatures, release of LREE is faster than that of HREE and
Y because their Coulomb binding forces are less for the for-
mer bigger than the latter smaller ions. This may qualitatively
explain the change in REY patterns of groundwater in the
Yarmouk basin.

Although the groundwater of the Yarmouk Gorge is
produced from limestone aquifers, their REY patterns still
indicate that the groundwater originates from basaltic catch-
ment regions or, more precisely, has passed HFO layers.
Although the patterns are similar in shape, the spring waters
of Dan and Banyas from limestones of the Mt. Hermon
Massif without contact with HFO show higher abundances
than the limestone-like waters from the Yarmouk Gorge
such as in Himma spring and Mukheibeh well 4(16)
(Figure 6(g)). Types t1 to t4 in Figure 5 represent the con-
tinuous change of REY patterns due to the interaction of
basaltic groundwater after passing the HFO filter t1 and
limestones resulting in changes according to t2-t4. These
types of patterns result from mixing limestone and basaltic
rock waters. It could well be that not the whole volume of
water changes due to the interaction but only parts of it
and mixing of various types yields the final patterns as
shown in Figure 10.

Type t5 (Figure 6(e)) is not showing dissolution of
phosphate minerals such as apatite but leachates of altering
HFO that loses REY at high levels. The difference between
the latter two is that the former should show a positive
Eu anomaly [36], whereas the latter is characterized by a
negative one.

How does it come that these types of groundwater still
show REY patterns typical after infiltration in basaltic catch-
ment areas? The reason is that the REY in calcite surfaces
along the pathways in limestones equilibrate with the low
REY abundance from the basaltic catchment. Under steady-
state conditions, the groundwater from limestones shows
patterns achieved by the interaction with groundwater that
has passed HFO layers [31].

5.3. Tracing Mixing by Sr2+ and 87Sr/86Sr. The above dis-
cussed findings, which trace back the genesis of the ground-
water in the LYG by variable interactions of basaltic water
with late Tertiary brines of Ha’On type and with calcite
and limestone of the discharging Cretaceous/Paleogene
aquifers, can be fortified by model calculations, which try
to resemble the measured 87Sr/86Sr values in the ground-
water of the LYG by at least interaction of basaltic water
and brine (Figure 7).

Using the fraction εbrine of brine in the mixture of brine
and basaltic water, the mix of Sr2+ (Equation (1)) and the
mix of the Sr2+ isotope ratios (Equation (2)) are estimated.

Srmix = εbrine × Srbrine + 1 − εbrineð Þ × SrBW, ð1Þ

87Sr/86Srmix = 87Sr/86Srbrine × εbrine × Srbrine/Srmix

+ 87Sr/86SrBW × 1 − εbrineð Þ × SrBW/Srmix,
ð2Þ

where index BW is the basaltic water.
Considering the analytical data on Sr2+ concentration of

groundwater in Table 3, brine, basaltic water, and dissolved
calcite and gypsum and their corresponding 87Sr/86Sr values
and the Sr2+ concentration of basaltic water must be below
0.5mg/l, the lowest value in Mukheibeh water. Indeed, pure
basaltic water sampled from 2 springs in the cover basalt
of the Golan Heights shows Sr2+ = 0:2mg/l. The Sr2+ con-
centration of the brine may be between 79mg/l as ana-
lyzed in Ha’On brine [2] and 300mg/l, depending on the
amount of dissolution of calcite from limestone with
assumed average Sr2+ concentrations of 100mg/mol calcite
and about 25mg/mol gypsum from evaporites [49]. The
87Sr/86Sr value of basaltic water is 0.70455 to 0.70457,
and that of the brine is assumed to be 0.7078, matching
the spread of data in Figure 7. The 87Sr/86Sr value of
0.7078 may result from mixing of Late Tertiary Tethys
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Figure 10: Mixing of basaltic and limestone groundwater showing the change in rare earth distribution patterns.
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seawater of 0.7089 [50] and dissolved average Upper
Cretaceous limestone in Israel ranging between 0.7076
and 0.7078 (Wilske et al., unpublished data).

The model curves in Figure 6 are fitted by varying Sr2+ in
basaltic water and in brine as well as the 87Sr/86Sr value of the
brine. Several information can be derived by the following
procedure.

(1) The observed groundwater cannot be fitted by one
curve, and the results are sensitive to assumed values
of 87Sr/86Sr and the resulting εbrine

(2) To fit most Mukheibeh groundwater and that of
Me3(16), the requested Sr2+ concentrations must be
0.05mg/l, much lower than the observed 0.21mg/l
(Figure 7(a)). Hence, the positive shift of these types
of groundwater along the ordinate is assumed to
result from the interaction of the proposed fluid
mix with calcite and gypsum in the discharging lime-
stone aquifers, which show 87Sr/86Sr values as high as
0.7078 (Wilske et al., unpublished data)

(3) The fitting curves are invariant in respect to varia-
tions of Sr2+ in the brine (compare red curve in
Figure 6(a) and blue curve in Figure 7(b))

(4) If 87Sr/86Sr values of brine are larger than 0.7078, nei-
ther the group of groundwater fromMukheibeh wells
and Meizar 3 nor the group of Hamat Gader, Meizar
2, and Ain Himma can be represented (Figure 7(b))

In summary, the 87Sr/86Sr of the groundwater in the LYG
is the result of relic brine, which is diluted by basaltic water
and subsequently dissolves calcite and gypsum and experi-
ences some exchange of Ca2+ against Mg2+, Na+, and K+ in
marly layers of the aquifers (Figure 3). Only Meizar 3 is
mainly limestone water.

5.4. Regional Distribution of Dissolved Species. The regional
distribution of U(VI), Sr2+, and REY shows comparable
structures, whereas SO4

2- behaves differently. High and low
U(VI) concentrations are present in the NE of the Lower Yar-
mouk Gorge (Figure 11(a)). The high values of 80-105 nmol/l
U mark the area in which Mukheibeh wells 1, 2, 4, 5, 6, and 7
produce artesian water from the phosphorite-rich B2 aquifer.
These high U(VI) concentrations decrease to 20 nmol/l
SW-ward, downstream the Yarmouk River and to both
sides of the gorge. North of and NE-ward in the gorge
groundwater contain U(VI) below 1nmol/l. Such low values
can only be established by adsorption of U(VI). In the case of
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Figure 11: Regional distribution of U(VI) (a), Sr2+ (b), rare earth distribution patterns (c), and sulfate (d) in the Lower Yarmouk Gorge.
Legends given in (a) and (c) are representative for the entire Figure 11.
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Mukheibeh 8 and 9, this could be HFO in the Hauran pla-
teau; in the case of Meizar, saline groundwater contact with
dissolving HFO is documented in Figure 7(f) in the year
2008. According to Shimron [51], basaltic intrusions are
present in the Mt. Hermon anticline, being probably
responsible for the low U(VI). Additionally, the long path-
way through the limestone aquifers from Mt. Hermon to
the LYG altered the REY patterns in groundwater to type
t4. In 2016, Meizar 3 shows the REY pattern of type t1.
However, in 2001, it resembled type t4 of Meizar 2 in
2001 and 2016.

In the central part of the LYG, Sr2+ is about 0.55mg/l
(Figure 11(b)), while it increases to 1mg/l NE-ward, to
3mg/l in Himma, to 4mg/l in Hamat Gader, and to 5mg/l
in both Meizar wells 2 and 3.

A similar shell-like behavior is observable in the REY pat-
terns with t1 patterns in the center followed by t2 SW-ward
and t3 type SE-ward and patterns of t4 to t6 in the NW
(Figure 11(c)).

The high-uranium water shows SO4
2- concentrations of

30-50mg/l (Figure 11(d)). Outside that central part, the
groundwater shows either much higher SO4

2- concentra-
tions, such as in Hamat Gader (150mg/l) and Meizar
(300mg/l), or almost no dissolved sulfate as in the NE
(0.12mg/l). The increasing SO4

2- outside the marked center
may prove depletion of gypsum in the central region of
ascending groundwater. Comparing spatial concentration
distribution patterns of Sr2+ and SO4

2- results in similar
patterns, though the concentration levels differ significantly.

Leaching of brines and/or evaporites alters the chemical
composition of the initial basaltic water. The light signatures
of water isotopes of Meizar 2 support a catchment area at the
Mt. Hermon foothills or at elevated places in the Hauran.
Meizar 3 water isotopes correspond with those of Hamat
Gader and Himma, which may be taken as an indirect proof
for its basaltic water. Their variable REY patterns of types t1,
t4, and t5 suggest various flow paths of the groundwater
including differing contacts with HFO. The shortest pathway
of groundwater flow is indicated by REY patterns of type t1
(Figure 6), while patterns of type t2 and t3 suggest a longer
pathway with more intense REY exchange with calcite in
limestones. The longest pathways are typified by REY pattern
type t4. The REY types and the concentrations of U(VI), Sr2+,
and SO4

2- characterize complex flow patterns of groundwater
towards the gorge.

The most distinct basaltic water is produced from the
B1/B2 limestone aquifers fractured by a complex fault system
crossing the LYG [15] (Figure 1(b)). This marks the most
important flow path of drainage water from the Hauran into
the LYG. The springs of Hamat Gader (including Ein Sahina)
and Himma are positioned on an uptilted block, whereby
both spring fields are separated from the Meizar field. The
deep aquifer which is tapped by Meizar 2 also produced
water in the shallow well Meizar 3 in 2008.

Although producing from the same aquifer, the hydro-
chemical differences in groundwater from Ein Himma and
Meizar 3 disprove any transboundary flow below the
Yarmouk River. The confined water from basaltic infiltration
areas in Syria, however, is present on both sides of the gorge.

6. Conclusions

The conjoint study of major, minor, and trace elements,
δ18O, δD, and 87Sr/86Sr in the groundwater of the LYG
reveals the following:

(i) Mixtures of water from basaltic rocks and limestones
are almost omnipresent in the LYG. A clear excep-
tion is Meizar 2 that produces groundwater that
was infiltrated at the flanks of Mt. Hermon Massif.
The mixtures vary from nearly pure basaltic water
to nearly pure limestone water. In addition, leaching
of residual brines and evaporites enhances the salin-
ity of the various types of groundwater

(ii) The sources of salinization in limestone aquifers are
given by relic brines, leaching of gypsum, and disso-
lution of calcite. The origin of high sulfate concen-
trations could be either the Late Triassic gypsum
beds occurring at approximate depths of 2000m or
evaporites of the Late Tertiary rift brine of the inland
sea. For instance, groundwater in Meizar 2 and
Hamat Gader has leached different amounts of gyp-
sum/anhydrite and calcite. Ion exchange of Ca2+

against Mg2+, Na+, and K+ enhanced the concentra-
tions of the latter. Meizar 3 in 2008 resembles Meizar
2 in the same year. Their REY patterns show that
this groundwater had dissolved HFO on its altered
flow path. The regional distribution of U(VI),
Sr2+, and SO4

2- and REY distribution patterns
reveal that there is a zone with strongly confined
groundwater and the hydrochemical composition
changes systematically sideward and downstream
along the gorge

(iii) The regional variation of their chemical composition
of groundwater is related to a complex flower-
structured fault system crossing the gorge. Ground-
water flow in the gorge and the mixing between the
different water bodies are controlled by these struc-
tural features
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A series of flow experiments were performed on matched fractures to study the problem of non-Darcy flow in fractured media. Five
rock fractures of different roughness were generated using indirect tensile tests, and their surface topographies were measured using
a stereo topometric scanning system. The fracture was assumed to be a self-affine surface, and its roughness and anisotropy were
quantified by the fractal dimension. According to the flow tortuosity effect, the nonlinear flow was characterized by hydraulic
tortuosity and surface tortuosity power law relationships based on Forchheimer’s law. Fracture seepage experiments conducted
with two injection directions (0° and 90°) showed that Forchheimer’s law described the nonlinear flow well. Both the proposed
model and Chen’s double-parameter model gave similar results to the experiment, but the match was closer with the proposed
model. On this basis, a new formula for the critical Reynolds number is proposed, which serves to distinguish linear flow and
Forchheimer flow.

1. Introduction

A long history of geological and human activities has caused
most rock masses to be cut by a large number of faults and
fractures [1–5]. These discontinuities form the main chan-
nels for groundwater flow, which control the permeability
characteristics of the rock mass. In the study of rock mass
hydrology, discontinuities are usually generalized into two
smooth parallel plates, and the famous cubic law is hence
obtained through theory and experiment. A variety of correc-
tion models [6–11] has been proposed to account for fracture
roughness, contact, or filling.

Some engineering projects involve a high hydraulic gra-
dient, for example, dam construction in the deep weak over-
burden of a river valley, exploitation of low-permeability oil

and gas wells, and coal mine gas outbursts [12–16]. Under
this condition, fluid flow through fractures is not linear,
and the use of the cubic law or related modified models
would cause large deviations. The well-known Forchheimer
law is used to describe this flow behavior:

∇P = AQ + BQ2, 1

where ∇P is the pressure gradient between the inlet and out-
let of the fracture, Q is the flow rate through the fracture, and
A and B are the coefficients of viscosity and inertia, respec-
tively. Zimmerman et al. [17] observed the Forchheimer flow
phenomena of rough fractures when the Reynolds number
Re > 20 through experiments and numerical methods. Zhang
and Nemcik [18] discussed the linear and nonlinear flow
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characteristics of rough fractures under different confining
pressures. Zhou et al. [19] explained the physical significance
of the Forchheimer flow coefficients A and B and the internal
transition mechanism on the basis of water pressure tests
under different confining pressures. However, the effects of
fracture roughness on flow were not explained in detail. Jin
et al. (2013) pointed out that the influence of a rough geom-
etry on fracture flow is manifested in three aspects: the fric-
tional effect in the fluid, the tortuous effect of the fracture
surface, and a local roughness effect. Tsang [20] considered
that the roughness of the fracture surface would lead to flow
tortuosity, and Xiao et al. [21] introduced a tortuosity factor
to describe the tortuosity of flow. Watanabe et al. [22] carried
out fluid flow experiments in fractures with shear displace-
ments and found that the nonlinear flow effect decreases as
shear increases.

Fractal geometrywasfirst put forwardbyB.B.Mandelbrot.
Xie and Wang [23] introduced it into the description of
fracture roughness and then used it to describe fluid flow
characteristics at rock fracture surfaces. Murata and Saito
[24] studied the influence of fractal parameters on the tortu-
osity effect, and Wang et al. [25] put forward a flow model
using fractal parameters. Ju et al. [26] carried out flow exper-
iments on rough single fractures with different fractal
dimensions. These flow tests clarified the influence of a
rough structure on seepage flow. Develi and Babadagli [27]
carried out saturated seepage tests on seven kinds of artifi-
cial tensional fracture surfaces, describing the roughness of
the fractures by means of the fractal dimension and discuss-
ing the influences of roughness, anisotropy, and normal
stress on seepage characteristics.

In this paper, a nonlinear fractal model for rough frac-
tures is deduced based on the tortuous effect and the self-
affine fractal characteristics of the fracture surface. The law
and anisotropy of Forchheimer flow are analyzed, and the
new model is verified by seepage tests.

2. Nonlinear Fractal Model for Rough-Walled
Rock Fractures

Forchheimer’s law is composed of a linear part AQ and a
nonlinear part BQ2. When the flow rate is low, a cubic law
can be used to describe the relationship of the flow rate and
pressure. Hence, A can be expressed as

A = 12μ
we3h

, 2

where μ is the dynamic coefficient of viscosity of the fluid and
w is the width of the fracture. eh is the hydraulic aperture,
which can be calculated as eh = 12μQ/w/▽P 1/3.

The coefficient B represents the degree that the seep-
age curve deviates from that in the linear stage. Schrauf
and Evans [28] put forward a form of B using dimen-
sional analysis:

B = bD
ρ

e3hw
2 , 3

where ρ is the fluid density and bD is a parameter related
to the roughness of the fracture surface. Chen et al. [6]
used the peak asperity height to describe fracture rough-
ness and obtained a two-parameter model for bD:

bD = a
ξ

2eh

b

, 4

where a and b are fitting parameters, respectively. How-
ever, the peak asperity height does not account for flow
tortuosity and anisotropy. Chen et al. [6] also used
numerical simulation to study non-Darcy behavior in frac-
ture flow. The results showed that the rougher the surface
was, the more tortuous the flow would be, and eddy cur-
rents and recirculation would occur at high velocity,
which would increase the inertial resistance. In order to
characterize the effect of flow tortuosity, the following
power law relations are proposed by Murata and Saito
[24] and Ji et al. (2015):

bD = cτaτbs , 5

where a, b, and c are fitting parameters. τ is the hydrolog-
ical curvature, which is defined as the ratio of the actual
length Lt of the seepage path to the horizontal length Lc
along the pressure gradient of the fracture. τs is the curva-
ture of the surface, which is defined as the ratio of the
surface area to the projection area of the fracture surface.

For fractal fractures, the relationship between measure
F δ and measurement scale δ is as follows:

F δ = F0δ
α, 6

where α is a parameter related to the fractal dimension D and
D is in the range 1-3. F0 is the apparent measurement. Based
on this, the relationship between the fracture surface area As
and a square mesh with dimension δ1 is as follows:

As = F1δ
2−Ds
1 , 7

where Ds is the fractal dimension of the fracture area. For a
square fracture, when δ1 is equal to Lc and equation (7) is
substituted into As Lc = Ac, F1 can be obtained as follows:

F1 = Ac
Ds/2 8

Hence, τs can be obtained:

τs =
As δ1
Ac

= δ21
Ac

2−Ds

9

In addition, the fractal relationship of the length of the
seepage path Lt and measure δ2 is as follows:

Lt δ2 = F2δ
1−DT
2 , 10
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where DT is the fractal dimension of the seepage path.
When δ2 is equal to Lc and equation (10) is substituted into
Lt Lc = Lc, F2 can be obtained as

F2 = LDT
c 11

Hence, τ can be obtained:

τ = Lt δ2
Lc

= δ2
Lc

1−DT

12

Mandelbrot, the founder of fractal theory, suggested
that the fractal dimension of the surface could be calcu-
lated by adding the dimension of a surface profile to 1.
Therefore, the relationship between the fractal dimension
of the profile length and the fractal dimension of the area
is as follows:

Ds =Dl + 1 13

Jin et al. [29] considered Dl as equal to DT . Hence, bD
can be obtained by substituting equation (9) and equation
(12) into equation (5):

bD = c
δ2
Lc

a 1−Dl δ21
Ac

b 1−Dl

14

When δ1 and δ2 are eh, equation (1) becomes

bD = c
eh
Lc

a+b 1−Dl

15

Hence, a new model of parameter B in Forchheimer’s
law can be obtained:

B = a
eh
Lc

b 1−Dl ρ

e3hw
2 , 16

where a and b are constants that can be determined with
fracture permeability tests. Firstly, the fractal dimension is
calculated from fracture surface data. The curve relating
flow to pressure gradient is then obtained through fracture
permeability tests, and this is used to obtain a and b.

3. Fracture Surface Measurement

3.1. Rock Fracture Preparation. The effect of fracture surface
roughness on fluid flow was studied by way of saturated seep-
age tests of rock fracture surfaces of different roughness. A
natural fracture surface is difficult to obtain, so artificial ten-
sion fracture specimens were used to study the characteristics
of fluid flow in fractures. In this study, natural granite
selected from a quarry in Sichuan Province was processed
into 150mm × 150mm × 150mm square specimens in the
laboratory, and then, the specimens were split using the
Brazilian splitting test method to obtain artificial tensional

joint specimens. Finally, five groups of fracture surfaces (F1,
F2, F3, F4, and F5) with different roughness were prepared.

3.2. Measurement Procedure. A portable 3D optical three-
dimensional scanning system was used to measure the
three-dimensional morphology of the fracture surface
(Figure 1). The system broadly comprises a scanning control
unit, scanning lens, turn table, and tripod. The scanning lens
is placed on the tripod, which can rotate freely and adjust its
position conveniently. The other components are connected
via USB. The system acquires a visible grating image pro-
jected onto the surface of the object then accurately deter-
mines the spatial coordinates (X, Y , Z) of each point using
the phase and triangulation methods according to the shape
of fringe curvature change, forming a three-dimensional
point cloud data. This approach has the benefits of being
fast, high precision (measuring accuracy 25 μm), and allow-
ing noncontact measurement.

In the actual measurement process, features of the mea-
surement environment (light, dust, etc.) and the measure-
ment methods will have an impact on the accuracy of the
three-dimensional topographic data. Therefore, after acquir-
ing the three-dimensional data for a fracture surface, the
point cloud data were processed by using the self-contained
software CloudForm to reduce noise, remove irrelevant
points, filter data ripples, and patch. Additionally, the
original point cloud of the fracture surface is composed of
hundreds of thousands of discrete points with an average
spacing of 0.025mm, which amount to a huge amount of dis-
ordered data. Data analysis was facilitated by compiling the
program with MATLAB software to delete and reorder the
measured points. The newly obtained fracture surface has a
total of 22801 points at an average spacing of 1mm. The
measured topographic parameters of the fracture surfaces
shown in Figure 2 are listed in Table 1.

4. Calculation of Fractal Dimension

There are many methods for calculating the fractal dimen-
sion of a rough fracture surface. Clarke [30] first proposed

Fracture specimen

Rotary table

Figure 1: Stereo topometric scanning system.
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Figure 2: Surfaces topographies of fractures (lower surfaces).

Table 1: Geometrical details of fractures.

Specimen Length L (mm) Width w (mm) Peak asperity height ξ (mm) Variance Rrms (mm2) Average Rm (mm) JRC

F1 149.9 150.1 3.74 2.06 1.58 11.3

F2 150.1 150.0 3.65 2.07 1.55 11.0

F3 150.1 150.1 3.97 4.14 3.52 12.8

F4 150.2 149.9 4.89 5.16 4.39 16.9

F5 150.1 149.9 3.27 3.87 3.29 13.9
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the triangular prism surface area method, which takes the
spatial surface area as the variable and a square grid as
the measure scale. Later, Xie and Wang [23] proposed a
projection coverage method. These two methods can be cat-
egorized as driver methods. The dimension calculated by
these two methods is a similar fractal dimension, not a geo-
metric fractal dimension. Zhou et al. [19] proposed box-
counting methods for calculating the fractal dimension of a
three-dimensional surface, including a cube coverage method
and an improved cube coverage method. The above compu-
tational theories are based on statistical self-similarity. How-
ever, Brown [31] and Kulatilake et al. [32, 33] argue that
rough rock fracture surfaces conform to the characteristics
of a self-affine model.

Kulatilake et al. [32] put forward a variogram method
as a self-affine model to determine the fractal dimension.
This takes the variogram function 2γ x, h of the profile as
a variable and the interval distance h as the measure scale.

The detailed method is as follows:

Step 1.Generation of two-dimensional contour data in differ-
ent directions. Firstly, the fracture surface data are meshed
into 1mm × 1mm grids. 2D profiles are divided from the
fracture surface data in accordance with the directions θ =
15 × k k = 1, 2,⋯, 11 . The height data Z x, y of a direc-
tional line is then calculated. The height data ZQ of the coor-
dinate Q x, y is found on the 15-degree directional line P.
The height of the coordinate radius within a 1mm range is
calculated according to equation (17). The profile data are
then obtained cyclically. The next set of profile data with a
distance of 10mm is obtained by the same method. Finally,
the profile data in each direction are obtained by repeated
cyclic calculation.

Z x, y = ∑n
i=1Zi/ri

∑n
i=11/ri

, 17

where Zi is the height of the point within a radius of
1mm from point Q and ri is the distance from point i to
point Q.

Step 2. Calculation of the fractal dimension of all of the direc-
tional lines. The variogram function is defined as

2γ h = 1
N
〠
N

i=1
Zi+1 − Zi

2, 18

where γ h L2 is the semivariogram, Zi L and Zi+1 L
are the heights of the 2D profile from the baseline, and
N is the number of pairs of Z at a lag distance h
between them. γ h can be simplified as a power-law func-
tion in the self-affine profile as h→ 0:

2γ h = Kvh
2H , 19

where Kv is a proportionality constant and H is the Hurst
exponent, which is related to the fractal dimension by Dv =

2 −H. However, equation (18) and equation (19) cannot be
used to calculate Dv directly. Dv should be written in the log-
arithmic form

log 2γ h = 2 2 −Dv log h + log Kv , 20

so that Dv can be obtained by linear regression analysis. At
least seven variance functions at different intervals h are
calculated for each profile line, and fractal dimension D is
obtained by fitting equation (20). The fractal dimension D
of all of the profiles in one direction is averaged, and the
fractal dimension D in that direction is obtained.

To make the anisotropic characteristics of fracture sur-
face roughness more intuitive, Table 2 presents rose dia-
grams of the fractal dimensions of five different fracture
surfaces (F1–F5). The fractal dimension is randomly distrib-
uted in all directions, and the fracture surfaces are charac-
terized by an irregular anisotropic roughness structure.
The fractal dimension of the fracture surface of F4 is larger
than that of the others and is the highest, 1.60, in the 90°

direction. Therefore, F4 has the greatest roughness of the
fracture surfaces.

It is noted that the fractal dimension D does not take the
difference between forward and backward on the 2D profile
into consideration. For example, the fractal dimension of
the 0° profile is the same as that of 180°. Hence, equation
(20) is correct when assuming there is the same nonlinear
flow in the θ and θ + 180° directions.

5. Nonlinear Flow Behavior of Rough-Walled
Rock Fractures

5.1. Seepage Tests of Rough-Walled Rock Fractures. The five
groups of rock fracture surfaces (F1–F5) mentioned in the
previous section were prepared for flow testing with a self-
designed device. A detailed description of the device is given
in Xiong et al. [7]. Two flow directions (0° and 90°) were
tested for each group of fractures, as shown in Figure 3.
The pressure difference P under different flow rates Q was
recorded during the test process; flow rates were in the range
0–100ml/s during the tests.

5.2. Nonlinear Flow Behavior. Figures 4 and 5 show the rela-
tionship between the flow rate Q and the pressure gradient
∇P of each fracture in the 0° and 90° directions. When the
flow rate is small (Q < 10ml/s), the pressure gradient
increases linearly with the flow rate. When the flow rate
increases, the pressure gradient increases nonlinearly, show-
ing an increase in the inertia effect. In order to describe this
relationship, the Forchheimer formula was used to fit the test
data for the 0° and 90° directions. The fitting results are
shown in Table 3. These results indicate that Forchheimer’s
law (equation (1)) is able to quantitatively describe the non-
linear flow behavior, which is consistent with Zimmerman
et al. [17].

In order to analyze the anisotropic characteristics of flow
in a rock fracture, a new parameter describing anisotropy is
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proposed: the ratio of the difference between the 90° and 0°

pressure gradients and the 90° pressure gradient.

anisotropy = ∇P90°−∇P0°
∇P90°

, 21

where ∇P90° is the pressure gradient in the 90° direction and
∇P0° is the pressure gradient in the 0° direction. Figure 6
shows the variation of anisotropy with flow rate. The anisot-

ropy values differ between the different groups, which indi-
cate that the anisotropy of fracture flow exists and is related
to the fracture morphology and aperture distribution.

Normalized transmissivity (Ta/T0) is determined by
Zimmerman et al. [17] in the following form:

Ta

T0
= 1
1 + β Re , 22

where Ta is the apparent transmissivity and T0 is a special
apparent transmissivity in Darcy’s flow state and is typically
called intrinsic transmissivity. According to experimental
data, the values of β are listed in Table 2. The relationship
of bD and β is plotted in Figure 7. It can be seen from the fig-
ure that as bD increases, β linearly increases. And β is about
12 times than bD, which is consistent with Zimmerman
et al. [17].

5.3. Verification of the Nonlinear Flow Model Based on
Fractal Theory. In order to solve the undetermined constants
a and b, fracture morphology data were first obtained for F1,
F2, and F3, and the fractal dimension was then calculated
according to the method detailed in Section 4. Then, the
seepage test results were fitted according to the Levenberg-
Marquardt method, and the parameters a and b were found
to be 0.246 and -0.964, respectively.

In order to verify the model, the nonlinear fractal model
is compared with the seepage test data and Chen’s two-
parameter model [6].

For fractures F4 and F5, pressure gradients were calcu-
lated according to the proposed model and the Chen model,
respectively, and the results were compared with the experi-
mental values, as shown in Figure 8. It can be seen that the
results calculated with the nonlinear fractal model are close
to the measured values, and the relative errors are mostly
within 20%. This shows that the nonlinear fractal model gives
a better description of nonlinear seepage in fractured media

Table 2: The fractal dimensions at different directions.

Directions (°) F_1 F_2 F_3 F_4 F_5

0 1.422 1.497 1.421 1.418 1.475

30 1.398 1.486 1.391 1.426 1.426

60 1.431 1.477 1.417 1.486 1.435

90 1.542 1.503 1.434 1.600 1.436

120 1.478 1.466 1.471 1.489 1.389

150 1.425 1.459 1.370 1.424 1.407

180 1.422 1.497 1.421 1.418 1.475

210 1.398 1.486 1.391 1.426 1.426

240 1.431 1.477 1.417 1.486 1.435

270 1.542 1.503 1.434 1.600 1.436

300 1.478 1.466 1.471 1.489 1.389

330 1.425 1.459 1.370 1.424 1.407

Lower specimen

Upper specimen

Flow direction (0º)

Flow direction (90º)

Figure 3: Different directions of flow (0° and 90°) in a rock fracture.
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than does Chen’s model. The error is larger in Chen’s model
because absolute roughness is not sufficient to quantify the
effect of surface topography on fracture flow.

6. Discussion

Forchheimer’s law has been widely applied for nonlinear
seepage flow in fractured media, but the mechanism of the
transition from linear flow to nonlinear flow needs to be fur-
ther discussed.

Zimmerman et al. (2014) considered the linear to nonlin-
ear transition process in fracture fluid flow, distinguishing
the two flow regimes by the nonlinear Darcy effect factor α
with a value of 0.1:

α = BQ2

AQ + BQ2 23

Therefore, many scholars have used the critical Reynolds
number to describe the transition mechanism. For fractured
media, the Reynolds number can be expressed as follows:

Re = ρQ
μw

24

By substituting equation (16) and equation (23) into
equation (24), a new critical Reynolds number can be
obtained:

Rec = 5 42 eh
Lc

−0 964 Dl−1
25

Equation (25) shows that the critical Reynolds number is
closely related to hydraulic aperture, the fractal dimension of
the fracture surface, and the flow direction. The smaller the
hydraulic aperture and the rougher the fracture surface, the
smaller the critical Reynolds number. The critical Reynolds
numbers calculated by this method are shown in Table 2.
Its value ranges between 30 and 60, much smaller than the
2300 value considered by Wang et al. (2015). The nonuni-
form distributions of the fracture aperture and the rough sur-
face result in eddy currents and reflux flow, which make the
flow tortuous and increase the inertial resistance. This leads
to nonlinear flow at a low Reynolds number.

Table 3: Fractal dimension and fitted parameters of Forchheimer’s law.

Specimen A × 106 (Kg·s-1·m-5) B × 1010 (Kg·m-8) eh (mm) Rec D bD β

F1
0° 17.62 31.47 1.656 33.90 1.4221 0.00322 0.0027

90° 15.97 20.50 1.711 56.18 1.542 0.0232 0.002

F2
0° 11.04 15.01 1.935 43.53 1.497 0.0245 0.0021

90° 8.78 14.21 2.089 42.97 1.503 0.0292 0.0023

F3
0° 27.56 63.18 1.427 35.88 1.421 0.0414 0.0033

90° 27.47 56.93 1.428 38.03 1.434 0.0374 0.003

F4
0° 6.30 15.10 2.333 28.99 1.418 0.0433 0.0035

90° 5.09 6.09 2.504 57.82 1.600 0.0216 0.0018

F5
0° 13.07 20.08 1.829 40.84 1.475 0.0277 0.0022

90° 18.96 2.24 1.890 34.12 1.436 0.0034 0.00026
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Figure 6: Pressure anisotropy of fracture samples F1–F5.

0.0000 0.0008 0.0016 0.0024 0.0032 0.0040
0.0000
0.0005
0.0010
0.0015

𝛽 0.0020
0.0025
0.0030
0.0035
0.0040

bD

Figure 7: The relationships of bD and β of fracture samples F1–F5.

7Geofluids



7. Conclusions

This paper discusses the effect of roughness on nonlinear
flow in a rock fracture based on previous research and anal-
ysis of physical laboratory experiments. The main conclu-
sions are as follows:

(1) A new nonlinear seepage model for rough fractures,
equation (16), is proposed according to flow tortuos-
ity in the fracture and the fractal characteristics of the
fracture

(2) The 3D optical three-dimensional scanning system
was used to acquire point cloud data from fracture
surfaces. The self-affine fractal dimension calculation
method proposed by Kulatilake et al. [32] was used to
analyze the anisotropic characteristics of the rough-
ness of the fracture surface

(3) Five different kinds of rough fractures were tested in
seepage experiments in the 0° and 90° directions. The
results show that fracture flow conforms to Forchhei-
mer’s law and has clear isotropic characteristics. The
new model generates results that are closer to those
from the experiment than does Chen’s two-
parameter model

(4) According to the new model, a new expression of the
critical Reynolds number (equation (25)) for distin-
guishing Darcy flow from Forchheimer flow is pro-
posed. It shows that the critical Reynolds number is
closely related to hydraulic aperture, the roughness
of the fracture surface, and the flow direction
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Although the mechanism and influence of fault water inrush have been widely studied, there are still few studies on the migration of
filling particles and the evolution process of seepage characteristics within faults. In this work, the coupling effects of water flow,
particle migration, and permeability evolution are considered synthetically, and the evolution model of seepage characteristics
with multifield coupling is established. This model was used to investigate the evolution process of water inrush within faults
and the effects of water pressure, initial effective porosity, and initial permeability on water flow rate. The results show that the
evolution of seepage characteristics can be divided into three phases: (i) low velocity seepage, (ii) drastic changes with
substantial particle migration, and (iii) steady-state water flow. The multifield coupling causes the effective porosity,
permeability, flow velocity, and particle concentration to accelerate each other during the dramatic phase. Moreover, the
increases in initial water pressure, initial porosity, and initial permeability have different degrees of promotion on the water flow
rate. Finally, the simulation results are approximately the same as the data of water inrush in the mining area, which verifies the
correctness of the evolution model established in this work. This work provides new approaches to the evolution process and
prevention of water inrush in faults.

1. Introduction

Affected by complex geological and hydrological conditions,
water inrush disaster has been a serious challenge in under-
ground engineering such as coal mines in China [1–3]. The
existence of the geological structure usually functions as an
underground water flow path, thus posing a great threat to
the mining production safety [4, 5]. Fault structure is the
main factor leading to water inrush in the mine pits. Accord-
ing to statistics, 80% of water inrush accidents are related to
faults [6]. For instance, the 9101 working face in the Yangz-
huang coal mine of the Feicheng Mining Bureau was between
two walking faults, and the fault structures communicated
the mining floor with the Xujiazhuang limestone aquifer
and Ordovician limestone aquifer, which led to the occur-
rence of water inrush in the working face two times. Among
them, the water pressure of the second water inrush reached
8.5MPa, with a water flow rate of nearly 600m3/h. And the

water flow rate sharply increased to 4409m3/h after 16 hours,
which has greatly exceeded the drainage capacity. After 19
hours, the depth of water in the shaft station reached 0.7m.
Finally, the mine was all submerged due to the lack of disaster
resistance [7]. Thus, fault structure, as an important water
inrush channel, is of great significance to the prevention
and control of fault water inrush hazards in coal mines.

Aiming at the mechanism of water inrush caused by
geological structures such as faults, the scholars have
conducted a large number of experimental investigations.
Through laboratory tests, Wu et al. [8] systematically
analyzed the deformation and destruction patterns of fault
materials under different moisture content, confining
pressure, and loading modes. It was pointed out that the
intensity of fault materials will be enhanced with the
increase in confining pressure, but reduced with the
increase in moisture content, and the deformation and
destruction characteristics of the fault materials have a close
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relation with its materials and loading time. Li et al. [9, 10]
developed a large-scale testing system for the measurement
of coupled seepage and triaxial stress. The seepage failure
model of the filling medium was further revealed. The
catastrophe evolution mechanism of water inrush for the
filling fault had been researched, and the variation
characteristics of fault occurrence, filling ability, and water
conductivity have been analyzed. Zhang et al. [11]
simulated physically the entire process of crack formation,
concealed fault propagation, and evolution of a water
inrush channel with high-pressure water directly beneath
the mine floor, and the results indicate that water channels
are mainly caused by the connection between tectonic rock
zones and coal floor cracks, which are the direct cause for
water inrush. Miao et al. [12, 13] carried out a series of tests
on the permeability characteristics of the fractured rock
mass and obtained the variation rules of the permeability of
the fractured rock mass under different lithology and stress
states. Ma et al. [14–17] carried out a series of seepage
experiments on granular rock. The effects of the original
particle size distribution (PSD) on the hydraulic properties
were investigated, and the evolution of porosity and
permeability was calculated and verified in detail.

Many scholars also investigated the theoretical analysis
and prediction of fault water inrush. Using digital image
processing technology, Zhao et al. [18] developed
MATLAB function for threshold segmentation of the sec-
tion image of broken rock mass and established a three-
dimensional digital analysis model. Based on these models,
interconnected networks of spatial structures and spatial
distribution features of stress, seepage, and speed are iden-
tified for cataclastic rock masses. Liu et al. [19] established
a coupled thermal-nonlinear-hydraulic-mechanical (THM)
model for fault water inrush to study the water-rock-
temperature interactions and predict the fault water
inrush. Yao et al. [20] presented an inverse velocity theory
to predict the water inrush time under different geological
and flow conditions. The results showed that the inverse
velocity theory was capable of predicting the occurrences
of water inrush under different conditions, and the time
of water inrush had a power relationship with the rock
heterogeneity, water pressure, and initial particle concen-
tration. Song et al. [21] analyzed strata’s movement and
ground pressure caused by mining’s influence on karst
water pressure and fault pillar. It was pointed that karst
water pressure’s increase has an important relationship
with overburden strata’s movement caused by mining.
Especially for the closed karst cave, water pressure will
leap under the effect of abutment pressure. In order to
investigate the activation failure characteristics of the min-
ing floor fault above a confined aquifer and predict the
water inrush from the activated floor fault, Sun and Wang
[22] and Jian et al. [23] used microseismic monitoring
technique to monitor the mining floor fault.

The above results are of great significance to reveal the
mechanism and prediction of fault water inrush. However,
the seepage characteristics of faults are the determinants to
control the water conductivity of faults and the degree of
damage. Permeability is a direct reflection of the water

conductivity of faults. In the process of seepage, the filling
particles are constantly migrated and lost due to the erosion
of water flow, resulting in changes in porosity and permeabil-
ity as well as particle concentration. However, the changes in
overall permeability will react on the seepage field. It is a pro-
cess of mutual influence and promotion. Therefore, the cou-
pling effect will be an important reason to reveal the process
of fault water inrush. The above correlation analysis rarely
involves the influence of the coupling effect between particle
migration and seepage characteristics, and the evolutionary
process of the interaction has not been systematically studied.

In this work, the author comprehensively considered the
coupling effect of water seepage and particle migration in the
process of fault seepage and established a multifield coupling
model for the evolution of the seepage characteristics. Com-
bined with the geological conditions in the mining area, the
governing equations will then be implemented into COM-
SOL Multiphysics software. The heterogeneity of rocks in
faults will be determined using the Weibull distribution,
and the evolutionary feature of seepage characteristics,
including effective porosity, permeability, particle concentra-
tion, and seepage velocity, will be obtained accordingly. The
process of seepage characteristics interaction will be ana-
lyzed, and the variation of flow rate under different natural
conditions will be discussed in detail. The evolution process
of the seepage characteristics will be simulated and investi-
gated, and the mechanism of water inrush from the perspec-
tive of multiple coupled system movement will be revealed.

2. An Evolution Model of
Seepage Characteristics

2.1. Hydrogeological Structural Features of Faults. The hydro-
geological structure of the fault is shown in Figure 1, which
can be regarded as composed of broken solid medium (skel-
eton and filling material), liquid medium (fluid) in the pores
and fractures, and fine filling particles in the liquid medium.
The surrounding rock is relatively hard, and the bottom is
confined aquifer. When mining reveals broken geological
structures such as water-carrying faults, seepage erodes the
filling particles in the framework of broken rock mass and
causes migration as well as changes in the permeability char-
acteristics of faults, which may lead to water inrush hazards.

2.2. Governing Equations

2.2.1. Assumptions. In order to establish the evolution model
of seepage characteristics and investigate the mechanism of
fault water inrush in coal mines, the following assumptions
referring Yao et al. [20] have been made:

(1) The fluid and particles in faults are incompressible

(2) The suspended particles share the velocity field with
the fluid

(3) The effect of erosion on the permeability change is in
proportion to the change of particle concentration in
the fluid

(4) Fault fillings can be regarded as porous materials
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2.2.2. Mass Conservation Equations. A representative ele-
ment for a typical fault-filling microstructure is shown in
Figure 2. Suppose that the coordinate of the element is P r,
θ, z , then its volume V (m3) can be expressed as follows:

V = drdθdz 1

According to the above analysis, the element is composed
of three kinds of media: (1) solid medium with a volume of
V s (m

3), (2) fluid medium with a volume of V f (m
3), and

(3) particles suspended in the fluid with a density of ρs
(kg/m3), a volume of V fs (m

3), and a mass ofMfs (kg), where
the subscripts “s, f, and fs” represent solid medium, fluid
medium, and particles in the fluid, respectively. Then, the
pore volume Vv (m3) and porosity φ (%) of the element
can be expressed as follows [24]:

Vv = V f +V fs,

φ = V f +V fs
V

2

The volume concentration C (%) and mass concentration
ρfs (kg/m

3) of the suspended particles can be expressed as
follows:

C = V fs
Vv

, 3

ρfs =
Mfs
Vv

= Cρs 4

The migration of particles in volumetric elements can
be regarded as the result of the combined action of
advection-diffusion. As particles with extremely small size

Mining advance

Goaf Coal seam

Coal seam

Rock strata

Rock strata

Fault

Confined aquifer

Figure 1: Diagram of a fault: different shapes of rock strata represent different types of rocks.

x

z

y

r𝜃 d𝜃
dr

Figure 2: The representative element for faults in a cylindrical coordinate.
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migrate in high-speed flow fields, the tiny diffusion effect
can be neglected. Along the z-axis, the average velocity
of particles can be defined as qpz (m/s), and the particle
mass in the inflow of the element caused by advection in
the z-direction per unit time can be expressed as follows:

∂ ρfsqpz

∂z
rdrdθdz 5

The particle mass in the r direction per unit time can
be expressed as follows:

∂ ρfsρpr

∂r
rdrdθdz + ρfsqprdrdθdz 6

For the unit element, the total particle mass per unit
time can be summarized as follows:

∂ ρfsqpr

∂r
+
ρfsqpr
r

+
∂ ρfsqpz

∂z
rdrdθdz 7

The decrease in element mass per unit time can be
expressed as follows:

−
∂
∂t

φρfsrdrdθdz +mrdrdθdz, 8

where m (kg/m3/s) is the particle mass that migrates into
the fluid from a unit element in a unit time, and m is
written as follows:

m = ∂φ
∂t

ρs 9

According to the mass conservation law, by combining
equations (7) and (8), it can be summarized as follows:

−
∂
∂t

φρfsrdrdθdz +mrdrdθdz

=
∂ ρfsqpr

∂r
+
ρfsqpr
r

+
∂ ρfsqpz

∂z
rdrdθdz

10

Assuming that the solid particles are incompressible,
and the volume of the element body does not change with
time, combining with equations (3) and (4), equation (10)
can be summarized as follows:

∂ Cφ
∂t

+ ∂
∂r

Cqpr + 1
r

Cqpr + ∂
∂z

Cqpr = m
ρs

11

Equation (11) can be expressed as a vector expression
as follows:

∂ Cφ
∂t

+∇ Cq⟶p = m
ρs

, 12

where ∇ = ∂/∂r + 1/r + ∂/∂z .
Substituting equation (9) into equation (12) yields

∂ Cφ
∂t

+∇ Cq⟶p = ∂φ
∂t

13

Similarly, the mass conservation equation of the fluid can
be obtained as follows:

∂
∂t

φ 1 − C +∇ 1 − C q⟶ = 0 14

2.2.3. Water Seepage. Darcy’s law describes linear seepage in
porous media, and it is derived from balance of momentum
for the fluid phase and from a constitutive equation for the
fluid-solid interaction force (i.e., the seepage force) [25]. In
general, the transient form of Darcy’s law can be expressed
as follows:

∂
∂t

φρ +∇∙ ρq⟶ =Qm, 15

where ρ (kg/m3) is the density of the fluid, and Qm
(kg/(m3·s)) illustrates the mass sources of the element. The
equation for Darcy velocity can be expressed as follows [24]:

q⟶ = −
k
η

∇p + ρg∇z , 16

where q⟶ (m/s) is the Darcy velocity, k (m2) denotes the
permeability of the element, η (Pa·s) is the dynamic viscosity
of the fluid, p (Pa) denotes the water pressure, and ∇z is the
unit vector in the direction of gravity.

2.2.4. Porosity Evolution Equation. Porosity, as an important
component of seepage characteristics, affects the evolution of
seepage channels and permeability. Sakthivadivel and Irmay
[26] investigated the erosion effect for porous media by using
both experimental and theoretical methods. Vardoulakis
et al. [27] summarized the following: the evolution of perme-
ability was affected by the porosity and particle concentration
as well as the seepage velocity. The porosity evolution equa-
tion of porous media is given by considering particle migra-
tion as follows [27]:

∂φ
∂t

= λρs φmax − φ C q , 17

where λ (m-1) denotes the erosion coefficient, φmax (%) illus-
trates the maximum value that porosity can reach under fluid

erosion, and q = q2x + q2y + q2z is the absolute value of the

seepage velocity (m/s). qi represents the velocity component
in the direction of i i = x, y, z .

2.2.5. Auxiliary Equation. The velocity of the particles can be
expressed as the difference between the velocity of the fluid

4 Geofluids



and the velocity of the free subsidence in the static fluid as
follows [24]:

qpr =
k φ

η

∂p
∂r

, 18

qpz =
k φ

η

∂p
∂z

+ ρg − φ
4dp ρs − ρ g

3CDρ
, 19

where dp (m) denotes the diameter of particles and CD is the
dimensionless drag coefficient, which can be expressed as
follows [28]:

CD = 24
Re + 0 5, 20

where Re is the Reynolds number of particles, which can be
expressed as follows:

Re =
dp q ρ

η
21

The change of permeability in porous media can be
deduced according to the change of porosity, which can be
expressed as follows [28]:

k = k0
φ

φ0

3 1 − φ0
1 − φ

2
, 22

where k0 (m2) denotes the initial permeability, and φ0 (%)
illustrates the initial porosity.

Equations (13), (14), (16), (17), and (18) together with
(22) compose the coupled processes of water transport under
erosion effects, as illustrated in Figure 3. To investigate the
mechanism of water inrush in faults, the above governing
equations will be implemented in COMSOL Multiphysics
to further assess the risk of water inrush and predict the time
of water inrush under different flow conditions. There are six
unknowns with equations, so the set of governing equations
can provide a unique solution.

3. Numerical Model Implementation

3.1. Background of the Coal Mine. In this section, a case study
was conducted based on the hydrogeological conditions of a

coal mine, which is affiliated with the Jining Mining Industry
Group in China. The mining operation is current extracting
number 3# coal seam at approximately 900m depth. To date,
a group of faults, most of which are normal faults, were found
to cross the working face obliquely. The average thickness of
the fault group is 80m, and the average dip angle is about 60°.
The working face and fault group position of this mine are
shown in Figure 4. The working face passes through the fault
group smoothly in the mining process, and the water flow
rate was about 35m3/h. However, when the working face
was advanced to 560m, the flow rate increased rapidly from
120m3/h. By the time the working face advanced 640m, the
flow rate had increased to 380m3/h, and the peak flow rate
had reached 432m3/h. This process shows obvious lag char-
acteristics, which was considered as a typical coal mine fault
lag water inrush.

3.2. Material Properties of Fault Fillings. Groundwater
seepage has a great influence on the mechanical properties
of fault zone filling, and it is the key factor that induces rock
infiltration and water inrush in the fault zone. In order to
obtain the lithological parameters of fault fillings, the con-
ventional mechanical tests were carried out. The test samples
were taken from the fault of the working face, collected
immediately after underground exposure, and sealed on site
and transported to the laboratory. The lithological parame-
ters obtained are shown in Table 1.

In addition, the permeability parameters of the fault fill-
ing samples were determined. In this work, the hydraulic
conductivity of the specimen is determined by means of a
variable head test. The schematic and object of the measuring
device are shown in Figure 5. The calculation principle of this
measuring device can be expressed as follows [29, 30]:

K = aL
At

ln Δh1
Δh2

, 23

where K (cm·s-1) denotes the hydraulic conductivity, a (cm2)
is the sectional area of the head tube, A (cm2) illustrates the
sectional area of the specimen, t (s) is the measuring period,
and Δh1 and Δh2 represent the initial and final head differ-
ences, respectively.

The seepage properties obtained are shown in Table 2.
The relation between hydraulic conductivity (K) and

Seepage field
equation

Porosity evolution
equation

C

q
→

→

C

φ

φ

Mass conservation
equation

q

Figure 3: The coupling diagram of each equation.
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Table 1: Lithological parameters of the fault fillings.

Test
number

Water content
(%)

Density
(g·cm-3)

Failure stress
(MPa)

Deformation modulus
(MPa)

Cohesion
(MPa)

Internal friction angle
(°)

1 3.55 2.33 1.61 206.2 0.37 17.2

2 3.59 2.39 2.09 231.9 0.36 17.5

3 3.64 2.37 3.15 292.6 0.39 16.8

4 3.92 2.35 3.03 346.3 0.36 17.2

Q

Specimen

Switch

Head tube

Δh
2

Δh
1

t = t2

t = t1

L

(a) (b)

Figure 5: Diagram of the measuring device: (a) schematic and (b) object.

Thickness

14.3 m

9.8 m

23.2 m

2.5 m

20.3 m

10.4 m

3.6 m

4.6 m

18.1 m

2.5 m

Description Lithology

Mudstone

Limestone

Fine sandstone

Fine sandstone

4# coal

Limestone

Mudstone

Aquifer

3# coal

Mudstone

(a)

p = p0

Water flow

X

Y

p = 0

No
 fl

ow

No
 fl

ow

(b)

Figure 4: Model geometry and setup: (a) illustration of fault and rock strata and (b) 2D simulation model.
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permeability (k) can be expressed as follows:

K = kρg
η

24

Digital image technology provides a method for obtain-
ing rock parameters with heterogeneous distribution [18,
31]. The effective porosity of the specimens is determined
by digital image processing technology. In particular, the
relationship between the pore pixel and the total image pixel
is obtained through the threshold value on the slice images of
the specimens, and the image processing for specimens is
shown in Figure 6. The effective porosity obtained is shown
in Table 2.

3.3. Numerical Model Setup. In this paper, the evolution of
the seepage characteristics and the water inrush from the bot-
tom to the top are mainly investigated, so the model is sim-
plified into a 2D fault section (i.e., a parallelogram).
According to the lithology of the mine, the bottom length
and the height are 18m and 50m, respectively (as shown in
Figure 4). The inlet water pressure p at the bottom of the
model was 2.0MPa, and the outlet pressure at the top of
the model was 0.1MPa; the initial water pressure in the
model was 0.1MPa, the initial particle volume concentration
C0 was 0.01, and the initial effective porosity φ0 was 10%.
Other used parameters are listed in Table 3.

Heterogeneity is a natural feature of rock. There are cur-
rently various approaches to obtaining the characteristics of
the heterogeneous distribution of rock materials. For exam-
ple, digital core techniques and mathematical statistics
methods have both been utilized. Previous studies have
shown that the heterogeneity of rock can be described by
the Weibull distribution [31–34]. Thus, the Weibull distribu-
tion was selected in this study due to its effectiveness and
great simplicity to obtain the heterogeneous distribution of
effective porosity in the fault. The distribution probability
density equation was as follows:

f φ = m
φ0

φ

φ0

m−1
exp −

φ

φ0

m

, 25

where φ indicates the effective porosity, φ0 denotes the initial
effective porosity, and m is the uniformity index. The
largerm represents, the higher the level of uniformity. The

initial effective porosity distribution obtained by the numer-
ical generation method is shown in Figure 7.

4. Results and Discussion

In order to analyze the characteristics of seepage at different
times, in this study, four different times were selected (i.e.,
2, 4, 6, and 8h). The specific results will be discussed below.

4.1. The Evolution of Seepage Characteristics. Figure 8 illus-
trates the evolution of effective porosity at different times.
Figure 9 illustrates the evolution of permeability at different
times. Figure 10 shows the flow velocity at different times at
the outlet boundary along the x-axis as marked in
Figure 4(b), and the average porosity-time curve and average
particle concentration-time curve are plotted in Figure 11.
The specific results will be discussed below.

4.1.1. Distribution of the Effective Porosity and Permeability.
From equation (22), effective porosity and permeability show
a similar evolution process in Figures 8 and 9. At the initial
phase, effective porosity and permeability are subject to ran-
dom distribution with minor difference. As the infiltration
continues, the average effective porosity increases by

Table 2: Seepage properties of the fault fillings.

Test number
Hydraulic

conductivity (cm·s-1) Effective porosity (%)

5 1 62 × 10−4 15.32

6 8 35 × 10−5 9.18

7 6 13 × 10−5 8.79

8 2 56 × 10−4 18.41

9 9 17 × 10−5 11.33

10 1 19 × 10−4 12.56

Pore

Pore

Pore

Figure 6: Illustration of image processing for specimens.

Table 3: Input parameters for the numerical simulation.

ρs/ kg/m3 η/ Pa · s dp/(μm) k0/ m2 C0 λ/ m−1 m

2000 10−3 10 10−12 0 01 0 01 2
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approximately 200%, from 10% to nearly 30% (Figure 11).
However, this increase is not uniform. The variations of those
with larger initial effective porosity and permeability are sig-
nificant, while those with smaller initial effective porosity and
permeability are slightly increased. As the distributions with
large initial effective porosity and permeability preferentially
increased and interconnect, some major seepage channels are

formed under particle migration effect, as illustrated in
Figures 8(d) and 9(d).

4.1.2. Evolution of Flow Velocity at the Outlet Boundary. As
shown in Figure 10, the distribution of the flow velocity is sig-
nificantly related to time. The overall increase in flow velocity
is small during the initial phase, with a sharp increase in

6

8
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12

14

16

18

Effective
porosity (%)

Figure 7: Weibull distribution for initial effective porosity.
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Figure 8: The spatial distribution of effective porosity at different times.
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subsequent phases and a tiny increase in the final phase. The
maximum hourly increase in flow velocity is approximately
1m/s from 1h to 2 h, 2m/s from 2h to 4 h, 4m/s from 4h

to 6 h, 2.5m/s from 6h to 8 h, and 0.5m/s from 8h to 10 h.
The passage of time represents the evolution of the water
inrush. Therefore, the evolution process can be roughly

2

4

6

8

10

×10−7
Permeability (m2)

(a) 2 h

2

4

6

8

10

×10−7
Permeability (m2)

(b) 4 h

2
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6

8

10

×10−7
Permeability (m2)

(c) 6 h

2

4

6

8

10

×10−7
Permeability (m2)

(d) 8 h

Figure 9: The spatial distribution of permeability at different times.
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Figure 10: The flow velocity curves of the outlet boundary at different times.
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divided into three phases according to the degree of increase
in the flow rate, including (i) low velocity seepage, (ii) drastic
increase in flow velocity, and (iii) steady-state water flow. In
addition, the figure shows that the increases with high initial
flow velocity at the outlet boundary are larger, while those
with low initial flow velocity are smaller.

4.1.3. Changes in Average Effective Porosity and Average
Particle Concentration. It can be seen from Figure 11 that
the process of changing the average particle concentration
over time has experienced a slow first phase, a drastic second
phase, and a smooth third phase. Combined with the previ-
ous analysis, it can be considered that due to the small initial
percolation velocity, the erosion of the water flow is weak,
resulting in a slow increase in the average particle concentra-
tion; then, as the water flow velocity increases, the solid par-
ticles migrate into the fluid due to the erosion, resulting in a
significant increase in the average particle concentration, and
at the same time the effective porosity will also increase sig-
nificantly. Though the final phase of the seepage channel
and water flow rate is stable, the average particle concentra-
tion will gradually stabilize.

To sum up, the seepage characteristics have undergone a
complete evolution process under the coupling of multiple
fields. In the initial phase, this coupling is gradually enhanced
although it is weak. As the flow rate gradually increases, the
water flow continuously erodes the particles of the granular
rock and migrates them. The particle concentration increases
rapidly while the effective porosity and permeability also
evolve. The change in permeability will in turn increase the
seepage velocity and enhance the erosion, and the coupling
effect causes drastic changes with substantial particle migra-
tion in the second phase. Eventually, as the porosity evolves
to its maximum, the percolation channels and flow rates tend
to stabilize, and the coupling is no longer significant.

4.2. Comparison between Numerical Simulation Results and
Actual Data. Figure 12 plots the curves of simulated fault
flow rate and actual data, and it can be seen that the variation
trend of the two is basically consistent, which proves the cor-
rectness of the seepage characteristic evolution model of fault
water inrush established in this paper. In connection with the
above discussion, it can be concluded that the process of fault
water inrush can be divided into three phases, including (i)
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Figure 11: The average effective porosity and particle concentration curves with time.
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low velocity seepage, (ii) drastic changes with substantial par-
ticle migration, and (iii) steady-state water flow. According to
the actual situation, after 5 hours, the water flow will increase
rapidly and water inrush hazards will occur. This time
between the first phase and the second phase is called “the
critical time of water inrush.” If measures such as grouting
reinforcement are taken on the fault before this time, water
inrush hazards can be effectively prevented. Otherwise, once
the time is missed, the water flow will increase rapidly. At
that point, water flow will be difficult to control and increase
the risk of water inrush hazards.

4.3. Analysis of Effect Factors. According to the above analy-
sis, the critical time of water inrush is the key time for taking
measures to ensure safety. In order to study the factors affect-
ing the evolution process, the flow conditions of water inrush
were discussed. Through numerical simulation of different
flow conditions, it is expected to obtain the change rules of
flow rate and critical time, so as to provide a theoretical basis
for water inrush prediction.

4.3.1. Effect of Water Pressure. Water pressure is the driving
force of water inrush, and different water pressures must
have an important influence on seepage evolution. Numeri-
cal simulation was carried out with 1MPa, 2MPa, 3MPa,
4MPa, and 5MPa as inlet pressures. The curve of flow rate
changing with time under different water pressure conditions
is shown in Figure 13.

As is shown in Figure 13, water flow rate is significantly
affected under different water pressure conditions. As the
pressure increases, the changes in the flow rates accelerate.
For example, for p = 2MPa, the flow rate was only approxi-
mately 40m3/h when t = 4 h, and it is increased to 280m3/h
when p = 4MPa. Moreover, the critical time had a noticeable
change. It can be seen that the larger the water pressure, the
earlier the critical time occurs. As the pressure decreases,
the interval between critical times increases. For example,
the interval of critical times between p = 3MPa and p = 2
MPa was 1.4 hours, and the interval of critical times between
p = 2MPa and p = 1MPa increased to 2 hours. In other
words, as the pressure decreases, the critical time occurs
more slowly, and the risk of water inrush can be better con-
trolled. However, the risk will be difficult to control and
prone to water inrush hazards when the water pressure is
larger.

4.3.2. Effect of Initial Effective Porosity. Since the formation
process of each fault structure is different, the initial effective
porosity of fault fillings is also different. By testing the seep-
age properties of fault fillings, it is possible to predict and pre-
vent water inrush in advance.

Figure 14 plots the effect of different initial effective
porosities on water flow rate. The results show that the effect
of initial effective porosity on flow rate is obvious, and it is
mainly concentrated in the second phase and third phase.
The difference in flow rate is small in the initial phase under
different initial effective porosity conditions. In the second
phase, the difference in the effects of different porosity has
become more significant. The main reason for this is that as

the porosity increases, the coupling effect increases and the
seepage characteristics evolve more strongly. By the final
phase, the difference was significant and stable. However,
the effect on the water inrush rate due to the difference in ini-
tial effective porosity is not easily noticeable in the initial
phase. And it is easy to develop into an uncontrollable water
inrush hazard in the fault with high initial effective porosity.

4.3.3. Effect of Initial Permeability. The initial permeability is
also an important factor affecting the water flow rate. The ini-
tial permeability of the fault fillings can also be obtained by
experiments to predict and prevent the water inrush hazards.
Numerical simulations were carried out for different initial
permeabilities under the same conditions, and the effect of
different initial permeability on flow rate is shown in
Figure 15.

As shown in Figure 15, for varying initial permeabilities,
the evolution of both the water flow rate change and the
water inrush critical time shows an obvious gap. As the initial
permeability increases, the flow rate evolves more rapidly
and intensely, and the critical time of water inrush occurs
earlier. The difference in the effect of different initial per-
meability is significant throughout the process. For larger
initial permeability, the evolution of water inrush is accel-
erated more intensely. Moreover, the larger initial perme-
ability has a higher flow rate upper limit during the
steady flow phase.

Initial water pressure, initial effective porosity, and initial
permeability are all initial conditions for water inrush. When
the values of these initial conditions are larger, the coupling
effect tends to be significantly enhanced at the initial phase.
At the same time, the evolution of seepage characteristics
occurs earlier and more quickly. The result is that the water
inrush time is greatly advanced and the upper limit of the
flow rate is dramatically increased. However, aquifer water
pressure, initial effective porosity, and initial permeability
of fault fillings can all be measured in advance. If these con-
ditions are combined with the above analysis and timely
measures, it can effectively predict the critical time of water
inrush and reduce the risk of water inrush hazards.

5. Conclusions

(i) In this paper, the coupling effect of seepage and par-
ticle migration in the process of water inrush is com-
prehensively considered, and a multifield coupling
model for the evolution of characteristics of fault
water inrush is established. The COMSOL software
was used to numerically simulate the coupling
model, and the simulation results of water inflow
change were basically consistent with the field data,
indicating the correctness of the evolution model of
fault water inrush established in this paper

(ii) According to the evolution process of seepage char-
acteristics such as effective porosity, permeability,
seepage velocity, and particle concentration, the evo-
lution of water inrush process can be divided into
three phases, including (i) low velocity seepage, (ii)
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drastic changes with substantial particle migration,
and (iii) steady-state water flow. The seepage cou-
pling will gradually increase with the evolution of
seepage characteristics from the beginning. As the
flow rate increases, the erosion of the water flow
accelerates particle migration. This makes it easier
for areas of large porosity and permeability to
expand and connect to form cracks. Then, the
overall permeability of the fault is enhanced,
which in turn accelerates the evolution of the
seepage velocity. This mutually reinforcing process
continues to circulate, resulting in a rapid increase
in the flow rate of water inrush. By the time the
effective porosity has evolved to a maximum, the
formation of the seepage channel and the evolu-
tion of the seepage characteristics have been stably
completed

(iii) Water flow rate increases with increasing initial
water pressure, initial effective porosity, and initial
permeability. When the values of these initial con-
ditions are larger, the coupling effect tends to be
significantly enhanced at the initial stage. At the
same time, the evolution of seepage characteristics
occurs earlier and more quickly. The result is that
the water inrush time is greatly advanced and the
upper limit of the water flow rate is dramatically
increased

(iv) The evolution model of seepage characteristics
established in this paper can effectively predict fault
water inrush. The critical time of water inrush by
conditions such as aquifer water pressure, initial
effective porosity, and initial permeability of fault
fillings is predicted, so that proper measures can be
put in place timely. It is expected to achieve the goal
of reducing the risk of water inrush hazards and
ensuring safe production
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