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Editorial
Communications and Networking for Mobile Sink in Wireless
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Wireless sensor networks (WSNs) have opened many new
possibilities for emerging applications in event tracking and
surveillance. However, when compared to the great research
interest in this topic, only a limited number of frameworks
have been deployed in the real world due to multihop and
long hop delivery over many constraints on both nodes and
networks. Currently, mobile sink nodes can be a feasible
solution for data collection in an energy-efficient way to
reduce the total energy consumption with a small number
of hops. Unlike static sink approaches, the mobile sink
approach requires a new paradigm to collect data such that
the sensed data is correctly delivered to mobile nodes. In this
situation, a packet may be delivered to a previous location, or
a node needs to keep a packet until a mobile sink moves to a
nearby place. In addition to these cases, the movement of
mobile sink nodes may lead to many research challenges
caused by their frequent path changes.

Despite these challenges, recently, there has been a large
amount of research introducing mobile robots or unmanned
aerial vehicles as mobile sinks. With the help of these sys-
tems, many research challenges can be simplified—however,
the energy efficiency problem with respect to their communi-
cations remains unsolved. Hence, there is a tremendous need
for researchers and engineers to have a comprehensive
knowledge of the latest advances in mobile sink technology.
Based on this demand, this special issue contributes to the
advances in open technical problems and challenges in com-
munication and networking for mobile sink in WSN, pre-
senting original research articles that tackle the problem of

efficient integration of novel solutions with existing mobile
sink technologies.

While considering our objectives, the editors believe that
this special issue provides a collection of articles on network-
ing techniques in mobile sinks. We have selected seven valu-
able papers by evaluating several aspects such as relevance to
the special issue and novelty of solutions. The topic of these
papers is roughly categorized into the following areas: clus-
tering, routing, OFDM, data distribution, and development
of testbed.

In the paper entitled “Optimal Clustering in Wireless
Sensor Networks for the Internet of Things Based on
Memetic Algorithm: memeWSN,” M. Ahmad et al. pro-
posed a memetic algorithm (MemA) to decrease the prob-
ability of early convergence by utilizing local exploration
techniques. In the proposed scheme, a cluster header in
the cluster header set is dynamically selected as early as
possible to reduce the convergence time. The proposed
technique outperforms the existing scheme in the aspects
of control message overhead, cluster count, reconstruction
rate, and cluster lifetime. J. Park et al. presented a clustering
as well as trajectory optimization scheme to improve energy
efficiency in the second paper. The authors propose an iter-
ative algorithm to minimize the amount of energy con-
sumed by components of wireless sensor networks. The
proposed scheme takes into account the density of sensors
and residual battery of sensors when deciding a suitable
number of clusters and cluster headers in the first phase.
In the phase, the trajectory is optimized by formulating
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the suitable trajectories of multiple mobile sinks to mini-
mize the amount of energy consumed by mobile sinks.

In addition to the clustering scheme, C. Kim et al.
addressed a multipath routing protocol for mobile sinks.
The proposed protocol dynamically constructs multipaths
along the moving path of a sink with the help of agents. In
addition, path shortening and path extending schemes are
applied to reduce the impact of the multipath reconstruction
interval and neighbor list update interval. Furthermore, S. Li
and S. Kang presented new signal constellation pairs for
mapping active subcarriers of the zero-padded trimode
orthogonal frequency division multiplexing with index mod-
ulation (ZTM-OFDM-IM) systems and evaluated the perfor-
mance in bit error rate.

The paper is about sensor clouds system, entitled
“OEDDBOS: An Efficient Data Distributing Strategy with
Energy Saving in Sensor-Cloud Systems.” The authors
addressed energy consumption for data dissemination issues
and presented data distribution with delay demand. To
achieve the research objectives, continuous monitoring for
the variation of the channel quality as well as the decision
for stopping time is introduced to maximize the expected
reward of energy efficiency. The final paper is for a testbed
system in Internet of Things (IoT). In this work, the authors
present an IoT testbed system which can be used to run the
experimentation of diverse IoT technologies. The system
consists of a set of robust hardware components and software
modules. The evaluation results for Bluetooth Low Energy
(BLE), Zigbee, and 6LoWPAN technologies have been given.
The last paper is for another deployment issued, entitled
“Research on the Difficulty of Mobile Node Deployment’s
Self-play in Wireless Ad Hoc Networks Based on Deep
Reinforcement Learning.” H. Wang et al. addressed the fast
convergence of deep reinforcement learning for node deploy-
ment in wireless networks. Dynamic updating learning rate
and the method of selecting the latest model to generate sam-
ple data are proposed for AlphaZero algorithm.
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Research Article
Research on the Difficulty of Mobile Node Deployment’s Self-
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Deep reinforcement learning is one kind of machine learning algorithms which uses the maximum cumulative reward to learn the
optimal strategy. The difficulty is how to ensure the fast convergence of the model and generate a large number of sample data to
promote the model optimization. Using the deep reinforcement learning framework of the AlphaZero algorithm, the deployment
problem of wireless nodes in wireless ad hoc networks is equivalent to the game of Go. A deployment model of mobile nodes in
wireless ad hoc networks based on the AlphaZero algorithm is designed. Because the application scenario of wireless ad hoc
network does not have the characteristics of chessboard symmetry and invariability, it cannot expand the data sample set by
rotating and changing the chessboard orientation. The strategy of dynamic updating learning rate and the method of selecting
the latest model to generate sample data are used to solve the problem of fast model convergence.

1. Introduction

With the rapid development of artificial intelligence tech-
nology, intelligence has become an important direction of
the development of various application fields, and machine
learning has made significant progress in many fields,
especially the success of AlphaGo and AlphaZero technology
in Go human-computer game, making machine learning
method to solve traditional problems become a new way [1].

Wireless ad hoc network is to build the communica-
tion network coverage within the application scenario area
according to the communication support requirements of
users and application scenarios and provide users with ran-
dom access communication channels. The main work is to
reasonably select the deployment location of mobile nodes
and the connection relationship between mobile nodes [2].
Therefore, the deployment process of wireless ad hoc mobile
nodes can be analogized to the game playing process of both
sides of Go game, mobile game. The nodes and users can be

regarded as the black and white pieces of Go, and the grid
terrain area in the application scene can be regarded as the
board of Go. On this basis, we explore the application of
machine learning in wireless ad hoc network and build a
deep reinforcement learning model of wireless ad hoc net-
work based on the AlphaZero algorithm, so as to realize
the intelligent deployment of mobile node location. The
key and difficulty of the method are to generate a large num-
ber of high-quality sample data through the continuous self-
play of the model. In the formal scenario application, the
best deployment probability of mobile nodes can be pre-
dicted by sampling the sample data for supervised learning.
The important foundation of machine learning comes from
the sample data. Compared with the sample collection of
chess game data, the data accumulation of wireless ad hoc
network and other application fields is less, and the amount
of data available is limited. After the model algorithm is
built, the focus is how to generate a large number of high-
quality and type rich data samples through the model of
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self-play to guide the model optimization and realize the best
prediction of the deployment location and networking of
mobile nodes in practical application.

2. Analysis of Traditional Algorithm Model

At present, for small and typical wireless ad hoc networks, it
can be realized by mature network topology automatic plan-
ning technology; for large and heterogeneous mesh networks
and wireless ad hoc networks under special application sce-
narios, it mainly uses network planning tool software to carry
out static planning in advance and dynamically fine tune and
optimize the adaptation in practical application.

2.1. Review of Traditional Algorithms. At present, the algo-
rithm model of multiobjective heterogeneous wireless net-
work mainly abstracts the connection relationship between
mobile nodes and nodes into points and lines. Based on
graph theory, it simulates, analyzes, and optimizes by setting
approximate assumptions and constraints and designing var-
ious channel models, traffic models, wireless models, and link
models. It mainly includes 4 categories: (a) Optimize design
algorithms around network hierarchical structure, topologi-
cal structure, etc., and design and improve algorithms for dif-
ferent types of network structures such as mesh, tree, and
star. For example, for the problem of dense and dense net-
work structures, a K-means-based algorithm is the proposed
random graph topology generation algorithm and hierarchi-
cal structure topology generation algorithm; for the construc-
tion of wireless sensor network plane topology structure, a
network topology optimization algorithm based on a Voro-
noi diagram is proposed; for multihop packet wireless net-
work structure, the shortest route tree table based on node
switching is adopted. The method updates and optimizes
the network topology. Aiming at the problem of network
structure loss, taking the node degree and connectivity as
constraints proposes a hierarchical network topology plan-
ning algorithm. In addition, it also focuses on network node
mobility and network connectivity, links one or more indica-
tors such as reliability and network capacity, sets approximate
assumptions and constraints, and analyzes and studies the
network topology by constructing various channel models,
traffic models, mobility models, and link models. Typical
algorithms include the Minimum Spanning Tree Algorithm
(MST), Shortest Path Algorithm (SPT), Delaunay Triangula-
tion Algorithm (DT), and Voronoi Diagram Algorithm [3,
4]. (b) Construct a multiobjective optimization function that
focuses on multiobjective optimization combination algo-
rithms that focus on user communication requirements, net-
work coverage, deployment costs, network service quality,
and other specific communication requirements. For exam-
ple, around network connectivity, network fault tolerance,
network throughput, and other index requirements, respec-
tively, construct a wireless mesh network topology control
model based on the conflict domain; around the wireless
mesh backbone network topology throughput, propose a
minimum spanning tree and conflict load joint topology con-
trol algorithm; propose a network topology planning method
based on probability statistics based on indicators such as

network coverage and network connectivity; based on
network index systems and weights, propose a network
topology planning method based on performance and effec-
tiveness evaluation [5]. (c) Optimize artificial intelligence
methods and strategies, focusing on solving multiobjective
heterogeneous wireless network planning problems to build
algorithm models, mainly including optimized search space
algorithms, random search algorithms, intelligent algorithms,
and improvements and combination algorithms based on
the above algorithmmodels. For example, based on the heuris-
tic search algorithm model, the network nodes and links are
designed with the goals of optimizing the path loss in the wire-
less link and optimizing node deployment; abstract the node
deployment problem in the network topology as the K center
point problem in geometric mathematics. Optimize the links
between nodes by constructing an improved particle swarm
algorithm model; optimize network connectivity and network
coverage by constructing simulated annealing algorithm
models and genetic algorithm models; optimize wireless mesh
network nodes by constructing an ant colony algorithm
model. Optimize deployment; use the tabu search algorithm
model to design a global optimization combination strategy
and taboo table for the deployment of wireless mesh network
nodes to achieve the global optimization of the network topol-
ogy. Through a greedy algorithm, simulated annealing algo-
rithm, tabu table algorithm, heuristic search algorithm, ant
colony algorithm, particle swarm optimization algorithm,
genetic algorithm, etc., there is intelligent algorithm optimiza-
tion, improvement, and reorganization [6]. (d) Draw lessons
from the concepts of complex networks, super networks,
and fields in physics, and explore and study cross-domain
cross-combination algorithms around the importance of net-
work nodes and edges, information, and interaction between
nodes. For example, the concepts of field and hypergraph in
physics are introduced into complex networks and hypernet-
works, and the network topology is optimized through the
process of information interaction between nodes. In addi-
tion, in the application of artificial intelligence methods, it
is proposed to use deep learning to intelligently plan wireless
ad hoc network topology [7, 8].

2.2. Shortage of Traditional Algorithm. The static preplan-
ning method is often used to optimize the topology design
algorithm. The model is set for the fixed scene; the index
system is greatly constrained by the conditions and cannot
be adjusted flexibly and dynamically according to the scene
changes effectively. (a) The accuracy of the network cannot
be quantitatively evaluated, especially for large-scale network
applications. The dynamic adjustment adaptability of the
model is not enough, and the planning time is too long. Based
on the multiobjective combination modeling method,
restricted by the constraints, it can only be implemented
according to different communication means or groups.
The number of indicators that can be concerned is limited,
and it cannot give full consideration to all indicator systems.
(b) The accuracy of networking cannot be quantitatively
evaluated. In the index optimization decision-making, it is
easy to lose one or the other, and the universality is not high.
Based on genetic algorithm, artificial bee colony algorithm,
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particle swarm algorithm, and other artificial intelligence net-
work topology optimization algorithms are mostly aimed at
the convergence speed, accuracy, and robustness of the model,
which are commonly used in simulation analysis and verifica-
tion, and the real transformation application is still relatively
small. (c) The research of network topology based on complex
network theory cannot fully solve the problem of multinet-
work interaction in wireless ad hoc networks and cannot fully
represent the characteristics of network structure and effec-
tively reflect the function of node type.

3. Model of Algorithm

Based on the analogy between wireless ad hoc network and
board games such as Go [9, 10], and referring to the Alpha-
Zero algorithm framework, a deep reinforcement learning
algorithm for wireless ad hoc network in typical application
scenarios with full visibility is constructed [11].

3.1. Algorithm Principle. According to the principle of the
AlphaZero algorithm [12], a deep neural network model
ðp, vÞ = f θðsÞ with parameters θ and the evaluation index sys-
tem of network system effect are constructed z ∈ f−1, 1g.
Taking the user location and the location state distribution
of mobile nodes as the input s, the deployment location prob-
ability p of mobile nodes and the evaluation v of network sys-
tem effect of wireless ad hoc network are output. As shown in
formula (1), MCTS search is used for heuristic search and
optimization through the interaction of neural network and
MCTS: on the one hand, MCTS is guided to perform heuris-
tic search according to the maximum deployment location
probability predicted by a neural network; on the other hand,
the maximum location probability predicted by MCTS
search reacts on the weight update of neural network and
forecasts the current again [13]. The next best deployment
location of mobile nodes in grid map is to maximize the sim-
ilarity between the prediction probability of optional location
neural network and the search probability of MCTS and to
minimize the difference between the network deployment
effect vt and the deployment success zt [14].

l = z − vð Þ2 − π2 log p + c θk k2: ð1Þ

Specifically, according to formula (2), the gradient
descent method is used to update the parameters θ of the
neural network in every t iterations. According to formula
(3), the weights of the neural network are updated and the
sample data set is optimized ðs, p, vÞ. In the formal deploy-
ment, the weights of the neural network are optimized by
the sample set to guide the prediction of the maximum
location probability of mobile nodes, and the wireless ad
hoc network with high quality and satisfying requirements
is gradually generated. Figure 1 is shown the mathematical
model of deploying mobile nodes.

Δρ∝
∂vθ sð Þ
∂θ

z − vθ sð Þð Þ, ð2Þ

Δθ∝
∂ log pρ at ∣ stð Þ

∂θ
zt: ð3Þ

3.2. Structure of the Algorithm’s Model. The deep reinforce-
ment learning model focuses on designing from key submo-
dels such as input object feature extraction, heuristic search
“exploration-balance” mechanism, and reinforcement learn-
ing iterative feedback mechanism. On this basis, clarify the
model training process to ensure the effective integration
of various functional modules and the smooth flow of the
algorithm process.

3.2.1. Input. Compared with the neural network structure in
the AlphaZero algorithm, the neural network structure of the
wireless ad hoc network model under the condition of full
visibility takes the binary feature plane as the input, where
the optional position is represented by 0, and the nonop-
tional position or occupied position is represented by 1.
The number of planes is reduced to 3: the first plane repre-
sents the current position of the user, the second plane is
the current deployed position of the mobile node, and the
third plane is the constraint condition.

3.2.2. Neural Network Structure. Due to the board space of
Go 19 × 19, the number of layers of AlphaZero’s neural net-
work reaches 40~80. Considering the computing power of a
personal computer, the structure of neural network in this
study is simplified compared with that in the Go algorithm.
As shown in Figure 2, the neural network is designed as
5~6 layers, and the structure is basically the same as that of
the AlphaZero algorithm.

3.2.3. Output. There are two output terminals: the value out-
put terminal generates the maximum probability of mobile
node deployment location through Softmax function, and
the policy output terminal generates the evaluation value p
of wireless ad hoc network effect through Tanh function v.

3.2.4. Model Convergence Mechanism. The function loss
entropy maximizes the similarity between the deployment
location probability p of the communication guarantee unit
and the output probability π in the MCTS and minimizes
the difference between the expected value v of the neural net-
work in the successful network topology planning and the
MCTS evaluation value. The specific method is as follows:
(a) In the process of continuous trial and error and interaction
in reinforcement learning, the optimal choice of the deploy-
ment position of the communication guarantee unit is opti-
mized to obtain the largest cumulative reward. (b) Generate
the maximum probability π of the deployment location of
the communication guarantee unit and the evaluation value
z of the network topology planning through theMCTS heuris-
tic search algorithm, and act on the neural network to update
the parameters. (c) Use the predicted maximum probability p
generated by the neural network to guide the MCTS to select
the location of the communication guarantee unit with the
highest probability for deployment and to collect sample data
for the network topology planning scheme that meets the
conditions. (d) Construct a sample database based on MCTS
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sample data, and update the neural network parameters θ
through iterative training of sample data.

3.3. Network Effect Evaluation System. The evaluation of Go
and other chess is a zero-sum game of win or lose. The eval-
uation standard of wireless ad hoc network construction not
only includes whether the network construction is successful
or not but also involves the construction effect. It is necessary
to turn the non-zero-sum game evaluation system constraint
into a zero-sum game. As a preliminary exploration of intel-
ligent wireless ad hoc network, this study only takes whether
the network system can meet the minimum communication
of users in the application scenario as the evaluation stan-
dard, that is, the communication distance of mobile node
workshop must meet Dmin ≤ dij ≤Dmax, among which are
the minimum communication distance Dmin and the maxi-
mum communication Dmax distance that can ensure the
communication quality and efficiency of wireless node work-
shop. For redundant channels, deployment costs, and so on,
conditions can be set [15].

4. Analysis of Difficulties in Self-Play Training

The key point of self-play is to update the weights of neural
network and generate the optimal data through continuous

iteration. The key and difficult problems in the process of
model training and optimization mainly include three
aspects: first, how to optimize the model weight to ensure
that the model can converge quickly and achieve effective
solution; second, how to ensure that the model can be
updated and optimized continuously and prevent overfitting
in the process of model optimization; third, how to ensure
that a large number of data samples with good quality and
various types can be collected [16].

Considering the computing power of a personal com-
puter, the analytic test method of difficult problems in this
study is based on the size of 16 × 16 grid space, and the num-
ber of model self-play is set to 1500.

4.1. Parameter Optimization Strategy of Neural Network
Based on Dynamic Learning Rate Updating

4.1.1. Setting Learning Rate. In the AlphaZero algorithm, the
weight of neural network is updated by the method of ran-
dom gradient descent in the process of self-play, so that the
weight of the model is updated continuously and robust.
The learning rate in the random gradient descent directly
determines the performance of the model algorithm: the set-
ting of the learning rate is too small, which is easy to cause the
model to fall into the local minimum value and affect the
convergence speed of the model, resulting in the overfitting
phenomenon of the model; the setting of the learning rate
is too large, which is easy to cause the model to oscillate near
the extreme value, which makes the model unable to con-
verge. Therefore, choosing the appropriate learning rate is
the key to ensure the weight optimization and convergence
of wireless ad hoc networks.

4.1.2. Method of Update Learning Rate. Learning rate updat-
ing methods mainly include the step-by-step reduction
method, exponential decay method, and reciprocal decay
method. The three methods have specific application scenar-
ios in the field of machine learning [17]. The setting of learn-
ing rate of the AlphaZero algorithm adopts the step-by-step
reduction method and sets the learning rate step by step
according to the increase of training times [1]. Because the
number of layers and structure of the neural network in this
study is less than that of Go, the method of setting learning
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Figure 1: The mathematical model of deploying mobile nodes.
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rate by the AlphaZero algorithm cannot be fully applied in
the algorithm model of wireless ad hoc network. Through
observation in the first 24 hours of the pretest phase, it is
found that the model training has no effective results, and
the model convergence is slow. On the basis of adopting the
gradual reduction method and setting the initial learning rate
to 0.005, increase the weighted value, and set the conditions
for changing the weighted value to dynamically adjust the
learning rate, as shown in Figure 3.

4.1.3. Method of Model Update. As the Go is a game between
black and white chess players, the method to test the weight
update of the model neural network is to generate a player
according to the current latest model and the historical
model, respectively, and judge the outcome of the game
between the two parties. If the current latest model wins,
the judgment model is updated; otherwise, the judgment
model is not updated [17]. However, in wireless ad hoc net-
works, due to the lack of symmetry between mobile nodes
and users, the above-mentioned Go evaluation method can-
not be used to determine whether the model is updated. In
this study, we consider designing an independent MCTS
model as a third party. The players generated by the indepen-
dent MCTS model do not make any changes except to
increase the search depth when they fail in the game. After
every 50 sampling training, the players of the model and
independent MCTS model will deploy 10 mobile nodes,
respectively. By comparing the success/failure ratio of the
deployment, we can evaluate whether the model becomes
better. If the success/failure ratio of the current sampling
model is greater than that of the MCTS model, then the cur-
rent model is considered to be better. At the same time, the
number of searching steps of the MCTS model is increased
by 1000. In the next 50 sampling training, the above steps will

be continued for evaluation. As shown in Figure 4, 30 com-
parison results of 1500 local samples in this study can be
judged that the model has been optimized 10 times.

4.2. Sample Data Generation Strategy Based on the
Optimal Model

4.2.1. Sample Data Generation Analysis of the AlphaZero
Algorithm. The model self-play process of wireless ad hoc
network mobile nodes is to generate sample data through
the model and optimize the model according to the data.
The process of model optimization and sample data quality
optimization is complementary and closely related. There-
fore, on the basis of ensuring the convergence of the model
algorithm, ensuring the model optimization can ensure the
gradual improvement of the quality of data samples, focusing
on the generation of data sample selection.

In the Go game, the AlphaGo algorithm and AlphaZero
algorithm adopt two methods to generate sample data: the
historical optimal model and the latest model. The method
of generating sample data from the historical optimal model
needs to add the test procedure of model updating and opti-
mization in the process of model training [18]. For the rein-
forcement learning process of model optimization with the
continuous iterative method, adding the test procedure at
the same time will occupy part of computer resources and
affect computer computing power and computing efficiency.
Using the latest model to generate sample data cannot effec-
tively ensure that the data sample data are generated by the
optimal model [19].

4.2.2. Selection of Sample Data Generation. In this study, the
sample data is generated from the latest model, and the
model optimization inspection cycle is set at the same time.
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After every 50 samplings, the model optimization is judged.
The main considerations are as follows: first, according to
the principle analysis of model update in the AlphaZero algo-
rithm, the latest model is generally not worse than the histor-
ical optimal model, and the quality of sample data generation
is guaranteed. Second, because of the high frequency of
update and change of the latest model, the generated sample

data is relatively independent, which can improve the cover-
age of sample data and improve the diversity of sample data
and the speed of model convergence. The third is to check the
optimization of the model on a regular basis. Instead of com-
paring the current latest model with the current optimal
model every time, it can save training resources and time
cost. Figure 5 shows the optimization of the model.
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4.3. Strategies to Improve the Quality of Sample Data Based
on Heuristic Search

4.3.1. Sample Data Expansion Method. At present, the com-
monly used methods of expanding data set in machine learn-
ing mainly include the following: first, collecting more data
from the data source; second, resampling the data to obtain
more data; third, adopting technical processing to the origi-
nal data, such as adding random noise to expand the data;
fourth, generating new data artificially according to the dis-
tribution of data set, such as the AlphaZero series algorithm.
According to the symmetry and invariability of Go board, the
data sample set is expanded by rotating and changing the
board orientation [1, 20].

4.3.2. Sample Data Expansion Analysis. Compared with the
AlphaZero algorithm, there are two problems in sample data
generation of mobile nodes in wireless ad hoc network: first,
the terrain characteristics of the application scene of wireless
ad hoc network do not have the image and turning character-
istics of Go board, so the number of samples cannot be
expanded through board turning. Second, compared with
the attributes of Go black and white chess pieces, the attri-
butes of mobile nodes and users in wireless ad hoc networks
are different. Therefore, it is not like the game of Go, no mat-
ter whether it is black or white; as long as the current situa-
tion of chess players winning, the sample data can be
collected. The deployment of mobile nodes in wireless ad
hoc networks can only collect the sample data of successful
deployment of current mobile nodes.

Themethod of mobile node deployment in wireless ad hoc
network is to optimize the MTCS search method by adjusting
to maximize the balance of search width and depth. The data
sample collection strategy mainly includes three aspects:

(a) Set the appropriate search depth. The search depth in
the example is designed as 400 steps to ensure the

diversity of deployment location selection of mobile
nodes in the current state

(b) Remove some positions that cannot be deployed at
all, such as water surface, large obstacles, low-lying,
and other positions, and reduce MTCS search space
by eliminating these positions that cannot be
deployed [21]

(c) Adding noise. By adding noise (Dirichlet noise) [22],
expand the search depth, narrow the search scope of
MCTS, solve the problem of depth and breadth bal-
ance in the search process, and improve the balance
of data sample distribution

The mathematical expression of the algorithm is shown
in formula (4). Among them is the deployment location
selection of the communication security unit at stept, and s
is the current input state, is the expected value of successful
network topology planning, is the deployment location selec-
tion probability of the communication security unit, and
selects the current deployment of the communication secu-
rity unit during multiple simulations, the number of times
the location is counted.

a = arg max Q s, að Þ +U s, að Þð Þ,

U s, að Þ∝ p s, að Þ
I +N s, að Þð Þ ,

W s, að Þ =W s, að Þ + v,
N s, að Þ =N s, að Þ + I:

8
>>>>>>><

>>>>>>>:

ð4Þ

Figure 6 shows the implementation process of the
“exploration-utilization” heuristic search principle in the
MCTS in the deep reinforcement learning model of network
topology planning. The combination of MCTS and neural
network is adopted to consider both the current best
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Figure 6: Schematic diagram of the realization process of “exploration-utilization” heuristic search.
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deployment location selection for network topology planning
and consideration, the overall planning result of the network
topology. On the one hand, MCTS is used to simulate and
evaluate the deployment position of the communication
guarantee unit in the next state through multiple iterations.
In the case of successful network topology planning and pre-
diction, the location with the most selected times in the sim-
ulation evaluation is selected for deployment. On the other
hand, MCTS selects the possible deployment locations of
other communication security units in a random probability
manner, so as to explore and expand the possible deployment
locations of communication security units.

5. The Result of Self-Play Training

According to the analysis of the above-mentioned model
training optimization method, the model training optimiza-
tion process is designed to aim at the network adjustment
and reconstruction needs after the network is destroyed and
interfered by the enemy under the condition of complete vis-
ibility. According to the model offline self-training strategy,
whether the model is optimized, converged, and resulted in
model generation, carry out analysis to test whether the over-
all architecture of deep reinforcement learning model con-
struction and training process design is applicable.

5.1. Model Initialization. Deep reinforcement learning model
training and optimization is a complex and time-consuming
process. It is unrealistic for machine learning to directly con-
struct a model training optimization process in a complex
environment, or even completely impossible to achieve.
Due to limited hardware conditions, the model training opti-
mization constructed in this paper adopts typical application
scenarios and appropriately simplifies the depth of the model
to verify the model construction method, training process
design, and model optimization effect.

(a) Apply background settings. Different from the tradi-
tional simulation method, the goal of deep reinforce-
ment learning training is to achieve neural network
parameter tuning. The key is to ensure that the model
can quickly converge through training and to collect
high-quality sample data to improve the fit of the
model function. The test standard is the quality feed-
back of the network topology structure generated by

the model, and the application scenarios should be
selected with the goal of being able to test the func-
tional effects of the model

Since deep reinforcement learning model training and
optimization is a step-by-step iterative optimization process,
considering the model training optimization effect and the
actual network topology planning, deep reinforcement learn-
ing model training optimization is based on the network
topology planning under full visibility conditions as the back-
ground, and the network is defeated by the enemy. The abil-
ity of network topology reconstruction and adjustment in the
case of damage and interference is tested for application sce-
narios. Full visibility conditions refer to the assumptions for
the use of tactical Internet organizations in this article. Spe-
cifically, the terrain environment requires that the terrain
undulates slowly and the terrain fluctuations are within
20M. Microwaves and ultrashort waves can be regarded as
unobstructed, complete visibility propagation and electro-
magnetic. The environment requires transmission loss and
external interference to be within the ideal range, and the
communication distance under different communication
methods is within the maximum communication distance
of the equipment.

(b) Neural network structure setting. According to the
overall consideration of model construction in
Section 2, the optimization of deep reinforcement
learning model training focuses on the effective
implementation of the network topology planning
model function structure and training process and
focuses on the detailed design of input objects, neural
network structure, and output functions

According to the neural network structure framework,
taking into account the model training speed and optimiza-
tion effect, the site selection space of the communication
guarantee unit is not easy to be too large. Table 1 shows the
four grid spaces of 6 × 6, 8 × 8, 10 × 10, and 16 × 16. In the
design of the neural network structure in the deep reinforce-
ment learning model, in order to improve the efficiency of the
algorithm, the input object image is converted into a binary
feature plane instead.

(c) Evaluation method setting. According to the network
topology evaluation ideas in this paper, the evaluation

Table 1: The structure of deep reinforcement learning neural network under different grid sizes.

Structure 6 × 6 grid 8 × 8 grid 10 × 10 grid 16 × 16 grid
Input layer (6,6,3) (8,8,3) (10,10,3) (16,16,3)

Convolutional layer 1 (6,6,32) (8,8,32) (10,10,32) (16,16,32)

Convolutional layer 2 (6,6,64) (8,8,64) (10,10,64) (16,16,64)

Convolutional layer 3 (6,6,128) (8,8,128) (10,10,128) (16,16,128)

Convolutional layer 4 (6,6,4) (8,8,4) (10,10,4) (16,16,4)

Convolutional layer 5 (6,6,2) (8,8,2) (10,10,2) (16,16,2)

Output layer (36,2) (64,2) (100,2) (256,2)
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method in the model training optimization is con-
structed according to three aspects: the connection
relationship between network nodes, redundant
links, and the connectivity of the whole network

Construction of the connection relationship between
node pairs: in each step of the position layout of the commu-
nication guarantee unit, the shortest path is calculated
according to the Dijkstra algorithm to determine whether
the communication distance constraint is satisfied to deter-
mine the connectivity between the node pairs.

Whole network connectivity evaluation: according to the
communication distance constraint between the communi-
cation guarantee units, under the action of the heuristic
search algorithm, the connection relationship that does not
meet the distance constraint is first removed and then judged
according to whether the whole network constitutes a con-
nected graph method.

Redundant link construction: on the basis of judging the
connectivity of the entire network, the Prim algorithm is
used to generate the minimum spanning tree of the net-
work, and the number of edges between the minimum
spanning tree and the connected graph of the entire net-
work is judged.

5.2. Condition Setting

(a) Software and hardware support: CPU 2.3GH,
Ubuntu16.04 operating system, Python 2.7 version,
development and design program based on the deep
reinforcement learning technology framework in
AlphaZero

(b) Grid size setting: the network deep reinforcement
learning model is trained under four grid spaces of
6 × 6, 8 × 8, 10 × 10, and 16 × 16. The number of
training samples is 1000, and the number of simula-
tions per step of MCTS is set to 400 times

(c) Communication distance constraint setting: in the
case of 6 × 6 grids, the effective communication dis-
tance between type 1 users and type 2 users is 1 grid
(the distance between type 1 users in this area is
already within 1 to 4 grids. In the grid, communica-
tion can be achieved). In the case of 8 × 8, 10 × 10,
and 16 × 16 grids, the effective communication dis-
tance between type 1 users and type 2 users is 1 to 2
grids, and it is effective between type 1 users. The
communication distance is 1 to 4 grids

(d) Learning rate setting: through the adjustment results
of the learning rate update method such as the gradual
decrease method, exponential decay method, and
reciprocal decay method adopted in the machine
learning in the previous work, the gradual decrease
method is selected as the learning rate for model train-
ing optimization. The initial learning rate is set to
0.005, and the weighting value change condition is
set to realize the dynamic change of the learning rate

5.3. Model Training Optimization Analysis. Model training
optimization analysis is carried out in two dimensions, hori-
zontal and vertical, horizontal analysis of model parameters
and performance changes under the same grid size, and lon-
gitudinal analysis of model performance parameter changes
under different grid sizes.
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Figure 7: The deep reinforcement learning model training process in network topology planning.
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According to the analysis of the model training process, it
takes about 24 hours, 60 hours, 72 hours, and 310 hours to
complete the training in the four grid sizes of 6 × 6, 8 × 8,
10 × 10, and 16 × 16. It is not difficult to see that as the grid
size increases, the time cost of model training optimization
increases significantly.

5.3.1. Construction of Training Process. The network topol-
ogy planning model training optimization based on deep
reinforcement learning requires predesigning the connection
relationship between the output and the input of each sub-
module and the flow relationship between the submodules.
Figure 7 is a model training process design based on deep
reinforcement learning network topology planning.

(a) Neural network model process: perceive input objects
through a shared neural network and perform feature
extraction. According to the sample data collected by
the heuristic search algorithm, the value network and
policy network weights are tuned, and the estimated
value of the best deployment location of the commu-

nication guarantee unit and the network topology
structure in the current state is predicted

(b) Heuristic search process: starting from scratch, ran-
domly deploy communication guarantee units in
the grid of the optional rasterized topographic map
through heuristic search, and collect every step of
the plan when a network topology planning scheme
that meets the conditions appears, the deployment
location of the communication security unit. Sample
the collected plan sample data and input it into the
neural network, and update the neural network
weights and update the optimization model after
reinforcement learning iterative training

(c) Reinforcement learning iterative feedback mecha-
nism: use the function loss entropy method to update
the selection probability of the deployment location
of the communication guarantee unit, and maximize
the similarity between the network topology evalua-
tion of the heuristic search algorithm and the value
network output value. Within the constraints of the
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maximum number of training times, the heuristic
search algorithm process and the neural network
model process are continuously repeated to ensure
that the results of the strategy network and value net-
work are gradually close to the expected value

Through the nesting and looping of the above submo-
dules, the weights of the neural network are updated and iter-
ated step by step, so as to continuously improve the accuracy
and scientificity of the neural network function fit and pre-
diction results.

5.3.2. Model Training. The change of model loss function
reflects the construction effect of reinforcement learning iter-
ative feedback mechanism. The change of loss function and
cross-entropy reflects the interaction of neural network and
heuristic search algorithm. The change of model optimiza-
tion convergence can be seen through the change of loss
function and cross-entropy. Figure 8 shows the changes in
the model loss function and the cross-entropy in the strategy
network in the four grid sizes in the case of 1000 training
samples. The specific analysis is as follows.

Overall analysis: under the four grid sizes, although the
loss function and strategy network cross-entropy fluctuate
in sample training batches, the overall trend of change is
gradually decreasing. It shows that the model training pro-
cess is designed reasonably and the method is feasible.

Loss function analysis: in 6 × 6, 8 × 8, and 10 × 10 grid
sizes, after model sampling training is 500 times, 700 times,
and 800 times, the loss function basically remains at about
2.0, 2.4, and 2.5., which shows that the basic training of the
model is completed under the above three grid sizes. How-
ever, after the model has been sampled and trained 1000
times under the 16 × 16 grid size, the loss function still con-
tinues to change and has not stabilized. It can be judged that
the model can converge quickly and show a trend of gradual
improvement under small grid sizes; as the number of grids
increases, model convergence and parameter tuning take lon-
ger, and the training effect is not obvious.

Strategy function cross-entropy analysis: the strategy func-
tion cross-entropy directly reflects the difference between the
actual probability and the expected probability in the training
of the communication guarantee unit. Similar to the change
of the loss function, the cross-entropy of the function
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gradually decreases and tends to stabilize under the first three
grid sizes, indicating that as the sample sampling batch
increases, the neural network predicts the probability of the
deployment location of the communication guarantee unit
from random. Approximately equal-probability gradually
showed a trend of uneven distribution step by step, and the
result prediction gradually showed a trend, indicating that
the model gradually tends to converge, and the design of
the interaction mechanism between neural network and heu-
ristic search in network topology planning is feasible.

5.3.3. Design Aspects of Evaluation Indicators and Evaluation
Methods. In this study, we adopted the method of regularly
testing the effect of model network topology planning. The
effect of model network topology planning was analyzed
every 20 training sample batches. Analyze and evaluate the
effect of network topology planning to test the effectiveness
of the proposed evaluation method. Figure 9 shows that the
model is tested for 20 network topology planning results after
every 20 sampling training during the model training pro-
cess. The specific analysis is as follows.

Evaluation index analysis: the network topology planning
results under the four grid sizes meet the average network
connectivity times of 17/20, 12/20, 10/20, and 6/20. It shows
that the model can train the optimization model through the
whole network connectivity index and realizes the improve-
ment of the prediction accuracy probability of the communi-
cation guarantee unit site selection. It shows that the index
decomposition method is adopted and the method of using
the whole network connectivity index as the model evalua-
tion index is feasible.

Evaluation method analysis: the effect of the evaluation
method in machine learning cannot be directly observed,
but the horizontal comparison and analysis of the network
topology planning results under the four grid sizes show that
the evaluation method is basically feasible and available. At
the same time, as the number of grids increases, the number
of times that the network topology planning result meets full
connectivity gradually decreases, which indicates that the
efficiency of constructing the connectivity relationship
between node pairs in the evaluation method increases.
When the model has a large solution space, the realization
of the function requires further improvement methods.

6. Conclusion

Compared with traditional planning methods, the AI deep
learning method does not solidify knowledge in an algorithm
model but achieves the abstraction and understanding of
knowledge through self-learning, reduces the interference of
human factors, and improves scientificity. The application
of artificial intelligence technology is based on large-scale
sample data. In this study, by migrating the AlphaZero algo-
rithm framework, a new mobile node deployment algorithm
model under the condition of complete intervisibility is con-
structed as the specific practice exploration of artificial intel-
ligence in the typical application of mobile wireless ad hoc
network. The difficulty and key work are how to generate
rich and comprehensive sample data through self-play, so

the design of the self-play process is the core and founda-
tion. Referring to the main methods of the AlphaZero algo-
rithm and comparing the different points in the mapping
between Go and wireless ad hoc network, this study solves
the difficult problems that affect the training sample data
generation, such as model optimization, data collection,
and model convergence, realizes the migration application
of AlphaZero technology in wireless ad hoc network under
the condition of full visibility, and provides the next step
for the model exploration and application in complex ter-
rain. The basis of the research is given.
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In wireless sensor networks for the Internet of Things (WSN-IoT), the topology deviates very frequently because of the node
mobility. The topology maintenance overhead is high in flat-based WSN-IoTs. WSN clustering is suggested to not only reduce
the message overhead in WSN-IoT but also control the congestion and easy topology repairs. The partition of wireless mobile
nodes (WMNs) into clusters is a multiobjective optimization problem in large-size WSN. Different evolutionary algorithms
(EAs) are applied to divide the WSN-IoT into clusters but suffer from early convergence. In this paper, we propose WSN
clustering based on the memetic algorithm (MemA) to decrease the probability of early convergence by utilizing local
exploration techniques. Optimum clusters in WSN-IoT can be obtained using MemA to dynamically balance the load among
clusters. The objective of this research is to find a cluster head set (CH-set) as early as possible once needed. The WMNs with
high weight value are selected in lieu of new inhabitants in the subsequent generation. A crossover mechanism is applied to
produce new-fangled chromosomes as soon as the two maternities have been nominated. The local search procedure is initiated
to enhance the worth of individuals. The suggested method is matched with state-of-the-art methods like MobAC (Singh and
Lohani, 2019), EPSO-C (Pathak, 2020), and PBC-CP (Vimalarani, et al. 2016). The proposed technique outperforms the state of
the art clustering methods regarding control messages overhead, cluster count, reaffiliation rate, and cluster lifetime.

1. Introduction

Wireless sensor network-enabled Internet of Things (WSN-
IoT) is the set of WMNs capable to share data with their
neighbors. WSN-IoT can be used for managing different
applications such as rescue, flood monitoring, monitoring a
border between two states, managing a disaster, and commu-
nication in the battlefield among others. The clustering tech-
niques commence awesome once the size of WSN-IoT turns
into a massive network in comparison to flat WSN irrespec-
tive of routing structure implemented [1]. The scalability
problem in flat WSN is a serious concern when a big total
of mobile knots are moving in different directions. When

the number of WMNs in WSN-IoT using a flat routing
arrangement is x, then the complexity of proactive routing
structure will be O ðx2Þ [2]. While the number of WMNs in
WSN-IoT grows, the routing overhead also increases with
the ratio of the square the number of WMNs. The reactive
routing algorithms similarly result in route setup delay once
the number ofWMNs in aWSN-IoT increases. Furthermore,
the flooding route request packets fear may similarly rise
which further slowdowns the network. Hence, to accomplish
elementary performance assurance in sizedWSN-IoT, a hier-
archal structure is compulsory [3]. The common execution of
a hierarchal strategy is the clustering organization. Cluster
formation is a challenging task in designing the cluster-

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 8875950, 14 pages
https://doi.org/10.1155/2021/8875950

https://orcid.org/0000-0002-5219-1828
https://orcid.org/0000-0002-5090-4695
https://orcid.org/0000-0002-0816-1445
https://orcid.org/0000-0002-9581-401X
https://orcid.org/0000-0003-2406-6787
https://orcid.org/0000-0001-7498-1241
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/8875950


based routing schemes since the choice of optimal CH-set is
an NP-hard problem [4].

Planning a clustering structure to route QoS information
is the main requirement of the WSN-IoT study. Clustering is
the main prototype, and its significance can be listed in two
ways. Primarily, WSN-IoT management can be accom-
plished meritoriously thru clustering structure. An ordinary
WSN-IoT contains above a hundred or even a thousand
WMNs. In flat WSN-IoT configuration, unneeded packets
are transported from source to sink nodes [5]. The scalability
problem may possibly rise with flat-based WSN when we
want to increase the number of WMNs in WSN and may
saturate the network. The WMNs in WSN-IoT may move,
and controlling the scalability is extra stimulating in contrast
to static networks. Hence, cluster-based routing can be used
for the effective management of WSN-IoT. Moreover, clus-
tering will help answer queries such as topology control,
building a virtual network, and intrusion discovery [6].

One of the arrogant design concerns of a cluster-based
routing algorithm is finding an ideal CH-set that is supposed
to shelter the whole WSN-IoT network area. Each time a
WMN is associated with a cluster, however, it is not compul-
sory that all clusters have a CH. Since the presence of a CH in
a cluster has the advantage of managing the WSN-IoT easily,
the majority of the existing work assumes the presence of
CHs in each cluster. The construction of clusters may be per-
formed in a manner that should reduce the message overhead
that occurred during the cluster formation phase. If not, the
proposed cluster-based routing scheme will consume more
energy as compared to the flat routing protocol. Discovering
optimal CH-set may be carried out using optimization algo-
rithms, i.e., evolutionary genetic algorithms (GA), neural net-
works, and particle swarm optimization (PSO) [7]. The
particle swarm optimization (PSO) scheme is not suitable
because PSO falls easily to optima when the space is high
dimensional. PSO also has a low convergence rate in the iter-
ative process. The bee colony optimization lacks the use of
secondary information. It also needs novel fitness checks on
new algorithm parameters. A higher number of objective
function evaluation is essential in BCO. The algorithm may
perform slowly in serial processing. The genetic algorithm
is very slow and is not suitable for WSN where the resources
are limited.

In this article, the WSN-IoT is disseminated to multiple
subgroups known as clusters with an evolutionary MemA.
The research question of the clustering issue is assumed as
a graph plus the suitability model is verified as per the need
of WSN-IoT. In the suggested memeWSN, the algorithm
chooses a CH-set. The CH-set indicates a chromosome (opti-
mum elucidation). The worth of the optimal solution is
enhanced using a confined search technique. Moreover, the
CH-set outcome is estimated using a fitness function (FF).
The paternities nominated are intended for the replica on
the basis of fitness value (FV). Mutation in addition to cross-
over can be used to bring diversity in the population and to
generate different offsprings. The new-fangled chromosomes
are produced as well as verified till the ideal CH-set originate.
The effectiveness of the clustering procedure is improved
using MemA as exposed in simulation results. The experi-

mental results prove that the advised technique devises
prominent performance while matching with state of the
art clustering schemes.

The remaining article is structured as follows: in Section
2, we argue the relevant research presented in recent years.
Section 3 presents our proposed system designed on the basis
of MemA. In Section 4, the formulation of WSN-IoT using
MemA is presented. In Section 5, we conclude the article,
and the future research directions are stated.

2. Literature Review

The main goal of the proposed method is to reduce the
energy depletion during the design of the cluster. In [8], a
clustering procedure has been proposed which works in a
distributed way termed distributed CH scheduling (DCHS)
algorithm to enhance the lifetime of WSN. The key parame-
ter of node mobility and a large number of neighbors are not
considered in the scheme as well as in the selection of CH.
Furthermore, the important parameters such as communica-
tion load, reputation, and trust are passed over as well in the
paper. The authors in [9] selected CHs randomly in the first
round where the criteria in the second round for CH selec-
tion is based on residual energy. However, the result of the
arbitrary choice of CH-set in the 1st phase causes a derange
partition. The movement and degree of MNs for the duration
of the CH-set selection is also snubbed.

The mobility of sensor nodes is key to consider during
the selection of CHs to increase the lifetime of WSN-IoT.
The node motion may be in random directions or may prac-
tice a different movement configuration. In leader-based
group routing, the WMNs are assembled into a group under
the umbrella of a leader [10]. Each group in the network
assumes a different element to reduce the requests initiated
for different resources. In this way, the throughput will
increase, and routing overhead will reduce. The separate con-
signment of resources to each group is made to minimize the
influence of group dissimilarities on the efficiency of WSN-
IoT. In [11], the mobility of WMNs is considered major
criteria to select the CHs. The distinguished feature of a
WMN is its lower mobility and most suitable node to per-
form the CH role. A weighted cluster-based scheme is
assumed to accomplish the determination of CHs and the
association of their member nodes. The WMNs with mini-
mum motion are the top contestants for the CH role. The
proposed algorithm may not execute fine while the nodes
in WSN are moving with fast speed. The WMNs with little
speed will detach eventually, and the cluster formation
method will initiate repeatedly which will decrease the life-
time of WSN. Correspondingly, the low mobility WMN
selected as CH on the other hand with a dissimilar track than
its neighbors may result in connectivity interruption to their
sisters. The CHs are selected without considering the node
degrees. We suggest consideration of some or all parameters
such as residual energy, node neighbors, and comparative
mobility during the cluster formation.

The mobility of WMNs is predicted accurately to handle
the topology changes due to the high mobility proposed in
[12]. The scheme forms a cluster and maintains it based on

2 Wireless Communications and Mobile Computing



predicting the future mobility of nodes instead of a fixed geo-
graphical partition. In contrast to other WMNs in MANET,
the WMNs with low speed is the ideal candidate for the clus-
ter head role. The movement pattern of long time neighbor
WMNs is used to calculate the movement ratio of a WMN.
The WMNs with high probability demonstrate that the
WMN is moving alongside its neighbors at equal speed and
pattern or is moving with slight motion. It illustrates that a
WMN will assist its neighbors for an extended duration
and is a better nominee to become a cluster head. The objec-
tive of the scheme is as follows: due to mobility, the clusters
that are highly resistant to topological changes are formed
with the right prediction of the WMN mobility. The predic-
tion of mobility is made on the basis of the WMN location
relative to their neighbors. The location is checked over dif-
ferent intervals, and therefore, no special hardware is
required for the purpose. The accurate calculation is possible
if we consider and check the correlation of WMNs moving in
the vicinity. The WMNs with relative mobility and high
degree are ideal candidates to form stable clusters. The per-
formance of the protocol may degrade when the mobility
model is random and may increase control messages over-
head. It is difficult to predict the future mobility of WMNs
in many scenarios. Neighbor’s quality is ignored. Local
changes in topology may initiate the reclustering procedure
but due to dynamic topology, the WMNs may not join the
same cluster in the next round.

In the dynamic genetic algorithm-based clustering, the
load balance issue is initially modeled to a dynamic opti-
mization problem [13]. Using various diverse dynamic
GAs established for dynamic optimization is suggested to
resolve the problem of balance cluster formation in a net-
work. The capability of a CH set is evaluated on the load
balance matrix, and each individual represents a clustering
structure. To assist the population deal with variations in
topology plus recommend closely related better solutions,
several approaches are suggested. To handle the ecological
dynamics, some multipopulation approaches, memory,
immigrants, and the combination of all these are combined
into SGA. The authors talk over several structures to tackle
DLBP; however, it is not clear in the paper how the proposed
schemes will be applied. The pseudocode stated in the paper
is very basic. The proposal assumes the degree of a node to
become a cluster head, and the performance may be unsatis-
factory in several setups. If the WMNs are assigned the clus-
ter head role on the basis of high mobility, it may perform
poorly than flat routing protocols. The reclustering is initi-
ated when the topology changes; it results worst if the topol-
ogy does not change because the battery of the cluster head
will quickly drain.

The authors of [14] proposed an optimization algorithm
which finds the optimal clusters in multiobjective fashion to
efficiently manage the resources of the network. With opti-
mal clusters in MANET, the energy efficiency will increase
by efficiently organizing the resources and the CHs are
assigned the task of intracluster and intercluster communica-
tion. As an alternative to allocating a weight value to all
parameters, it deals straight with the DOP so as to find the
Pareto optimal solutions. Less cluster heads will reduce the

hop count besides packet delay in a cluster-based routing
protocol. By minimizing the number of clusters, we can
reduce the routing cost of a packet. The degree of WMNs is
not taken into consideration during the cluster head selection
process. The ideal candidates for the role of CHs are nodes
having high broadcast power, and the CHs may be selected
from one part of the network. In this scenario, the energy
consumed on cluster formation will be wasted. The precom-
putation of WMN energy dissipation may not be practical;
this parameter may be considered as the remaining energy
of a node. The key parameters, i.e., node speed and mobility
model, are not measured in the simulation.

Mobility Aware Energy Efficient Clustering for Wireless
Sensor Network (MobAC) is presented in [15]. The paper
suggests a cluster-based routing algorithm to enhance the
lifetime of WSN. The node distance, its lingering vitality,
and mobility are assumed during the CH selection process.
To further reduce the energy consumption, the paths that
are energy-efficient, stable, and short are selected for packet
forwarding. The degree and residual energy of nodes is not
considered during the CH selection process. The CHs may
be selected from one part of the network, and the reaffiliation
rate may increase.

A Proficient Bee Colony-Clustering Protocol to Prolong
Lifetime of Wireless Sensor Networks (PBC-CP) is discussed
in [16]. The nodes selected as CHs have more burden as com-
pared to ordinary nodes in WSN. The CHs are selected based
on the distance of a node from the base station, its degree,
and energy. The energy-efficient paths are used to transmit
data to other clusters and base stations. The mobility metric
plays an important role in the selection of CHs. The PBC-
CP ignores the mobility of nodes during the CH selection.
The nodes selected as CHs with different mobility than their
neighbors may cause reclustering more frequently. Calling
the reclustering procedure more repeatedly may result in
unstable clusters, and the network lifetime may decrease.

An Enhanced PSO-Based Clustering Energy Optimiza-
tion Algorithm for Wireless Sensor Network (EPSO-C) uses
particle swarm optimization to select the CHs and minimize
the energy consumption [17]. In this approach, the particles
are optimized to get the most optimal CHs. The CHs are
selected based on their location, and the CH-set will cover
the whole network. The location of nodes is used to select
the CHs in WSN. The static nodes are assumed, but in the
current and future networks, most of the nodes will be mobile
or even the nodes will fly. The suggested method may fail if
the nodes deployed in the network move from one location
to another. The node degree and energy are also ignored in
this scheme.

The strict nature of WMNs in WSN w.r.t energy and
communication range make it challenging to communicate
the identifying information on time with minimum delay.
The routing problems in addition to small network time
may also rise because of the WMN limited energy. The
WMNs near the base station carry a substantial weight of
information transmitted on behalf of other WMNs located
nearby. The main goal of this proposal is to select the CHs
from optimal sites, and the gateway WMNs will be chosen
from all clusters based on their position. The presence of
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gateway nodes will reduce the burden on CHs. The gateway
WMNs are responsible to transmit information intercluster
and intracluster. This way, the load on the CHs will be bal-
anced. The exposure of CHs will rise since the gateway
WMNs transmit information with adjacent clusters on behalf
of CHs.

To overcome the issues found in the literature, the CHs in
WSN-IoT are selected based on multiple parameters such as
WMN current energy, degree, and mobility. The current
energy consideration increases the cluster lifetime. The bal-
anced clusters are obtained by considering the WMN degree.
To reduce the riffle effect of reclustering, the mobility of
WMNs is considered during the cluster formation. The
MemA is also applied to obtain the optimal CHs. The issue
of premature convergence will not arise due to the local
search technique embedded in the MemA.

3. WSN-IoT Clustering Problem Formulation

To model the matter of allocating the WSN-IoT into clus-
ters, k clusters and N number of WMNs in WSN-IoT are
assumed. In the proposed memeWSN, the model is first
demonstrated followed by the formulation of the dynamic
and optimum clustering in WSN-IoT. The difficulty of sta-
ble cluster development of n WMNs is essentially resolved
by discovering a set of WMNs (CH-set) which shows the
division of n WMNs into k nonoverlapping clusters ðC1,
C2,⋯, CkÞ. This can be achieved by modeling the WSN-
IoT as a graph G ðV , EÞ, where V represents the vertices
of mobile nodes and E represents the edge of the commu-
nication links between the WMNs in the graph.

A set of vertices (CHs) is selected optimally based on the
FV of WMNs for the CHs role. The CH set with higher
weighting values which covers most part of the WSN-IoT
has a higher fitness value.

The following equation (1) calculates the weighting factor
(WF) value of a WMN i.

Wnodei =WEnrNodei +WNghNodei +WMobNodei , ð1Þ

Here,WEnrNodei is the WF concerning the residual power
of a WMN i calculated as:

AENode =
∑n

i=1R:EnrNodei
n

: ð2Þ

R:EnrNodei is the remaining power of a WMN i, n is the
total WMNs in WSN-IoT, plus AENode is the average power
of WMNs at present time. The WF with regard to energy
may be extracted as:

if R:EnrNodei > AENode then

WEnrNodei = 1

else if R:EnrNodei ≈AENodethen

WEnrNodei = 0

else

WEnrNodei = −1 ð3Þ

The WF regarding energy will be 0 if the remaining
energy of WMN “R:EnrNode” is nearly equal to the average
energy (≈) “AEWSN−IoT” of WSN-IoT.WNghNodei represents
the weight factor with respect to neighbors of a WMN. The
weight value WNghNodei can be assigned based on the inner
and outer degree of WMNs for instance:

ANghNode =
∑n

i=1 OuterDeg + InnerDegð ÞNodei
n

, ð4Þ

where OuterDeg and InnerDeg are the inner and outer
degree of WMN i, ANghNode is the typical neighbors in
WSN-IoT. The WF w.r.t WMN neighbors can be allocated
in the subsequent para as:

if OuterDeg + InnerDegð ÞNodei > ANghNode > then

WNghNodei = 1

else if OuterDeg + InnerDegð ÞNodei ≈ ANghNode then

WNghNodei = 0

else

WNghNodei = −1

ð5Þ

Similarly, the WF of WMN regarding mobility
WMobNodei can be computed as follows keeping in mind that
WMN is having relative movements; otherwise, the static
WMNs are the best nominees for the role of CH.

if mobility ≈ relative or staticð Þthen
WMobNodei = 1

else

WMobNodei = −1

ð6Þ

k is the number of clusters would be calculated before
selecting the CH-set through the equivalence in equation
(7) for calculating the value of k:

k =
∑n

i=1 OuterDeg + InnerDegð ÞNodei
n

& ’
+ 1: ð7Þ

In the above equation (7), the total cluster in WSN-IoT is
k, the total WMNs in WSN-IoT is represented by n, and the
ðOuterDeg + InnerDegÞNodei represents the neighbor infor-
mation of node i.

The cluster head set covers WMNs as a minimum 3-hop
away from another cluster head. Once the WFs of the whole
WSN-IoT WMNs are calculated, the equation designated in
equation (8) will be used to calculate the correctness of the
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CH-set.

Minimize Fun W, AFVð Þ = 〠
n

i=1
〠
k

j=1
RWeightij Wnodei −AFVnode j

� �2
,

Subject to〠
k

j=1
RWeightnode j = 1

� �
= k for j = 1,⋯, kð Þ,

RWeightnode j = 1 or 0, for i = 1,⋯, n and j = 1,⋯, kð Þ:
ð8Þ

The function stated using equation (8) is a minimization
function where n is the total WMNs in WSN-IoT, k number
of known or unknown (the number of clusters may not be
known in advance) clusters will be designed, Wnodei
(i = 1,2,3,⋯, n) is the weight of nodei, and AFV j is the aver-
age fitness value of WMN to accomplish the CH role. Equa-
tion (9) below will compute the AFV j of a WMN i.

AFVnode j =
∑k

j=1RWeightij × Wnode j
k

: ð9Þ

The total WSN-IoT clusters designed are k solutions, R
Weightij is the relationship weight of Nodei and cluster j,
when the WMN i is allotted to the cluster j, and the value
of RWeightij will be 1 or 0 otherwise.

Once the entire FVs are calculated, the likelihood of
choice Pnodei in lieu of every single CH can be calculated
using:

Pnodei =
Wnodei

∑k
j=1Wnode j

, ð10Þ

where k is equivalent to aggregate CHs and Wnode j is the

WF of WMN j; local search is applied for optimal CH set in
the region of nodej as:

nodej x + 1ð Þ = nodej xð Þ + αij × z: ð11Þ

αij is the association of WMN i with cluster j, and z is the
randomized variable accepting value in the range [-1, 1] to
calculate the FV by equation (11). Touching the outer range
of the target WMN is not permitted in the next inhabitants.

The WMNs are assigned to the CH-set vector on the
basis of the FF described in equation (11). The neighbor
WMNs join the nearby CHs to configure clusters. After the
cluster formation, many WMNs change their state to sleep
mode where other nodes in the cluster do schedule wake up
to save energy. Consequently, periodic alterations will occur
in the network topology. The objective of this research is
finding a CH-set as early as possible once memeWSN
encounters modifications in topology.

4. Memetic Algorithm for WSN Cluster
Formation: memeWSN

The proposed MemA-based clustering known as mem-
eWSN for WSN-IoT is demonstrated in this section. The
CH-set is represented by a chromosome and is initially
selected randomly. The CH-set is checked by a FF to get
more optimum results. Thus, the proper individuals are
elected for the succeeding peers to generate a new-
fangled solution. The WMNs for the reconstruction of
chromosomes (CH-set) are nominated from the populace
analogous to the conventional genetic algorithm (GA).
Subsequently, the choice of binary maternities in lieu of
new-fangled populace, crossover in addition to the muta-
tion will be used to make novel offsprings. The novel pop-
ulace can be enhanced by calling a function designed for
local search. In MemA, the indigenous search is applied
to proficiently discover a less optimal solution and con-
tinue for global optimal.

The proposed memeWSN initiates the aforementioned
job through computing each WMN WFs. WMNs having
greater weights are designated for the early populace. The
FVs of the populace are computed, and WMNs to turn into
the CHs are designated. Furthermore, the possibility of
WMN election is considered, and local search is used. In
the same way, the FV of WMN to stay alive in the populace
is computed. The notations used in Algorithm 1 are shown
and defined in Table 1. The procedure for the formation of
stable clusters using the evolutionary MemA is presented in
Algorithm 1.

4.1. Genetic Representation. The classical evolutionary
schemes for the example GA fails to explore numerous
results of the domain area due to its inborn feature of early
convergence. A MemA applies local search to reach its last
stop deprived of preventing local maxima. The main stair
in memA is coding the chromosome.

The set of cluster heads SCHi of WMNs are erratically
nominated from all the WSN-IoT as CHs where i = 1, 2,⋯,
k. Every elucidation to the issue is the set of SCHi obtained
throughout the selection of CH nodes. In this way, the cluster
headset produced using a random permutation ofWMN-IDs
and the chromosome can be represented by a random set of
cluster head IDs. A chromosome is the combination of
WMN-IDs without repetition. Furthermore, the gene of a
chromosome can be represented by a single node ID. In a
network of 8 WMNs, their IDs in the WSN-IoT would be
in the range 1 to 8. In such a situation, the chromosome will
represent a random combination of WMN-IDs, e.g.,
54673128. Once the process of the chromosome is com-
pleted, the subsequent job is to extract CH-set. The new
nodes/genes are replaced/added to the cluster headset (chro-
mosome) based on their weights. At each step of adding
WMNs to CH-set, the weights of CHs will update. The
WMN bearing greater weight is substituted using lower
weight WMN. The discarded node from the cluster headset
is no more considered to be a CH in the existing round. Sub-
sequent to encoding, the fitness of the solution is judged
using a fitness function.
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4.1.1. Objective Function. Manipulating the FVs of WMNs
considered for the CH role in the current round using stan-
dard deviation can tell us about the quality of a chromosome.
The lower the FV, the best is the solution. The FV of a CH-set
will be computed as:

F chrð Þ = 〠
n

i=1
〠
k

j=1
RWeightij Wnodei −AFVj

� �2
: ð12Þ

In our research, the main objective is to find the set of
cluster head nodes in such a way to balance clusters by
assigning the cluster head role to those nodes having the
max degree, low mobility, and away from other cluster heads.
The selection of chromosomes for the next population is
carried out after the fitness evaluation. With decent choice,
better quality children are conceded to the succeeding inhab-

itants for reproduction. The chromosome is nominated
based on its fitness value. In this research, the mode of selec-
tion adopted is a pairwise tournament where nomination will
happen without substitution. The tournament size (TS) is
fixed, i.e., TS = 02. To prevent premature convergence, a local
search procedure is called which mines better quality chro-
mosomes from the population as in Algorithm 2.

4.1.2. Local Improver. In this subsection, an indigenous
search is used during the selection and evaluation of a chro-
mosome. The weights of the genes in the population are
calculated. The genes with greater weights are explored in
the residents. The population is examined for the genes
having greater weights and swapped with low-weight genes.
Algorithm 2 improves the solution locally.

The significant memetic operators are crossover (which
is the offspring generated from two predecessor chromo-
somes) and mutation (which is children produced from
one chromosome by altering a gene). The features of the
newly created chromosomes are inherited from all frag-
ments of her maternities. The newly created chromosomes
are located in the populace once crossover and mutation
are performed. The chromosomes with good features are
swapped by low-quality chromosomes.

The newly created inhabitants can be used for the addi-
tional execution of the procedure. The procedure is repeated
till the ending criterion hits. The top solution is resumed after
the final repetition of the memeWSN procedure.

5. Experiment Evaluation

To evaluate the efficiency of the proposed memeWSN clus-
tering scheme, numerous simulation experimentations have
been carried out in EstiNet 9.0. In a 1000m × 1000m square

1. Procedure memWSN_cluster
2. Input:v½n�, n, k
3. Output: WSN-IoT cluster head set
4. Initialize all variables
5. Total Deg = 0, i = 1:
6. whileði ≤ nÞdo
7. TotalDeg = TotalDeg + Degi
8. end while
9. A = TotalDeg/n
10. k = A, j = 1(14)
11. whileðj ≤ kÞdo \\ initializes a random cluster head set permutation
a. CHs½j� = r andðv½n�Þ
b. j + + ;
12. end while
13. pop = CHs½k�
14. p_new = Local_Improver_WSN_IoTðv½n�, pop, kÞ
15. pnew = call function replaceðp_newÞ
16. .v ½p_new� = calculate fitnessðp_newÞ
17. {ifð f :v½P_new� < f :v½pop�Þ
18. CHs = p_new}
19. Return CHs
20. end procedure memWSN_cluster

Algorithm 1: Psuedo code of memeWSN.

Table 1: Notations in Algorithm 1.

Symbol Definition

New − CHs New CHs

p_new New population

pop Population

Degi WMN i degree

f v FV of CH-set

v n½ � WMN ID array

TD Total of WMN degree

A Average of WMN degree

k Total clusters

m Total WMNs
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simulation area, the WMNs (up to 500) are deployed in a
random way. The simulation parameters are adopted from
[17]. The speed of WMNs varies from 1km/h to 80 km/h.
Every WMN is equipped with a default omnidirectional
antenna. The broadcast range of every antenna varies in the
range between 100m and 300m. Each WMN has a storage
(queue) for outgoing and incoming data and maintains the
mobility statistics of their neighbors. The traffic sources are
generated by a continuous bit rate mechanism. The maxi-
mum limit for the generation of traffic is set to twenty (20)
packets/s. The simulations are executed for fifty (50) minutes.
The average values of a hundred simulation rounds are dem-
onstrated in the form of graphs. Table 2 shows the parame-
ters used during the simulation as in [17].

The performance of the memeWSN algorithm is com-
pared with PBC-CP [16] and EPSO-C [17] for the perfor-
mance measurement of control overhead and computation.
Similarly, MobAC [15] for the performance evaluation of

cluster lifetime and reaffiliation. To assess the efficiency of
the proposed memeWSN, the metrics discussed below are
measured.

The number of clusters (NoC) or cluster count (CC): The
WMNs are distributed to several simulated groups known
as clusters in cluster-based WSN-IoTs. Here, the NoC or
CC denotes the sum of virtual sets gained when executing
the cluster foundation procedure. The fewer NoCs represent
the stability of WSN-IoT clusters. The issues for instance
channel access scheduling, reusing frequency, energy deple-
tion, and latency may arise when the NoCs may increase

Re-affiliation rate (RR): The affiliation and deaffiliation of
WMNs as CH or member throughout a certain interval of
time represent reaffiliation rate. In cluster-based routing, a
WMN links to the adjacent CH and vacates the former. A
WMN may reaffiliate once its CH no more survives, and
alternative WMN performs the role of a CH in the vicinity.
The reaffiliation may also happen once the CH is not within
the broadcast range of a WMN. The cluster lifetime will
decrease when RR is high and vice versa

Control overhead (CO): The number of packet exchanges
to maintain the statistics of topology variations denotes the
CO. Several control message (CM) exchanges happen
throughout the cluster construction stage. To measure the
CO metric, the CMs received/sent at some interval are
computed

5.1. NoC or CC. Several tests have been carried out to
compute the CC metric once we increase the number of
nodes from 50 to 500. The incremental step 50 is adopted
to increase WMNs in individual simulation experiments.
The random waypoint mobility model is practiced in this
set of experiments. The speed of WMNs varies in the
range 1 kilometer/h to 80 kilometers/h, i.e., 1 kilometer/-
hour to 5 kilometers/hour (walking), 5 kilometers/hour
to 20 kilometers/hour (running), and 20 kilometers/hour
to 80 kilometers/hour (vehicle) drive. Similarly, the trans-
mission range is 100–200 meters for various experiments.
To measure the CC metric, the outcomes derived during

1. Procedure Local_Improver_WSN-IoT
2. Input: vector[WMNs], CH-set, k
3. Output: CH-set
4. Initialize variables i = x = 1, n= vector length
5. Whileði ≤ n Þdo
6. weight ½i� =WMNi
7. end while
8. whileðx ≤ nÞdo
9. forðy = 1 ; y ≤ k ; y++Þ
10. if (weight½x� > weight½y�) then
11. CH − set½y� = vector½x�
12. end if
13. end for
14. end while
15. return CH-set
16. end Local_Improver_WSN-IoT

Algorithm 2: Pseudocode of procedure local-improver for WSN-IoT.

1. Procedure Replace_WSN-IoT
2. Input: populace, CH-set, k
3. Output: CH-set, populace
4. Initialize variables j = p = 1
5. whileðj ≤ kÞdo
6. New CH − set½j� = rand ðvector½WMNs�Þ
7. end while
8. New pop½j� = new CH − set½j�
9. whileðp ≤ kÞdo\∗ mutation and crossover ∗/
10. Temp = populace½p�
11. populace½p� =New populace½j�
12. New populace½j� = Temp
13. end while
14. z = k/2
15. New populace½z� = populace½z�
16. return new_populace, CH-set
17. end procedure replace_WSN-IoT

Algorithm 3: Pseudo code of procedure-replace for WSN-IoT.
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the simulation are presented in the form of a graph in
Figures 1 and 2. The curves presented in Figures 1 and 2 show
the NoCs for different size networks (i.e., up to 500 WMNs).
The NoCs will increase with the increase in the number of
WMNs as presented in Figure 1. The graph shows that mem-
eWSN forms less number of clusters as compared toMobAC,
PBC-CP, and EPSO-C. In memeWSN, the NoCs is computed
based on node neighbors. The average degrees of WMNs are
identified to compute the NoCs. Hence, the memeWSN has
less NoCs, and the steadiness of clusters may also be ensured
if node degree is in consideration. After memeWSN, PBC-CP
performs glowing related to other protocols as presented in
Figure 1. Analysing the curves demonstrated in Figure 1,
we notice that EPSO-C performs pitiably, and the NoCs gen-
erated by MobAC is significantly fewer compared to EPSO-
C. MobAC is emphasized on the steadiness of clusters by
guessing the expected movement of WMNs throughout clus-
ter creation. EPSO-C focuses on the optimum computations
involved in the cluster creation process. The outcomes
confirm that memeWSN leaves behind state-of-the-art
cluster-based routing protocols w.r.t CC. PBC-CP performs
well after memeWSN. To evaluate the performance of mem-
eWSN in more detail, a sequence of simulation trials are
conducted for another broadcast range, i.e., 200 meters. The
outcomes of the succeeding trials are depicted in Figure 2.
The arcs in Figure 2 indicate that the wireless broadcast
ranges of WMNs affect the efficiency of cluster-based routing
schemes. The CC metric drops greatly with high broadcast
ranges. With a high broadcast range, the CH will cover a
big region and the number of WMNs CH serve may grow
hence results in less NoCs. The magnitude of backbone
WSN-IoT will reduce when we rise the wireless broadcast
span of WMNs. All protocols perform the same way as in
Figure 1.

5.2. Cluster Lifetime. The effect of node speed on the life-
time of CHs is evaluated in this section. The WMNs with
high motion may reduce the lifespan of CHs, deploying

100 WMNs in WSN-IoT to execute the simulation. The
transmission range of each WMN is fixed to two hundred
in the main experiment. The WMNs are moving at a speed
varying from 1 kilometer/hour to 80 kilometers/hour where
the mobility characteristics are adopted as in [17]. As
shown in Figure 3, the proposed memeWSN clustering
algorithm selects CHs for an extended period. Steady clus-
ters are designed via a memeWSN clustering scheme
because the comparative motion of WMNs and their neigh-
bors is assumed for the duration of CHs choice. The pro-
posed memeWSN outperforms PBC-CP, MobAC, and
EPSO-C in terms of cluster steadiness. MobAC performs
fine after memeWSN since it takes the future motion of
WMNs throughout the cluster creation. The behavior of
WMNs may not project genuinely in long term. In mem-
eWSN, the cluster partners stay connected to the CH for
an extended period. The comparative motion of WMNs is
dignified throughout the CHs election, and a WMN with
a higher degree and comparative movement is the top con-
tender to be a CH.

The evaluation of bars presented in Figure 3 demonstrate
that memeWSN create steady and long life clusters compared
to MobAC. EPSO-C and PBC-CP choose unsteady CHs. The
EPSO-C is better as compared to PBC-CP. Thus, PBC-CP
selects unsteady CHs once the speed of WMNs increases.
The movement of nodes is not taken into consideration
throughout the cluster formation process. The wireless
broadcast range of WMNs is amplified to 300meters in the
next test, and the outcomes are exposed in Figure 4. The
chart demonstrates that the wireless broadcast range of
WMNs influences considerably the efficiency of all clustering
schemes assumed in this experiment comprising our recom-
mended memeWSN scheme. More steady clusters are
obtained when we increase the broadcast range of WMNs.
The lifetime of the cluster and network may increase. The
suggested memeWSN performs fine once we increase the
transmission range. With more broadcast range, the WMNs
reaffiliation drops and a CH will handle large-size WSN-IoT.

Table 2: Simulation parameters.

Parameters Value Parameters Value

3d beam width 360 degrees Simulation time 50min

Pointing direction 90 degrees Max (x) 1000m

Angular speed 0 degrees/sec Max (y) 1000m

Link bandwidth 11Mbps Node space

Frequency channel 3 Number of nodes 50-500

Bit error rate 0.0 Data packet size 1200 bytes

Frequency (MHz) 2400 Mobility speed 1, 5, 10m/sec

Transmission power 15 dbm Shadowing standard deviation 4.0

Carrier sense threshold 57 dbm Close in reference distance 1.0m

Antenna gain 1.0 dbi System loss 1.0

Fading variation 10.0 Antenna height 1.5m

Average building height 10m Ricean factor K 10.0 db

Street width 30m Max queue length 50 pkts

Path loss exponent 2.0 RTS threshold 3000 bytes
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5.3. Reaffiliation Rate (RR). To assess the efficiency of cluster-
ing schemes w.r.t reaffiliation rate for different WMN speed
and wireless broadcast range, a series of simulation tests have
been carried out in Figures 5 and 6. Reaffiliation may occur if
a WMN leaves its present CH and join an alternative cluster
or a CHmove beyond the radio broadcast range of a member
WMN. The WMN is unable to stay linked to its CH to any
further extent. With the rise in the speed of WMNs, the reaf-

filiation is more often as WMNs leave their CHs more fre-
quently. The radio broadcast range of all nodes is fixed to
200 meters. A total of 100 nodes are deployed randomly in
a 1000m × 1000m simulation area initially.

The nodes are moving at a speed between 1 kilometer/-
hour to 80 kilometers/hour. The outcomes are averaged for
different experiments. The average reaffiliation rate for more
than 100 dissimilar runs is presented in Figure 5. As depicted
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Figure 1: Average clusters vs. WSN-IoT size (WMN broadcast range 100m).
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Figure 2: Average clusters vs. WSN-IoT size (WMN broadcast range 200m).
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in the graph, the rise in reaffiliation rate is noted in mem-
eWSN, MobAC, PBC-CP, and EPSO-C when increasing the
speed of WMNs. The efficiency of memeWSN is well as pre-
sented in the arcs because it has the lowermost RR as equated
to other protocols under consideration. The lifetime of CHs
is lengthy once the memeWSN cluster formation procedure
is executed, and it indicates that the reaffiliation will be low

as reclustering mechanism is initiated less repeatedly when
the steady CHs are nominated. This is because the CHs are
selected on the basis of WMN remaining energy, degree,
and relative mobility. Therefore, the CHs lifetime will
increase and the participants vacate the present cluster less
frequently. The efficiency of MobAC is improved after mem-
eWSN, since in MobAC, the WMN future mobility is taken
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Figure 3: WMNs speed vs. cluster lifetime (WMN broadcast range 200m).
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Figure 4: WMNs speed vs. cluster lifetime (WMN broadcast range 300m).
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into consideration throughout the CH election process. The
efficiency of MobAC is better among all state of the art clus-
tering algorithm under consideration because the neighbors
of the selected CHs remain for a long time, and hence, the
probability of reaffiliation decreases. The worst performance
w.r.t reaffiliation is observed in PBC-CP compared to

MobAC and EPSO-C. The mobility of nodes is not consid-
ered in PBC-CP during the cluster formation procedure.
Hence, unstable clusters may result. The same simulation
experimentations are repeated for a different size network,
i.e., 50 WMNs to 500 WMNs. The results are presented in
the form of a graph in Figure 6. Incremental step 50 was used
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to evaluate the performance of memeWSN with a diverse
number of WMNs in WSN-IoT. The graph presented in
Figure 6 shows the decrease in reaffiliation rate when the
WSN-IoT size becomes large. In a large-scale network, the
CHs serve a large number of nodes, and the changes in topol-
ogy are communicated less frequently. The simulation area

was the same as in the previous experiment. The curve at
the bottom of the diagram in Figure 6 shows the decrease
in memeWSN reaffiliation rate when the size of the network
increases in line with other cluster-based routing algorithms.
In memeWSN, the CHs are selected on the basis of relative
mobility, remaining energy, and node degree, and steady
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Figure 7: WSN-IoT WMN speed vs. CMO (broadcast range 200 meters).
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clusters are achieved. The reaffiliation rate will be low when
the number of steady clusters increases.

5.4. Control Message Overhead (CMO). Numerous packets
exchange is the essential part throughout the CH selection
method in WSN-IoT. In this segment, the number of mes-
sages swapped during the course of the cluster creation
and maintenance stage is noted and demonstrated. The
efficiency of memeWSN is matched with MobAC, EPSO-
C, and PBC-CP.

In this set of simulation tests, fiftyWMNs are deployed in
a random way. The simulation region 1000m × 1000m is
assumed. Random waypoint mobility was adopted in the
simulation tests. The radio transmission range of WMNs is
fixed to 200 meters. The WMNs are moving at a speed
between 0-5 kilometers/h (walk), 5-20 kilometers/hour (run-
ning), and 20-80 kilometers/hour (car). The outcomes pre-
sented in the form of a line chart is depicted in Figure 7.
The experiments are conducted for another transmission
range of 300 meters, and the obtained results are presented
in Figure 8. As exposed in the graph, the CMO of PBC-CP
is low while the WMNs are moving with a gentle speed such
as no more than 40 km/h plus becomes higher when the
WMN movement is faster. GA hurts from a local maximum
problem, and unsteady clusters may result once the WMN
speed turns out to be high. The identical outcome can be seen
in other protocols under consideration comprising mem-
eWSN as the reclustering method is initiated frequently
when the mobility is high. The CMO may decrease once we
rise the radio broadcast range of WMNs. The high transmis-
sion range may drink extra energy throughout the WSN-IoT
processes. The increase in WSN-IoT lifetime may not guar-
antee when the broadcast range of WMNs is high. More
communication is required when finding optimal CHs, and
the optimization techniques have great CMO values as
shown in Figures 7 and 8. EPSO-C and MobAC offer consis-
tent performance when the radio range of WMNs is 200
meters. When the broadcast range is high, EPSO-C and
MobAC have the lowest CMO. Our proposed memeWSN
algorithm requires more message exchanges for the duration
of cluster creation. The parameters like WMN degree, its
energy, and relative mobility are taken into consideration,
and the accurate calculation may proliferate the number of
control messages. The optimal CHs are computed on the cost
of more overhead, but when the optimum CHs are identified,
the reclustering method will initiate less frequently.

6. Conclusion and Future Work

In wireless sensor network-enabled Internet of Things, the
resource limitation requires a handsome algorithm for clus-
ter formation to route data with little resources in order to
increase the lifetime of WSN-IoT. Optimization methods,
for example, evolutionary algorithms, PSO, and linear pro-
gramming, may be used to form stable and long life clusters.
The stable and balanced clusters may be obtained when we
consider parameters such as mobility, degree, and energy of
WMNs. In this paper, the CH selection method is optimized
using an evolutionary memetic algorithm. A minimization

function is modeled to check the fitness of a solution. The
CH-set represents a chromosome in the proposed scheme.
The memetic algorithm has a built-in searching mechanism
that prevents it from premature convergence. The proposed
algorithm is validated through a series of simulation experi-
ments. The simulation experiments demonstrate that the
proposed algorithm outperforms the state-of-the-art cluster-
ing schemes in WSN.

In the future, a modified version of the memetic algo-
rithm can be used to form balanced clusters in high-speed
networks such as vehicular ad hoc networks and flying ad
hoc networks, i.e., unmanned aerial vehicles.
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Sensor clustering and trajectory optimization are a hot topic for last decade to improve energy efficiency of wireless sensor network
(WSN). Most of existing studies assume that the sensor is uniformly deployed or all regions in the WSN coverage have the same
level of interest. However, even in the same WSN, areas with high probability of disaster will have to form a “hotspot” with
more sensors densely placed in order to be sensitive to environmental changes. The energy hole can be serious if sensor
clustering and trajectory optimization are formulated without considering the hotspot. Therefore, we need to devise a sensor
clustering and trajectory optimization algorithm considering the hotspots of WSN. In this paper, we propose an iterative
algorithm to minimize the amount of energy consumed by components of WSN named ISCTO. The ISCTO algorithm consists
of two phases. The first phase is a sensor clustering phase used to find the suitable number of clusters and cluster headers by
considering the density of sensor and residual battery of sensors. The second phase is a trajectory optimization phase used to
formulate suitable trajectory of multiple mobile sinks to minimize the amount of energy consumed by mobile sinks. The ISCTO
algorithm performs two phases repeatedly until the amount of energy consumed by the WSN is not reduced. In addition, we
show the performance of the proposed algorithm in terms of the total amount of energy consumed by sensors and mobile sinks.

1. Introduction

With the advent of the Internet of Things (IoT), the wireless
sensor network (WSN) has attracted much attention as a key
enabler of IoT technology. The WSN is used in a wide range
of fields such as home IoT [1], smart agriculture [2], and
smart city [3]. The WSN is a network consisting of a large
number of battery-powered sensors deployed in a large area.
To maximize the performance of the WSN, two challenges
must be considered. One is the lifetime of the WSN. Since
the sensor is powered by a battery, the lifetime of the sensor
cannot last indefinitely. Therefore, in order to increase the
lifetime of the sensor, numerous approaches such as
energy-efficient routing path construction [4], duty-cycling
management [5], and radio frequency energy harvesting [6]
have been conducted [7]. The other problem is a coverage
hole. The WSN is constructed in a very large Area of Interest
(AoI) such as battlefields, radioactive power plants, and

farms [8]. It is very important to place the sensor so that
the coverage of the WSN is not empty in the AoI. The
WSN needs to monitor the changes in the environment such
as temperature, humidity, air pressure, and radiation occur-
ring in the AoI. If there is a coverage hole in the AoI, there
is a possibility that the change in the environment may not
be correctly recognized. WSNs with important targets that
should not be missed, such as severe radioactive leaks, can
be more damaging if environmental changes are not properly
monitored. Therefore, many researches have been conducted
on sensor deployment to eliminate the coverage hole within a
very large AoI [9].

However, it may not be appropriate to consider the entire
coverage of a very wide WSN with the same level of interest.
Where there is a relatively high probability of a disaster, such
as fires, or radioactive spills, the area must be sensitive to
environmental changes compared to those that are not. This
means that sensors in areas with a high probability of disaster
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have to sense more frequently than other sensors. Sensors that
sense frequently consume energy faster than other sensors.
This causes an imbalance in energy consumption between
sensors. More sensors need to be deployed to increase density
to balance energy consumption between sensors across all
coverage and thoroughly investigate environmental changes
in the AoI [10].

However, an energy hole issue may occur where the sen-
sor density is high [11]. Sensors transmit data to the sink
through relaying between sensors to process the generated
data [12]. Due to the geographical characteristics, a node
close to the sink frequently communicates with a lot of data.
This causes the sensor closer to the sink to discharge the bat-
tery faster than the far sensor, and this problem is called an
energy hole issue. If the sensor density is high, the sensors
located geographically close to each other generate a lot of
data. A lot of data is relayed using a common intermediate
sensor to reach the sink. As a result, the intermediate sensor
which was in charge of relaying high-density sensors had to
discharge the battery quickly.

The energy hole can be relaxed by using clustering and
mobile sink [13]. It is possible to mitigate energy holes by
sending data directly to the near cluster header by creating
a large number of fine clusters. In addition, the energy hole
can be mitigated by moving the sink near the cluster header
to directly receive the collected data.

However, most sensor cluster and mobile sink trajectory
planning studies do not take into account the possibility of
“hotspot” in which sensors are densely located in areas of
high interest. As mentioned above, a large number of fine
clusters must be created in order to mitigate the energy hole
in the hotspot. If the cluster header is selected without con-
sidering the density of each sensor, there is a probability that
a sufficient number of fine clusters are not generated in the
hotspot. If only a small number of clusters are formed in
the hotspot, the number of member nodes responsible for
the cluster header increases. This increases the energy con-
sumption generated when the cluster header receives data
sent by the member node and increases the probability that
an energy hole will occur. Likewise, forming a trajectory of
mobile sinks without considering hotspot can cause an
imbalance in energy consumption between mobile sinks.
The mobile sink in charge of the hotspot needs to visit a
larger number of cluster headers than other mobile sinks,
and energy consumption is also increased. Therefore, it is
necessary to devise a method for forming clusters and trajec-
tories of mobile sinks according to the hotspot.

Therefore, this paper proposes iterative sensor clustering
and mobile sink trajectory optimization (ISCTO) method
considering the hotspot of the WSN. The algorithm uses a
density function using a k-nearest neighbor which can mea-
sure sensor density. We formulate the total energy consump-
tion function of the components of the WSN. The energy
consumption function is selected as an objective function of
the optimization problem. To solve this problem, this algo-
rithm separates the original optimization problem into clus-
tering and trajectory optimization problems. In the clustering
problem, the number of clusters and the cluster header and
member nodes is configured to decrease the amount of

energy consumed by the sensors. In the trajectory optimiza-
tion, the locations of the cluster headers presented as the out-
put in the clustering step are used to form a trajectory that
minimizes the amount of energy consumed by all mobile
sinks. The algorithm is repeated until energy efficiency no
longer increases.

The main contributions of this paper are as follows:

(i) We propose a clustering method to increase the
energy efficiency of the sensor considering the hot-
spot of the WSN. The clustering proceeds to select
suitable cluster headers considering the density and
residual battery of sensors

(ii) We propose a trajectory optimization algorithm to
minimize the amount of energy consumed by all
mobile sinks. In the proposed trajectory optimiza-
tion method, we propose a sector boundary control
algorithm to minimize the amount of energy con-
sumed by all mobile sinks by decreasing the total tra-
jectory length of mobile sinks

(iii) We present the performance of the proposed
method through simulation. We show visually the
process of sensor clustering and trajectory change.
We also analyze the running time of our algorithm

The contents of this paper are as follows. In Section 2,
we introduce related studies. We present the system model
in Section 3. We also present the mathematical problem to
be solved in Section 3. In Section 4, we introduce the pro-
posed ISCTO algorithm to maximize the energy efficiency
of the WSN. We show the performance of our proposed
algorithm by simulation in Section 5. We conclude this
paper in Section 6.

2. Related Works

In this section, we introduce some studies related to energy
hole, sensor clustering, and mobile sink trajectory formula-
tion in the WSN.

2.1. Energy Hole. There are numerous studies to mitigate
energy hole issues in the WSN [14]. The authors of [15] pro-
pose an algorithm to balance the consumed energy among
the whole network to avoid the energy hole issue. To balance
a load distribution and energy consumption, the algorithm
finds an optimal communication distance and uses a trans-
mission strategy based on the amount of consumed energy.
In [16], a transmission distance adjustment algorithm is pro-
posed to minimize and balance the energy consumption of
the whole sensors with a static sink. A short-trip forwarding
strategy of an ant colony optimization and reference
transmission distance is adopted to minimize and balance
the energy consumption. The authors of [17] propose a rout-
ing path reconstructing algorithm when a dead node occurs
in a network. In this paper, two protocols are introduced
named on-hole children reconnection and on-hole alert.
The authors of [18] analyze theoretically the lifetime of a
WSN from initialization to the entire dead by estimating
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the energy consumption and traffic load of the sensors. In
addition, the authors analyze the boundary of energy hole
issues that happened. The authors of [19] propose a deploy-
ment model of a WSN consisting of heterogeneous and
homogeneous sensors. The authors also give some guide to
deploy the sensors by considering the energy hole issue to
maximize the lifetime of the WSN on the several network
topology scenarios. The authors of [20] propose two algo-
rithms to find an optimal sojourn duration and find an
optimal sojourn location of a mobile sink in a cluster. The
optimal sojourn duration is determined by balancing the
amount of consumed energy between cluster heads. By this
algorithm, the energy hole can be alleviated. The second algo-
rithm to find an optimal sojourn duration operates to balance
the amount of consumed energy between member sensor
nodes in a cluster to alleviate the coverage hole issue. In
[14], a data gathering algorithm named EPEGASIS is pro-
posed to alleviate the energy hole issue with the mobile sink.
In the algorithm, a sensor calculates an optimal communica-
tion distance and then chooses a relay node from its neigh-
boring sensors. In addition, the algorithm has a mechanism
to protect the sensors from power outage by unbalanced
energy consumption.

Unfortunately, the previous works may not operate effi-
ciently in the WSN where the sensors are not deployed
uniformly. When the sensors are deployed nonuniformly,
the probability of the energy hole issue occurring depends
on the density of the sensors. Therefore, this paper con-
siders the hotspot location to mitigate energy hole issues
to formulate energy-efficient sensor cluster and mobile sink
trajectory.

2.2. Sensor Clustering. There are numerous studies to formu-
late an efficient sensor cluster in the WSN with a static sink
[21] or mobile sink [24–22]. In [22], the wedge-based cluster-
ing and cluster merging algorithm is proposed in the static
sink and the static sensor nodes of a WSN. In the algorithm,
the cluster is merged when the residual energy of sensors in a
wedge falls below a threshold. In addition, the authors pro-
pose a cluster header election mechanism to minimize the
amount of needed energy to forward a packet to the sink.
In [23], the cluster header selection mechanism is proposed
in case of public safety network. To balance the load between
sensors, energy and sensor density-based clustering algo-
rithm is proposed in [21]. This paper proposes an algorithm
to formulate clusters by dividing the whole network into
equally sized subclusters. In addition, this paper proposed a
multihop routing path-making protocol based on the clusters
to maximize the lifetime of sensors.

The authors of [24] propose a clustering algorithm to
maximize the lifetime of the sensors in mobile sink-based
WSN. The algorithm uses the adaptive immune algorithm
to make up a trajectory of the mobile sink. In addition, the
algorithm determines the optimal number of cluster heads
to minimize the amount of consumed energy by communica-
tion and control packet overhead. The authors of [25] pro-
pose an energy-efficient routing algorithm by considering
the mobility of the sink node. The algorithm is based on
the clustering. Therefore, the algorithm contains sectorizing

of network and cluster head selection mechanism by consid-
ering the weight value of member sensor nodes. After cluster
header selection, the member nodes construct a routing path
by calculating the amount of consumed energy. To reduce
the burden of sensors caused by location changes of the
mobile sink, the author of [26] proposes a routing algorithm
with a virtual multiring-shaped infrastructure. By this infra-
structure, the burden can be reduced caused by advertising
the new location of the mobile sinks.

However, most sensor clustering studies consider the
situation where the sensors are relatively uniformly
deployed. If sensor clustering is formulated without consid-
ering the hotspot where a large number of sensors are con-
centrated in the WSN, energy holes may occur. Therefore,
this paper proposes an algorithm to find the appropriate
cluster number and cluster header considering the density
of sensors.

2.3. Mobile Sink Trajectory. There are numerous studies to
formulate an energy-efficient mobile sink trajectory in the
WSN [27–34]. In [27], an obstacle in the communication link
between a sensor and a mobile sink is considered. This paper
proposes a trajectory formulation mechanism by considering
the obstacles in a cluster-based WSN. In [28], rechargeable
sensor network is considered. The data gathering problem
in this paper is formulated as a network utility maximization
problem to maximize the amount of collected data by the
mobile sink with a constraint about fairness. The authors of
[29] propose a duty-cycling management and unmanned
aerial vehicle (UAV) trajectory formulation algorithm to
minimize the energy consumption of the whole sensor nodes
in a WSN. In this paper, the problem is formulated as a
mixed-integer nonconvex programming and the suboptimal
solution is obtained by the successive convex optimization
method. The artificial intelligence approach is applied in
[30]. This paper proposes a data gathering mechanism in
the WSN with obstacles. The mechanism has two rounds;
the first round is clustering round by using ant colony opti-
mization. A genetic algorithm is applied in the second round
of the mechanism to construct an effective trajectory of the
mobile sink. In [31], the UAV’s trajectory formulation algo-
rithm is proposed to maximize the lifetime of the network.
In this algorithm, collection points similar with rendezvous
point are selected before constructing the trajectory. After
the collection points are determined, the mobile sink’s trajec-
tory is constructed by visiting all the collection points. In
[32], a rendezvous-based data gathering protocol is pro-
posed. This protocol consists of two steps. The first step is
choosing the appropriate rendezvous point in the WSN.
The second step is an energy-efficient mobile sink path plan-
ning step. The goal of the path planning step is making sure
that as many sensors as possible are near the trajectory. The
authors of [33] propose two trajectory planning algorithms
based on rendezvous point. In this paper, two assumptions
of rendezvous point papers are relaxed. One is the speed of
data generated is the same between the sensors. The other
is the sensors have an infinite buffer size. The authors of
[34] propose a distributed UAV’s trajectory determination
algorithm to maximize the lifetime of a WSN based on game

3Wireless Communications and Mobile Computing



theory and enhanced ant colony optimization technology. By
game theory, the mobile sink finds the best rendezvous point
and the optimal trajectory is calculated by enhancing ant
colony optimization.

However, most of the trajectory planning studies formu-
late the trajectory in the case where sensors uniformly
deployed. If the sensor is placed nonuniformly, the cluster
headers might be closely placed in a specific region. To avoid
this situation, it is necessary to dynamically change the sector
visited by each mobile sink. Therefore, this paper proposes an
algorithm that dynamically changes the sector based on the
location of the cluster header.

3. System Model

In this section, we describe the system model considered in
this paper. We also provide the mathematical problem to
be optimized considering the total amount of consumed
energy in the target WSN. We present basic information
about the kinds of nodes consisting of the WSN. In addition,
we describe two kinds of wireless propagation models used in
this paper. We also define many mathematical models about
cluster, trajectory, and energy. Finally, we formulate a math-
ematical problem. Table 1 describes the notation used in this
paper and the corresponding meaning.

3.1. System Model. We consider a single WSN consisting of
N sensor nodes (SN) and M mobile sinks as the system
model. Figure 1 is a picture depicting the system model con-
sidered in this paper. We define a set, N , as the set of SNs:
f1, 2,⋯,n,⋯,Ng ∈N . We also define a set, M, as the set of
mobile sinks: f1, 2,⋯,m,⋯,Mg ∈M. ψn = ðxn, yn, hnÞ is
defined as a location profile of the nth SN. It is assumed that
all sensors are placed on the ground; that is, the height value,
hn, of all sensors is set as zero. ψmðtÞ = ðxtm, ytm, hmÞ is
defined as a location profile of the mth mobile sink in time
t. We assume that the altitude does not need to be changed
while the mobile sinks are running. We define the location
profile (0, 0, 0) as the center of the WSN. The domain of
the WSN is defined as a circle with the center at (0, 0, 0)
and radius R. By using the location profile of the SNs, we
can calculate the distance between the nth SN and n′th
SN, dn,n′ , as follows:

dn,n′ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xn − xn′ð Þ2 + yn − yn′ð Þ2

q
: ð1Þ

In a similar way, we can calculate the distance
between the mth mobile sink and nth SN in time t, dm,nðtÞ,
as follows:

dm,n tð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xtm − xnð Þ2 + ytm − ynð Þ2 + hmð Þ2

q
: ð2Þ

As mentioned above, it is necessary to grasp the density
of each sensor for the efficient clustering and the trajectory
optimization since we are considering hotspot SN deploy-
ment. We define the density of a SN by using the k-nearest
neighbor function. N n is defined as a set of the x number

Table 1: Notation and description.

Notation Description

N The number of sensors

M The number of mobile sinks

N The set of sensors

M The set of mobile sinks

R Radius of area of the WSN

ψn Location profile of sensor n

ψm tð Þ Location profile of mobile sink m in time t

dn,n′ Distance between sensor n and sensor n′
dm,n tð Þ Distance between mobile sink m and sensor n in time t

N n The set of nearest sensor from sensor n

ϕn,n′ Binary variable to express the near sensor of n

ξn Density value

PLAGm,n tð Þ Ground-to-air propagation model from sensor n to
mobile sink m in time t

PLGG
n,n′ tð Þ

Ground-to-ground propagation model from sensor
n to sensor n′

LFS Free-space propagation model

η Environmental factor of the propagation model

f Center frequency

PTX Transmission power of sensor

Pmin Minimum received signal strength to decode

K The number of clusters

K The set of clusters

δk,n Binary variable to express the cluster header of cluster k

N CH The set of cluster headers

γk,n Binary variable to express the member node of cluster k

Dk
Summation of distance between the cluster header and

all member nodes of cluster k

λmn,n′
Binary variable to express the path of mobile sink m

from cluster header n to cluster header n0
Lm Total trajectory length of mobile sink m

emove Unit energy consumed per unit distance

Emove
m

The amount of consuming energy of the mth
mobile sink

EAG The amount of consuming energy of the cluster header

EGG
n,n′

The amount of consuming energy of sensor node n′
when its cluster header is n

α Scaling factor

LD A list of density value of sensors in an ascending order

LE A list of residual battery of sensors in a descending order

γLD
nð Þ Rank of sensor n in LD

γLE
nð Þ Rank of sensor n in LE
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SNs closest to the nth SN. Using this set, we define a binary
variable ϕn,n′ as follows:

ϕn,n′
1, if n′ ∈N n,

0,  otherwise:

(
ð3Þ

We define the density values of the nth SN,Xn, as follows
using ϕn,n′ and Euclidean distance:

Xn = 〠
n′∈N nf g

ϕn,n′ · dn,n′ : ð4Þ

3.2. Wireless Channel Model. We assume that there are two
types of communication in the considered system model.
One is ground-to-ground propagation, where the member
node SN sends data to its cluster header. The other is
ground-to-air propagation, where the cluster header sends
the collected data to the mobile sink. We use the ground-
to-air propagation model already presented in [35, 36]. If
the nth SN transmits the collected data to the mth mobile
sink in time t, the considered ground-to-air propagation
model, PLAGm,nðtÞ, is as follows:

PLAGm,n tð Þ = LFS + 20 log dm,n tð Þð Þ + η, ð5Þ

where η is an additional attenuation factor determined by the
environment. LFS is a free-space path loss model. This model
with center frequency f is defined as follows:

LFS = 20 log fð Þ + 20 log
4π
c

� �
, ð6Þ

where c is also environmental variable.
We also use the ground-to-ground propagation model

already presented in [36, 37]. When thenth SN transmits a
data to then′th SN, the propagationmodel,PLGG

n,n′ , is as follows:

PLGG
n,n′ tð Þ = −55:9 + 38 log dn,n′

� �
+ 24:5 +

1:5f
925

� �
log fð Þ:

ð7Þ

The SN is the only transmitter of the two kinds of communi-
cation; we only define PTX as transmission power of the SN. In
addition, we define Pmin as the minimum received signal
strength for a successful reception. Overall, we can define a
condition for successful signal reception as follows:

PTX

10PL/10
≥ Pmin: ð8Þ

3.3. Cluster and Trajectory Model. We assume that there are
the K numbers of clusters in the considered system model.
Let us suppose that K is a set of the clusters f1, 2,⋯,k,⋯,Kg
∈K We define a binary variable, δk,n, to express the cluster
header of the kth cluster as follows:

δk,n
1,  if n is the cluster header of cluster k,

0,  otherwise:

(
ð9Þ

We also define a set of cluster headers of all cluster
headers, N CH. In a similar way, we define a binary variable,
γk,n, to express the member nodes of the kth cluster as follows:

γk,n
1,  if n is themember node of cluster k,

0,  otherwise:

(
ð10Þ

We can obtain the sum of the distance between the cluster
header and the corresponding member SNs of the kth cluster,
Dk, as follows:

Dk = 〠
n∈N CH

〠
n′∈N CH\ nf g

δk,n · γk,n′ · dn,n′ : ð11Þ

In order to obtain the trajectory length for each mobile
sink, we first need to define whether there is a trajectory path
between cluster headers. If the mth mobile sink has a path
from cluster header n to another cluster header n′, λmn,n′ is
defined as one. Otherwise, it is defined as zero. Using λmn,n′ ,
we can get the total trajectory length, Lm, of the mth mobile
sink as follows:

Lm = 〠
n∈N CH

〠
n′∈N CH\ nf g

λmn,n′ · dn,n′ : ð12Þ

3.4. Energy Model. In the proposed systemmodel, energy con-
sumption occurs in three cases. One is the energy consump-
tion that the mobile sink generates as it moves along a given
trajectory path. When the trajectory length of the mth mobile
sink is given through (12), the amount of consuming energy of
the mth mobile sink by moving, Emove

m , is defined as follows:

Emove
m = Lm · emove: ð13Þ

Cluster header 
Sensor
Drone

Figure 1: System model.
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emove represents the unit energy consumed per unit dis-
tance. The other two energy consumption cases are caused
by the SN. One of them appears when the cluster header sends
the collected data to the mobile sink. We assume that the
mobile sink comes to the exact location of the cluster header
in order to receive data from the cluster header. Therefore,
the transmission distance when the cluster header transmits
the collected data to the mobile sink is unconditionally hm.
To increase the energy efficiency of the WSN, we assume that
the cluster header sets the transmission power as the mini-
mum strength for the mobile sink to successfully receive data.
By these assumptions, the amount of energy consumed by the
cluster header, EAG, is defined as follows:

EAG = Pmin · 10PLAG/10: ð14Þ

One remaining energy consumption case is when the
member node transmits data to the cluster header. We assume
that all member nodes send data directly to its cluster header
without relaying to mitigate energy hole issues. The same as
(14), it is assumed that the member node sets the minimum
transmission power at which the cluster header can success-
fully receive a signal. By these assumptions, the amount of
energy consumed by member node n, EGG

n,n′ , is as follows:

EGG
n,n′ = Pmin · 10PL

GG
n,n ′

/10
: ð15Þ

By utilizing (13)–(15), we can formulate a mathematical
expression of the total amount of consumed energy in the
WSN as follows:

Etot = 〠
m∈M

Emove
m + K × EAG + α · 〠

k∈K
〠

n,n′∈N
γk,n · γk,n′ · E

GG
n,n′ :

ð16Þ

α is a scaling factor to fairly consider the energy consump-
tion according to the battery capacity of the SN and mobile
sink. Obviously, the absolute energy consumption of mobile
sinks is incomparably large for the consumption of SNs. How-
ever, mobile sinks have a large battery capacity compared to
the SN, and charging is easy due to mobility. On the other
hand, the SN has a very small battery and it is very difficult
to charge or replace the battery. Therefore, it can be consid-
ered that the amount of battery consumed by communication
has a large burden to the SN. Therefore, α is introduced to
compensate for the absolute difference in energy consumption
between the mobile sink and the SN.

Emove
m and EAG + EGG have a trade-off relationship. In

order to reduce the energy consumption of the SN, the size
of the cluster must be made finer to reduce the consumption
caused by the communication between the member node and
the cluster header. However, as the number of cluster headers
increases, the number of points to be visited by the mobile
sink increases. This causes an increase of Lm. On the other
hand, in order to reduce the energy consumption of the
mobile sink, minimizing the Lm by reducing the number of
clusters as much as possible is advantageous. However, it

increases the energy consumption of SNs. Therefore, we need
to investigate this trade-off relationship and find the optimal
cluster number and trajectory.

3.5. Problem Formulation.We intend to determine the num-
ber of clusters to minimize the amount of energy consumed
by WSN components. In addition, we also intend to present
the energy-efficient trajectory of each mobile sink. We also
intend to determine the number of member nodes of all clus-
ters to alleviate the energy hole problem of the cluster header.
Therefore, the following mathematical optimization problem
is presented by using (16):

min
K ,Δ,Γ,Λ

Etot ð17aÞ

s:t: 〠
k∈K

γk,n = 1, ∀n ∈N , ð17bÞ

〠
n∈N

δk,n = 1, ∀n ∈N , ð17cÞ

〠
m∈M

λmn,n′ ≤ 1, ∀n ∈N CH, ð17dÞ

〠
n′∈N CH\ nf g

λmn,n′ = 1, ∀n ∈N CH, ð17eÞ

〠
n′∈N CH\ nf g

λmn′ ,n = 1, ∀n ∈N CH: ð17fÞ

Δ, Γ, and Λ are defined as the cluster header, member
node profile, and trajectory path profile, respectively. Δ and
Γ is a matrix of K ×N . Λ is a matrix of M × K2. Equation
(17b) is a constraint that means that all SNs can belong to
only one cluster. Equation (17c) is a constraint that every
cluster can only have at most one cluster header. Constraint
(17d) means that the path between the nth cluster header
and the n′th cluster header can only be moved by one mobile
sink. Constraints (17e) and (17f) allow the trajectory not to
be scattered into multiple branches but to have only one path.

4. Proposed Method

This section provides a detailed description of the ISCTO
algorithm to solve the presented problem efficiently. We
reformulate the problem to solve (17a) easily. The reformed
problem is divided into sensor clustering problem and trajec-
tory optimization problem. To solve the sensor clustering
problem, we define the cluster header election algorithm con-
sidering the density function defined in (4) and the amount
of residual energy of the battery of the sensors. In the trajec-
tory optimization process, we propose a trajectory path plan-
ning algorithm to minimize the amount of consumed energy
by mobile sinks. Finally, we introduce an algorithm that com-
bines the two proposed algorithms to reduce energy con-
sumption by an iterative way.

4.1. Problem Decomposition. There is an obstacle that the
domain of problem (17a) presented earlier is very wide to
solve the problem directly. In order to determine the number
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of cluster headers, there are a total of N cases ranging from a
minimum of 1 to a maximum of N . If there are k clusters, we
need to examine Nk cases to find the appropriate k cluster
headers among all sensors. Finally, ðk − 1Þk paths should be
considered for trajectory path planning. Consequently, the
domain of (17a) is total Nk+1 · ðk − 1Þk. Therefore, we need
to decompose the problem into two problems in order to
solve the existing problems quickly and efficiently. One is a
problem considering the energy consumption of the SN.
The other is a problem of considering the energy consump-
tion of the mobile sink. The decomposed problem about
minimizing the amount of consumed energy by all SNs is
as follows:

min
K ,Δ,Γ

K × EAG + 〠
k∈K

〠
n,n′∈N

γk,n · γk,n′ · E
GG
n,n′ ð18aÞ

s:t: 〠
k∈K

γk,n = 1, ∀n ∈N , ð18bÞ

〠
n∈N

δk,n = 1, ∀n ∈N : ð18cÞ

In a similar way, the decomposed problem of mobile sink
energy consumption is as follows:

min
Λ

〠
m∈M

Emove
m ð19aÞ

s:t:  〠
m∈M

λmn,n′ ≤ 1, ∀n ∈N CH, ð19bÞ

〠
n′∈N CH\ nf g

λmn,n′ = 1, ∀n ∈N CH, ð19cÞ

〠
n′∈N CH\ nf g

λmn′ ,n = 1, ∀n ∈N CH: ð19dÞ

Despite going through the decomposition process, the
domain is still very large to solve both problems directly.
In particular, (19a) is a famous NP-hard problem that can
be reduced to a traveling salesman problem [38]. Therefore,
we first propose an algorithm to select the appropriate clus-
ter header SN while gradually increasing the K value from
the minimum value. Also, we present the energy-efficient
trajectory path planning algorithm of mobile sinks using
the cluster header SN given as the result of the aforemen-
tioned algorithm.

4.2. Sensor Clustering. As mentioned earlier, we need to
devise an algorithm to solve problem (18a) easily because
the domain is still very large to solve directly. We propose
an algorithm to minimize the energy consumption of all
SNs by forming sensor clusters and finding a suitable cluster
header. Algorithm 1 shows the pseudocode of the sensor
clustering algorithm.

Before we explain the procedures of the algorithm, we
need to figure out which SN is suitable to be a cluster header.
We consider the density value defined by (4) and the amount
of residual energy of all SNs in selecting a suitable cluster

header. It can be said that the SN is suitable for becoming a
cluster header in the following situations. In terms of density,
it is better that a SN which can minimize Dk becomes the
cluster header to reduce the amount of energy that member
nodes consume by transmission. In terms of residual energy,
a SN with larger residual energy is good for a cluster header
so that data transmitted by a large number of member nodes
can be successfully received without discharge. We define LD
as a list in which all SNs inN are sorted in an ascending order
by density value,Xn. In a similar way, we define LE as a list of
all SNs in N sorted in a descending order by residual battery.
We define γLD

ðnÞ and γLE
ðnÞ as a rank using the order of a

specific SN n in the two lists of a specific SN, LD and LE .
We get the sum of the two ranks, γLD

ðnÞ + γLE
ðnÞ of all

SNs. A SN n with the smallest sum of ranks is a suitable SN
for cluster header. The SN is selected as a cluster header.

The proposed algorithm works in the following order. If
there is no cluster header already placed, that is, K = 0, the
number of cluster headers of the same number as the
mobile sink, M, is selected in the order of the lowest sum
of the two ranks defined above. The reason for selecting
the first M cluster header is to form the trajectory sector
of each mobile sink, which is explained in detail in Section
4.3. If there are previously formed cluster headers, that is,
k ≥M, an additional cluster header is selected. Unlike the
initial M cluster header selection, the newly selected cluster
header is selected of a SN with the lowest sum of ranks in
the cluster with the most member nodes among the existing
clusters. The reason of this procedure is to mitigate the
energy hole issue. The header of a cluster with the most
member nodes increases the battery consumption due to
data reception compared to other headers. Therefore, the
more the member nodes, the faster the header battery is

Input : Δ, Γ, K
Output: Δ, Γ
1 Make LD, LE
2 for n ∈N do
3 Obtain rLD

ðnÞ, rLE
ðnÞ

4 end
5 if K =M then
6 Find M number of n with lowest rLD

ðnÞ, rLE
ðnÞ

7 for n with lowest rLD
ðnÞ, rLE

ðnÞ , and k ∈K do
8. δk,n = 1
9 end
10 end
11 if K! =M then
12 Find k with most number of member nodes
13 Find n with lowest rLD

ðnÞ, rLE
ðnÞ in k

14 δk,n = 1
15 end
16 for n ∈N do
17 Update γ with shortest dn,n′ , n′ ∈N CH

18 end
19 return Δ, Γ

Algorithm 1. Density-battery coupled sensor cluster algorithm.
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discharged, so it is necessary to disassemble the cluster. If
cluster headers are selected through the above-mentioned
process, all remaining SNs form a cluster by belonging to
the shortest dn,n′ cluster header.

4.3. Trajectory Optimization. The trajectory optimization
given by (19a) is a famous NP-hard problem, and we need
to devise an algorithm for trajectory optimization. Fortu-
nately, the ant colony optimization can be a good solution
to find the minimum length of the trajectory. We form the
mobile sink trajectory using the ant colony optimization.
The remaining task is to determine the cluster headers that
each mobile sink should visit. To solve this problem, a
sectorization-based technique is proposed to determine the
coverage of each mobile sink in the entire network. It is
assumed that each mobile sink visits all cluster headers in
its own sector. Also, we propose an algorithm that adjusts
the sector to find the optimal trajectory when a new cluster
header is added by the algorithm mentioned in Section 4.2.

Algorithm 2 shows the pseudocode of the trajectory opti-
mization algorithm. If the firstM cluster header is selected by
the sensor clustering algorithm, one mobile sink is matched
for each cluster header. At this time, the first sector of each
mobile sink should be formed based on the location of the
cluster headers. We make line segments so that both ends
are the center of the WSN and the location of each cluster
header n. In addition, we make line segments that bisect the
angle formed by neighboring segments by the length of R
starting from the center of the WSN. The arc formed by the
segments of the length of R becomes the initial sector in
charge of each mobile sink. sm is the sector of mobile sink
m, and θm is the central angle of arc-shape sector sm.

When a new cluster header appears by the clustering
algorithm, it is inevitably included in an area of one sector
among previously set sectors. In this case, we define two cases
named C1 and C2. First, C1 is a case in which the mobile sink
in charge of the sector including the added cluster header
visits the newly added cluster header. In this case, the trajec-
tory length of mobile sinks in charge of other sectors does not
change. LC1m is defined as the trajectory length of mobile sink
m in case C1. LC1 is defined as the sum of the trajectory
lengths of all mobile sinks calculated in case C1:

LC1 = 〠
m∈M

LC1m : ð20Þ

C2 is defined as adjusting the sector boundary. At this
time, the way to adjust the sector is as follows. A sector with
a new cluster header is defined as a source sector, and a sector
with a small central angle of arc among two neighboring sec-
tors is defined as a destination sector. The boundary adjust-
ment between sectors is a method of moving one cluster
header from the source sector to the destination sector and
adjusting the boundary of the sector accordingly. The cluster
header to be moved to the destination sector is defined as the
cluster header having the shortest Euclidean distance from
the boundary of two neighboring sectors. After the sector
boundary adjustment is completed, the trajectory length of
all mobile sinks is calculated. Mobile sinks in charge of other

sectors except for the source sector and destination sector do
not have a change in trajectory length. LC2m is defined as the
trajectory length of mobile sinkm in case C2. The total trajec-
tory length at this case is defined as

LC2 = 〠
m∈M

LC2m : ð21Þ

The values of LC1 and LC2 are compared to determine the
final trajectory. In this case, since the case with a smaller
value reduces the amount of energy consumed by the mobile
sink, the case is presented as the output of the algorithm. The
sector adjustment method is explained in Figure 2. Number 1
is when the first M cluster headers appeared. In case 2, the
first sector is created based on the location of the firstM clus-
ter headers. In case 3, a new cluster header has appeared. 4-1
is the process of calculating LC1, and 4-2 is the process of cal-
culating LC2. Finally, number 5 is the result of calculating the
final trajectory.

Input : Δ,Λ, K
Output: Λ
1 if K =M then
2 for n ∈N CH andm ∈M do
3 λm0,n = 1 and λmn,0 = 1
4 Forming sm
5 Calculating θm
6 Lm = 2 ×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2n + y2n

p
7 end
8 end
9 if n ∈N CH has no λm = 1∀m ∈M then
10 Find sm included ψn

11 Update ΛC1

12 for m ∈M do
13 Calculate LC1m
14 end
15 LC1 =∑m∈MLC1m
16 ssrc = sm
17 sdest =m′ which min fθm−1, θm+1g
18 Find n′ ∈ ssrc which has shortest Euclidean

distance
19 ssrc removes n′
20 sdest includes n′
21 Update ΛC2

22 for m ∈M do
23 Calculate LC2m
24 end
25 LC2 =∑m∈MLC2m
26 if LC1 ≥ LC2 then
27 Λ =ΛC2

28 end
29 if LC1 < LC2 then
30 Λ =ΛC1

31 end
32 end
33 return Λ

Algorithm 2. Arc-shape sector boundary adjustment.
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As a special case, there is a case where all cluster headers
of the source sector are delivered to the destination sector as a
result of the sector boundary adjustment. This special case is
shown in Figure 3. In other words, it means the case where
the mobile sink in charge of the source sector does not take
off. This occurs when all the cluster headers of the source sec-
tor are included in the area that goes to the destination sector.
Assuming that the trajectory length at this case is calculated
as the output of the algorithm. If the next new cluster header
appears, C1 and C2 are defined as follows. C1 is defined as
the situation in which trajectory is designed without sector
adjustment as before. C2 is defined as a case in which a clus-
ter header is newly allocated to a mobile sink that has not
taken off in the previous step. The sector boundary adjust-
ment and trajectory are calculated according to this case
instead of setting a neighboring sector as a destination sector.

4.4. ISCTO: Iterative Sensor Clustering and Trajectory
Optimization. Using the algorithms proposed in Sections
4.2 and 4.3, we propose a sensor clustering and trajectory
optimization algorithm to minimize the energy consump-
tion, which is named ISCTO. As mentioned earlier, there is
a trade-off relationship between the amount of energy con-
sumption by the SN and mobile sink due to the different
trends according to the value of K . Therefore, we find that
trade-off point through an iterative approach.

Algorithm 3 shows the pseudocode showing the opera-
tion procedure of ISCTO. We define the initial Δ, Γ and Λ
as follows:

Δ 0ð Þ = 0∣∀δk,n, k ∈K , n ∈N
� �

,

Γ 0ð Þ = 0∣∀γk,n, k ∈K , n ∈N
� �

,

Λ 0ð Þ = 0∣∀λmn,n′ , k ∈K , n ∈N CH
n o

:

ð22Þ

1 2 3 5

4 –2

4 –1

Figure 2: Procedure of modifying the territories of each sector.

Figure 3: Special case of sector adjusting.

Input : N ,M,Ψ,K = ϕ
Output: K , Δ, Γ,Λ
1 Initialize Δ, Γ,Λ as Δð0Þ, Γð0Þ,Λð0Þ
2 K =M
3 Δð1Þ, Γð1Þ = Algorithm1ðΔð0Þ, Γð0Þ, KÞ
4 Δð1Þ = Algorithm2ðΔð1Þ,Λð0Þ, KÞ
5 Eold

tot = calculateEtotðK , Δð1Þ, Γð1Þ,Λð1ÞÞ
6 t = 2
7 while Enew

tot ≤ Eold
tot do

8 K = K + 1
9 ΔðtÞ, ΓðtÞ = Algorithm1ðΔðt − 1Þ, Γðt − 1Þ, KÞ
10 ΛðtÞ = Algorithm2ðΔðtÞ,Λðt − 1Þ, KÞ
11 Enew

tot = calculateEtotðK , ΔðtÞ, ΓðtÞ,ΛðtÞÞ
12 if Enew

tot = Eold
tot then

13 Eold
tot = Enew

tot
14 Enew

tot = 0
15 t = t + 1
16 end
17 end
18 return K − 1, Δðt − 1Þ, Γðt − 1Þ,Λðt − 1Þ

Algorithm 3. ISCTO.

Table 2: System parameters.

Notation Value

N 50-400

M 3, 5

R 500 (m)

hm 50, 100 (m)

x 10

f 1 (GHz)

c 0.6

η 1

PTX 10 (dBm)

Pmin -70 (dBm)

emove 10−5

α 54
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First,M initial cluster headers must be set to formM sec-
tors. If initial M cluster headers are given, M initial sectors
are formed based on the location of the cluster headers. Based
on the two algorithms, the energy consumption Etot is calcu-
lated using the given sensor cluster and trajectory. At this
time, Etot is defined as the first E

old
tot . If E

old
tot is defined, we have

to process the sensor cluster algorithm again, select one new
cluster header, and perform trajectory optimization by con-
sidering the newly added cluster header. The next step is to
calculate the energy consumption Enew

tot using the newly
obtained sensor cluster and trajectory. Then, the values of
Eold
tot and Enew

tot are compared. If Eold
tot is higher, it means that

the new cluster header and trajectory represent better energy
efficiency. Therefore, Eold

tot is overwritten with E
new
tot . After that,

the algorithm goes back to the sensor cluster algorithm and
add a new cluster. If Eold

tot has a value lower than Enew
tot , this

algorithm is ended. The sensor cluster and trajectory from
the last step are derived as the output of the entire algorithm.

The ISCTO algorithm forms clusters independently of
the mobility of mobile sinks to improve energy efficiency in
hotspots where the SN is densely located. As the defined den-
sity value in (4) is smaller, the probability of being selected as
a cluster header increases, so a relatively large number of
clusters are formed in the hotspot. It is possible to mitigate
the energy hole issue of the cluster header by inducing that
cluster headers in charge of hotspot and nonhotspot have

similar member nodes. In order to improve the energy effi-
ciency of the mobile sink, the ISCTO algorithm divides the
entire network into M sectors to form the trajectory of the
mobile sink. The mobility of the mobile sink is dependent
on the location of the cluster headers located in its own
sector.

5. Performance Evaluation

In this section, we present the performance of the proposed
algorithm through simulation. The simulation environment
performed is described. We consider two uneven sensor
deployment scenarios. One is the fully random deployment
of sensors. The other is a hotspot scenario where the majority
of sensors are placed in a specific area. We present each per-
formance in each sensor node deployment scenario. Finally,
we present a graph analyzing the running time of the pro-
posed algorithm.

5.1. Simulation Environment.We create a simulation to dem-
onstrate the performance of the ISCTO. Table 2 shows the
system parameters used in the created simulation. System
parameters are determined based on [39, 40]. The values of
all graphs are the average values of 10,000 times of experi-
ments with the changing deployment of sensors. We consid-
ered two SN deployment scenarios. One is a scenario in
which SNs are completely randomly deployed in the entire
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Figure 4: Clustering example of random deployment.
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area of the WSN and is called a “fully randomly deploy-
ment” scenario. The other is a scenario where many SNs
are placed in a specific area of the entire area of the WSN,
which is called a “hotspot deployment” scenario. For the
“hotspot” scenario, we experiment by placing 50% of the
SN in the 1/4 area of the WSN.

5.2. Amount of Energy Consumption. Figure 4 shows the clus-
tering transition for each iteration when N = 200 in a fully
random deployment scenario. Figure 4(a) is the clustering
result at the first iteration. The number of the first cluster is
3 because of the initial process of the sensor clustering algo-
rithm whenM = 3. Figure 4(b) is the result of the second iter-
ation. In this figure, we can confirm that the new cluster head
is separated from the green cluster head which had the most
member nodes. Additionally, we can see that the cluster has
been adjusted as a result. Figure 4(c) is the state at the end
of sensor clustering; this example shows that the total of 6
clusters is formed. Figure 5 depicts the trajectory of each
mobile sink formed in Figure 4. Each mobile sink trajectory
is identified by the color of the arrow. Figure 5(a) is the situ-
ation where the firstM cluster header is formed; each mobile
sink is configured to handle one cluster header. Figure 5(b)

shows the updated trajectory after the new cluster header
was created. In this example, the black arrow means the
source sector, and the red arrow means the destination
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Figure 5: Trajectory example of random deployment.
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sector. In this situation, due to the fact that C2 returned a
shorter trajectory, one cluster header was moved closest to
the destination sector in the source sector. With repetition
of the aforementioned process, we obtain the final trajectory
like Figure 5(c).

Figure 6 shows the graph of the transition of Etot accord-
ing to the change of N in the random deployment scenario.
The graph contains the results of experiments on four cases
according to changes in the number of the mobile sink, M,
and the altitude, h, of the mobile sink. It can be said that as
the number of SNs increases, Etot increases. The reason for
M = 3 showing a lower result compared to M = 5 is that
Emove increases with the increasing of M. It can be said that
the altitude does not significantly affect the overall result. If
the value of K is not extremely large, it can be said that the
term EAG does not play a large part in the result.

Figure 7. shows the cluster formation process for each
iteration in a hotspot deployment scenario. In this example,
it can be seen that the hotspot is formed at the upper left of
the WSN. Since the density value, X , is considered in the
process of determining the cluster header, it can be seen that
the sensor belonging to the hotspot was continuously deter-
mined as the cluster header in the beginning. In Figure 7(b),
the first cluster header that does not belong to the hotspot is
selected as a brown cluster. Figure 8 shows the trajectory for-
mation process for each mobile sink in Figure 7. As it can be

seen in Figure 7, there is a probability which the number of
the cluster headers in charge of mobile sinks can be unbal-
anced as many cluster headers are generated in the hotspot.
In this example, it can be seen that the mobile sink, which
follows the red arrow, is in charge of more than two or three
cluster headers than other mobile sinks. However, the sector
area between mobile sinks is adjusted to have a uniform cen-
tral angle as much as possible, so that the total length of tra-
jectory for each mobile sink is set to be balanced.

Figure 9 is the graph showing Etot according to the
change of N in the hotspot deployment scenario. The exper-
iment also compared the results of the four cases according to
the changes of M and h. Most of the trend of performance
value change shows the same trends shown in the random
deployment scenario, though it shows a higher result value
compared to the random deployment scenario. This is
because hotspot deployment scenarios tend to create more
clusters than random deployments. As the number of clus-
ters increases, the trajectory length of the mobile sink also
increases, and this causes an increase in the result.

5.3. Distribution of Member Node. We present the distribu-
tion of cluster member nodes as a performance indicator
associated with the energy hole issue. We investigate the dis-
tribution of member nodes by cluster after experiments in
two SN deployment scenarios when M = 3 and M = 5.
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Figure 7: Clustering example of hotspot deployment.
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Figures 10 and 11 represent the CDF of the number of mem-
ber nodes for each cluster whenN = 200andN = 400, respec-
tively. As the graph is directed to the left, it means the

average number of member nodes in the cluster is less. Both
graphs show the same trend regardless of N . Also, in the
case of the same SN deployment scenario, it can be seen that
the larger the M, the fewer the member nodes. The reason
for this result is based on the beginning mechanism of pro-
posing sensor clustering algorithm. The sensor clustering
algorithm creates the firstM cluster at the beginning. There-
fore, the larger the M, the more clusters can be formed. As
more clusters are formed, the number of member nodes will
naturally decrease. Therefore, larger M tends to include
fewer member nodes.

In the case of the same number ofM, the trend of having
fewer member nodes in the hotspot deployment than in the
random sensor deployment can be seen. In the hotspot
deployment scenario, most of the cluster headers are gener-
ated in the hotspot due to γLD

.
Although most of SNs are in the hotspot, hotspot clusters

are more finely divided as many cluster headers are gener-
ated. This results in creating clusters with fewer member
nodes on average in hotspot deployments. In addition, as
mentioned above, the tendency for more clusters to occur
in a hotspot deployment scenario is also a reason for the clus-
ter to have fewer member nodes.
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Figure 8: Trajectory example of hotspot deployment.
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On the other hand, the distribution of the number of
member nodes in the two deployment scenarios crosses
around 1/4 ·N points. The reasons for this result are as fol-
lows. In a random deployment scenario, sensors and cluster
headers are relatively evenly distributed. There is low proba-
bility that numerous member nodes are included with bias in
one cluster. However, in a hotspot deployment, due to γLD

,
only a small number of clusters are created in a region out-
side the hotspot which causes the number of member nodes
gathered in one cluster.

5.4. Time Complexity Analysis. To show the running time of
the proposed algorithm, we experiment the average number
of iteration until the algorithm ended according to changes
in N . The same as the above experiment, we investigate in
two SN deployment scenarios when M = 3 and M = 5.
Figure 12 is a graph presenting the number of iterations. In
the case of the same M, it can be seen that iteration takes
more in the hotspot than in the random deployment. As

shown in Figure 7, the reason is that the cluster header is con-
tinuously generated only at the hotspot. If the newly gener-
ated cluster header is not far from the previously generated
cluster header, this means that the previously formed trajec-
tory also does not need to be significantly changed. This
means that even if a new cluster header is generated, the
reduction amount of Emove does not occur significantly.
Because of this, the proposed algorithm causes more iteration
in the hotspot deployment environment.

Interestingly, depending on the change of the value ofM,
the trend of the iteration number changes differently. In the
random deployment scenario, the larger the M, the lesser
the iteration results. This is because when the M clusters
are initially formed, the cluster headers are not biased to
one place. Therefore, the benefit of EGG obtained by adding
the cluster header is not significantly large. On the other
hand, in the hotspot deployment scenario, when the initial
M clusters are formed, cluster headers are intensively gener-
ated in the hotspot. The EGG generated when a new cluster
header is created in the nonhotspot area is significantly large.
Therefore, it runs more iterations.

In addition, we can infer that the average number of
cluster headers generated by the ISCTO is (M + the number
of iteration) through the graph.

6. Conclusion

We propose a sensor clustering and trajectory path planning
algorithm named ISCTO for uneven SN deployed WSN with
multiple mobile sinks. This algorithm iteratively performs
two stages of sensor clustering and trajectory optimization
to minimize the amount of energy consumed by WSN com-
ponents. In the sensor clustering phase, two rankings are
defined using density function and residual battery level.

Whenever a new cluster header is needed, the SN with the
lowest sum of rankings is added as a new cluster header. In
trajectory optimization, WSN is divided into several sectors
to minimize the amount of energy that the mobile sink con-
sumes. Whenever a new cluster header is created, consider
the two cases defined and find the case that shows the shorter
trajectory length. We show the performance of the ISCTO
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algorithm through simulation. In the future, we will improve
the proposed algorithm to support the one million devices
per 1 square of kilometer situation, which is a requirement
of 5G mMTC.

Data Availability

We create a simulation to demonstrate the performance of
our proposed algorithm.
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The technological breakthrough of the Internet of Things (IoT) drives the emergence of a wide scope of smart IoT solutions in
different domains. Advancing the different technological aspects of these solutions requires effective IoT implementations and
experimentations. This is widely addressed following low-cost and scalable methods such as analytical modeling and simulation.
However, such methods are limited in capturing physical characteristics and network conditions in a realistic manner.
Therefore, this paper presents an innovative IoT testbed system which facilitates practical experimentation of different IoT
solutions in an effective environment. The testbed design was developed towards a general-purpose multidimensional support of
different IoT properties including sensing, communication, gateway, energy management, data processing, and security. The
implementation of the testbed was realized based on integrating a set of robust hardware components and developing a number
of software modules. To illustrate its effectiveness, the testbed was utilized to experiment with energy efficiency of selected IoT
communication technologies. This resulted in lower energy consumption using the Bluetooth Low Energy (BLE) technology
compared to the Zigbee and 6LoWPAN technologies. A further evaluation study of the system was carried out following the
Technology Acceptance Model (TAM). As the study results indicated, the system provides a simple yet efficient platform for
conducting practical IoT experiments. It also had positive impact on users’ behavior and attitude toward IoT experimentation.

1. Introduction

Internet of Things (IoT) is a technological move towards
effective convergence of the physical and digital worlds. It
starts to significantly influence our daily lives as it finds its
way into different governmental, industrial, and commercial
domains. Nowadays, there is a growing interest in IoT devel-
opment considering different applications such as smart
home, e-healthcare, and intelligent transportation systems.
Real deployment of IoT systems becomes widespread in dif-
ferent regions of the globe. The number of IoT-enabled
objects is increasing to reach high figures in the near future.

Along with the rapid development of the IoT technology,
wide range of IoT solutions has emerged. On the other hand,
advancing the different technological aspects of IoT becomes
a trend research direction. Different research questions have
been raised up in a broad array of IoT applications. These are
related to different aspects such as which and how IoT com-
munication technologies should be set up, what and how IoT

data should be collected and processed, and where IoT nodes
should be positioned. However, such considerations critically
require effective testing and experimentation.

There are a number of methods that can be adopted for
this process. The most common ones are analytical model-
ing, simulation, and testbed experimentation. Analytical
modeling relies on mathematical and statistical methods,
whereas simulation is widely adopted as a low-cost and flex-
ible experimentation approach. However, these methods
have well-known limitations as they rely on modeling physi-
cal characteristics and reflecting physical phenomena using
approximations and simplifications. This makes it complex
to capture all natural hardware characteristics and realistic
network conditions. It is challenging for simulation software
to efficiently well-handle imperfections in radio communica-
tion, hardware interaction, sensing, and network traffic.
Therefore, the need for IoT implementation and evaluation
in a natural and real environment is evident. Having experi-
mental IoT setups developed using physical IoT components
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with real IoT data traffic is a more effective experimentation
approach. Although it comes with a cost in terms of money
and time, building IoT testbed systems would allow increas-
ing the realism of testing environment and improving the
credibility of the evaluation process.

On the other hand, building a motivating academic and
research environment is important for advancing the process
to a further limit. This is one of the main strategic objectives
towards which the College of Computer in Qassim Univer-
sity strives. Accordingly, a number of academic resources
have been made available and a variety of research activities
has been supported. However, there are still no customized
facilities available to support IoT research and education in
the college. Researchers usually have to build their own
experimental IoT setups for carrying out certain implemen-
tation and testing procedures. Educators have limited
resources to acquire hands-on experience and interactive
learning when it comes to practical IoT concepts. Given the
growing interest in IoT technology, having a general-
purpose and open-access IoT testbed would provide collabo-
rative research environment and interactive learning plat-
form. It can be, for example, utilized to investigate IoT
communication technologies, study IoT network perfor-
mance, test IoT security techniques, prototype IoT applica-
tions, and analyze IoT data. Developing an IoT testbed is
envisaged to open the door for different opportunities
including multidisciplinary cooperation. It is a cost-effective
and time-saving approach to effectively promote IoT
research and education.

Such a challenge is addressed in this paper which pre-
sents the design and implementation of a practical testbed
system for IoT experimentation. It represents a step forward
towards moving IoT experimentation to a more realistic and
practical level. The main contribution of the proposed
testbed system is the novel multidimensional support provid-
ing the following:

(i) An IoT experimentation facility for effective testing
of different IoT aspects in a realistic and controlled
environment. It can be practically utilized to experi-
ment with IoT networking considering a number of
IoT communication protocols. It also supports IoT
experimentation targeting IoT data processing, gate-
way operations, cloud integration, node deployment,
and security

(ii) An educational platform for practical and interac-
tive IoT teaching-learning process. It can be easily
implemented for practical teaching of different
IoT concepts and technologies in addition to
enabling interactive and practice-based IoT
education

The testbed also features a novel combination of a num-
ber of characteristics including the following:

(i) General-purpose multidimensional support of dif-
ferent IoT properties (sensing, communication,
gateway, energy management, data processing,
and security)

(ii) Scalable, portable, and simple system architecture

(iii) Cost-effective design and implementation using
Commercial Off-The-Shelf (COTS) components

(iv) Effective support of a wide range of IoT communi-
cation technologies (BLE, Zigbee, 6LoWPAN, and
LoRaWAN)

(v) Easy integration of different sensor devices

(vi) Cloud integration

(vii) Effective IoT data visualization

(viii) Flexible access to the testbed using a web interface
and API calls

(ix) Easy implementation of a wide range of IoT
applications

(x) Support of node mobility

The testbed was built based on effective design consid-
ering high levels of simplicity, scalability, usability, porta-
bility, and cost-effectiveness. The main focus was on the
realization of a ready-to-use and easy-to-control multidi-
mensional testbed for time-saving and cost-cutting IoT
experimentation. The testbed implementation was realized
based on integrating a set of well-known hardware compo-
nents and developing a number of software modules. The
efficiency of the testbed to implement and run different
IoT experiments is illustrated in this paper by a simple
IoT use case. The evaluation of the system was conducted
using the Technology Acceptance Model (TAM). As the
results indicated, the system provides simple-to-use and
efficient facility for effective IoT testing. It is also evident
that the system succeeded in promoting positive attitudes
towards practical IoT experimentation and attractive facil-
ity for future IoT testing.

In the following section, a summary of the related work is
provided. Section 3 presents a technical overview of the IoT
technology is presented. In Section 4, the main requirements
of the proposed testbed system are discussed. Sections 5 and
6 present the system design and implementation of the pro-
posed IoT testbed, respectively. Section 7 illustrates some
example use cases of the testbed. A description of the system
evaluation and discussion of the results are presented in Sec-
tion 8. Section 9 is the conclusion to this paper.

2. Related Work

The research community has realized the evolving IoT tech-
nology and recognized the need for effective IoT experimen-
tation. As indicated in [1], it is a common research practice
for the simulation-based IoT studies to be validated with
physical testbed experimentation. There have been a number
of research efforts made to develop and deploy different
physical IoT experimentation testbeds. Most of these testbeds
were made publically available and openly accessible with
varying facilities and functionalities. This has led to the emer-
gence of new concepts in regard to IoT experimentation.
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These include the IoT Testbed-as-a-Service (TaaS) [2] and
Experiment-as-a-Service (EaaS) [3].

In [4], a small-scale testbed with cost-effective and easy-
to-build design was presented. It was deployed at the building
of Electrical Engineering Department of the University of
North Texas. The design of the testbed was based on a single
base station and a set of sensor nodes running the Zigbee
protocol and having different sensors. In addition, a number
of software components for sensor data transmission, gate-
way functionality, database management, and user interface
were implemented.

The Twonet testbed was proposed in [5] with a large-
scale design. It was deployed throughout a university build-
ing of four floors. The main objective of Twonet is supporting
multichannel wireless sensor networking. The design of
Twonet is based on three-tier architecture. At tier 1, a Linux
PC server exists to control testbed access and experimenta-
tion through a custom web interface. It also has a set of 20
Raspberry Pi nodes, interconnected using PoE switch, as
proxies at tier 2 for collecting debug logs and sensor node
data. Each proxy interconnects a set of sensor nodes (at tier
3) implemented using Opal sensor devices.

Another large-scale testbed is SmartCampus [6] located
in the Centre for Communication Systems Research (CCSR)
building at the University of Surrey, UK. It was developed as
part of the European SmartSantander experimental facility
[7]. It was deployed across an entire building of three floors
in a real-world environment with realistic operational condi-
tions. The testbed had a user-centric design which enables
effective study of user behavior in IoT environments and
the efficiency of loT solutions. The testbed was designed fol-
lowing a 3-tier model connecting a number of IoT nodes to
different gateways to be then connected to a cloud. Each
IoT node was implemented using a TelosB mote with differ-
ent sensors and a IEEE 802.1 5.4 radio module. The testbed
also incorporates 30 Android Smartphone carried by the
users and connected to the gateways. The testbed relies on a
management framework for configuring and controlling its
functionalities. It provides a user interface enabling resource
discovery and reservation, topology display, experiment con-
figuration and execution, and data analysis.

In [8], the testbed was built with a small-scale setup and
designed for different IoT application domains. The main
objective of the testbed is providing a low-cost, reliable, and
customizable testbed. It enables low power consumption, test
repeatability, and code portability. The testbed design is
based on a number of sensor nodes wirelessly connected a
dedicated gateway using nRF24L01+ chipsets with low power
consumption. The sensor nodes and gateway were imple-
mented using Arduino UNO and Arduino DUE, respec-
tively. The gateway is connected to a server which runs
three software components: Python adapter server, Apache
web server, and MySQL database server.

Supersensors were presented in [9] as a campus-wide
testbed for the University of Glasgow. It was based on a dis-
tributed data collection system with flexible and scalable
microcomponent design architecture. The testbed can be
used for implementing different use cases for smart campus
development. The testbed architecture is composed of a

number of sensor nodes (Raspberry Pi with a set of sensors)
connected to a central server. The sensor nodes run different
daemons for real-time sensor data collection and network
connectivity establishment. At the server side, a publish/sub-
scribe model with a queuing system is implemented for effec-
tive real-time data processing and storage in a database. The
Protocol Buffers language (proto3) is also used for serializing
and parsing data. In addition, a heartbeat mechanism is
implemented in the server to enable remote health and avail-
ability monitoring as well as reprogramming and configura-
tion of the sensor nodes. The server provides a user
interface allowing users to access node and sensor data using
REST APIs.

In [10], another IoT testbed deployed at Okayama Uni-
versity of Science across a five-floor academic building was
presented. The testbed was constructed using a set of Note
PCs and Raspberry Pi devices. A Distributed Internet Traffic
Generator software was implemented to generate different
types of network data traffic in the testbed. It was also used
to obtain information about different metrics in regard to
data transmission. The testbed enables effective evaluation
of IoT protocols and algorithms considering different realis-
tic networking scenarios and parameters.

In [11], an IoT testbed was developed for dependability
competition to quantitatively test low-power wireless sensing
systems in environments with high radio interference. The
testbed was deployed using a number of TelosB devices with
low-power wireless radios in a building at Graz University of
Technology in Austria. A Raspberry Pi running a control
software is interfaced with each TelosB device using an
open-hardware interface board capable of energy consump-
tion monitoring. Users can load their binary images into
the boards to run IoT experiments for certain duration. The
system provides different performance measures such as
delay, consumed energy, and reliability.

An IoT testbed developed following a minimalistic
approach to maintain cost-effective implementation was pre-
sented in [12]. It was deployed at the Inria Paris across two
multistory buildings. The testbed was built using a set of
nodes; each has a number of components contained in an
OtBox. These include Raspberry Pi, multiple OpenMote
devices, and a screen. Each OtBox has a testbed control soft-
ware running on the Raspberry Pi and connecting to an
MQTT broker using WiFi connectivity. Users can use APIs
for mote configuration and OtBox management. They also
can use the screen to interact with the system using a web-
based user interface with a dashboard running as a service
on IBM Cloud. The testbed is an open-source and open-
hardware system which provides open and remote access.

In [13], the MakeSense testbed which enables real-life
and large-scale IoT experimentation for social research was
introduced. It enables real-time indoor activities monitoring
and situation-aware applications. The testbed design is based
on a scalable and flexible client-server model. A set of sensor
nodes were deployed as clients and connected to a server
using the Lightweight Machine-to-Machine protocol
through Broadband Internet. The server is hosted in the
cloud for better IoT data analysis and visualization. The
testbed provides API access to sensor nodes for remote
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management and configuration of available resources. The
testbed features different security implementations including
the Datagram Transport Layer Security (DTLS), preshared
key authentication, and data encryption using Advanced
Encryption Standard (AES).

An online testbed for large-scale LoRa experimentations
deployed across multiple apartments and buildings was pre-
sented in [14]. It has a three-layer design architecture. These
are the node, gateway, and cloud server layers. At the node
layer, a set of Raspberry Pi were implemented and powered
using power banks and solar energy. The gateway node at
the next layer is responsible for packet forwarding from the
nodes to the server. The server layer provides different func-
tionalities including user management, system control, and
job schedule. The testbed provides web-based user interface
enabling users to configure the nodes and receive real-time
experimentation display.

In [15], an IoT testbed targeting effective combination of
IoT technologies and web technologies was presented. It was
deployed in a home environment for monitoring and con-
trolling different physical parameters. It has a three-layer
architectural design which includes the sensing, middleware,
and application layers. A set of sensor nodes were imple-
mented using Arduino devices at the sensing layer. These
nodes collect and send IoT data to a gateway PC (at the mid-
dleware layer) using the Zigbee protocol. At the application
layer, a web server was implemented to enable user access
and system configuration using HTTP.

Table 1 summarizes and compares these testbed systems
with the proposed one. It can be noticed that most of the pre-
sented IoT testbeds target specific IoT communication tech-
nologies, sensors, and applications. This work factors in the
diversity of IoT technology and the variety in IoT setups
and properties. The focus is on facilitating general-purpose
and multidimensional support of IoT experimentation while
considering different IoT applications. It also envisages the
importance of developing an IoT testbed platform for
advancing research activities in the College of Computer at
Qassim University. The main focus is to build a system that
will provide researchers with an efficient IoT facility to pro-
mote more effective IoT experimentation.

3. IoT Overview

The IoT technology enables merging the physical and virtual
worlds by interconnecting most of the physical objects
around us to the Internet. It extends computing capability
and network connectivity to everyday objects and enabling
them to generate and disseminate data. These objects could
include home appliances, wearable devices, medical equip-
ment, and vehicles.

IoT systems are based on the combination of different
technological domains such as sensor technologies, network-
ing protocols, embedded systems, cloud integration, data
processing, and communication technologies. The IoT tech-
nology makes a great push towards digital intelligence and
smart control and automation with less human intervention.

The IoT technology opens the horizon for a wide scope of
smart applications in different domains such as transporta-

tion, healthcare, agriculture, utilities, and surveillance. Smart
city is an example of IoT application that can be applied to
realize better management of different aspects such as street
light, traffic, and daily services. Another example application
is fleet management which enables real-time tracking of fleet
assets. In addition, IoT can also be applied for healthcare
applications to develop remote patient monitoring and alert-
ing systems.

Most of the IoT applications require large deployment of
interconnected IoT nodes as presented in Figure 1. These
nodes are usually implemented with small-sized devices lim-
ited in computation, memory, and energy resources. Wireless
sensor networks are typically established among these nodes
to be then connected to the Internet using IP-enabled gate-
ways. Each node is capable of sensing and collecting IoT data
targeting specific application. Data communications can be
established between the IoT objects and the Internet as well
as among the objects themselves.

To this end, IoT relies on different essential hardware and
software components. These include sensor devices which
are important for reading varying parameters of the physical
world. These could be environmental, meteorological, eco-
logical, and medical parameters. Each node also must have
a processing unit which can be built using a microcontroller/-
microprocessor and memory to support data processing and
storing. The communication module is also another essential
component for any IoT system to enable data transmission to
the Internet. It is evident that wireless and low power com-
munication is critically required in this context as most of
the IoT nodes would be battery-powered. Example technolo-
gies for wireless and low power connectivity are Zigbee, Blue-
tooth Low Energy (BLE), 6LoWPAN, and LoRaWAN. All
these node components need to be powered using a power
supply unit which could be a battery or a solar cell.

In IoT systems, sensor nodes collaboratively sense certain
parameters and communicate the readings with the gateway
which then forwards the data to the Internet. During this, the
gateway can also be used to carry out local IoT data preprocess-
ing at the edge of the IoT network. IoT data is typically sent to
cloud systems in the Internet for effective data storing andman-
agement. IoT applications generate big data that requires fur-
ther application-specific data processing and analysis.

However, IoT poses different challenges which need to be
addressed for different IoT solutions. These include effective
support of security and high level of protection against potential
IoT attacks. Privacy and the ownership of collected data also
become critical concerns, in addition to the need for establish-
ing clear privacy protection policies. Another challenge is con-
cerned with legalization and having a global IoT governance
system. It is also challenging to maintain interpretability and
support of homogeneity in IoT systems. IoT solutions also
require high level of Internet availability with effective cost
management particularly for large-scale IoT deployment.

4. System Requirement Analysis

The IoT is an interdisciplinary concept that incorporates
variety of computing disciplines such as networking, com-
munication, embedded systems, cloud computing, and data
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science. IoT systems have distinct networking requirements
in terms of low power communication and lightweight com-
puting. It also relies on easy-to-setup IoT network, cloud
integration, and data processing. This makes IoT system
challenging to be developed and implemented. For effectively
experimenting the different aspects of IoT technology, the
design of the IoT testbed should consider different character-
istics. These would include efficiency, practicality, simplicity,
usability, and interactivity.

IoT architecture consists of different layers as presented
in Figure 2. These are the sensing, network, data, and appli-
cation layers. The testbed should be designed considering
this architectural model in a modular design. At the sensing
layer, it is important to have a variety of sensor devices that
can capture wide range of IoT data. For the network layer,
it is required to incorporate the different IoT communication
technologies including Zigbee, BLE, 6LoWPAN, and LoRa-
WAN. In addition, support of different networking aspects
such as data type, network topology, node mobility, network
density, and node distribution should be considered. At the
data layer, the system should be integrated with a cloud sys-
tem that enables effective management and processing of the
IoT data. The design also needs to facilitate easy use of the
testbed to establish certain IoT applications.

Other key requirements include easy control of the sys-
tem operations. Users should be able to easily configure the
testbed for different IoT scenarios and applications. The sys-
tem should enable the users to have control on which sensors
to be used, communication technology to run, and applica-
tion to build. It is also important to allow the users to config-
ure each setup in terms of different aspects such as sensor
reading interval and experiment duration. It is also impor-
tant to enable the experimentation of different IoT network-
ing problems such as load balancing, failure recovery, QoS,
mobility, and security.

This also includes defining the scenario which each node
should apply. For example, a setup can be configured to emu-
late a simple smart home application for 30 minutes using 5
IoT nodes interconnected over a Zigbee network. Each node

is configured to read data from a temperature, pressure, light,
and motion sensors every 10 seconds and send the data to the
cloud. An experimental network scenario can be applied to
this setup to have a multihop network topology. During the
experiment, node failure can be triggered for certain period
in order to examine network performance.

Moreover, simple accessibility of the testbed needs to be
realized for the different kinds of potential users. It is also
important in this context to allow remote and online access
to the testbed. On the other hand, secure design of the system
should be realized to at least prevent unauthenticated access
and unauthorized use of the system.

There are a number of nonfunctional requirements that
need to be fulfilled by the system. These mainly include scal-
ability, portability, flexibility, and cost-effectiveness. The sys-
tem needs to be easily scaled up at the hardware and software
levels. Making the system effectively portable and easily
deployable is another important consideration. Different
users can have different requirements, thus the design needs
to be maintained general and flexible. It is important to keep
the development cost to the minimum without compromis-
ing its functionality and quality.

5. System Design

The design of the proposed IoT testbed system is based on a
modular and scalable architecture, and overview description

Internet
GW

IoT network

GW

IoT network

GW

IoT network

Cloud

GW

Figure 1: Typical IoT deployment.

Sensing layer

Network layer

Data layer

Application layer

Figure 2: The layered IoT architecture.
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is provided in Subsection 5.1. A set of hardware and software
components were incorporated in the system design as pre-
sented in Subsection 5.2. In Subsection 5.3, a detailed opera-
tional overview of the testbed functionality is presented.

5.1. Functional Design Architecture. Figure 3 presents an
overview of the testbed design architecture. The modular
design of the testbed is realized with different functional
modules incorporated over the different architectural entities
of the testbed. These entities include the central server and
testbed IoT nodes. The current design of the testbed is com-
posed of six main modules structured in a systematic manner
as follows.

5.1.1. Access Module. The access module is the main front-
end layer of the testbed. It facilitates simple and remote
access to the system through a web-based Graphical User
Interface (Web-GUI). It also enables user access using prede-
fined Application Programming Interface (API) calls. In both
cases, the module manages secure access to the system with
reliable user authentication and authorization.

5.1.2. Control Module. The control module provides central
control and management for the testbed system. It is respon-
sible for monitoring the health and availability of the testbed
resources including the IoT nodes. It includes a node registry
unit for real-time management of node state. The module is
also responsible for managing system functionality and con-
trolling user experiments. It receives user requests from the
access module once submitted through the web-GUI. User
request can also be received from the user directly. In both
cases, the commands are sent as API calls. Then, the control
module manages experiment configurations, initiates experi-
ments with the nodes, and controls experimentation setups.
Logs on current system state in addition to the data of exper-
iment input and output are collected by the module to be
then sent to the data module for permanent storage.

5.1.3. Node Module. The node module manages the different
operations of the node entity. It applies requested experiment
configurations as received from the control module or
directly from the user using the system’s APIs. The node
module is then responsible for running and controlling
experimentation setups. It also communicates real-time data
of experiment output with the control and data modules.

5.1.4. ExperimentationModule. The experimentation module
contains the sensing, communication, and energy units of the
node entity. These are the main elements for setting up IoT
experiments and applications on the testbed. The experimen-
tation module controls the operations of these units accord-
ing to the commands received from the node module. Once
running an experiment, the module collects sensor readings,
communication measures, and energy consumption infor-
mation. These outputs are then delivered to the node module
in a real-time manner.

5.1.5. Data Module. The data module maintains the required
functionality for data storage and management. It is respon-
sible of permanently storing system logs, experiment input,
and collected experimentation data in the database unit. It
also manages user data for enabling secure access to the sys-
tem. The data module also provides effective integration with
web-based cloud systems. The output data of user experi-
ments can be forwarded to the cloud for further data man-
agement and processing.

5.1.6. Network Module. The network module provides the
underlying communication infrastructure to interconnect
most of the system modules. It enables wired and wireless
connectivity to the system via WiFi and Ethernet, respec-
tively. The network module is responsible for establishing a
system control network among the testbed entities, users,
and integrated cloud systems.

5.2. Main Design Components. The testbed design architec-
ture is composed of two main architectural entities of the

Network module
User

Web-GUI

API

Registry

APIAPI

WiFi Ethernet

Data module

DB Cloud

Sensing

Comm.

Energy

Exp.
module

Node
module

Control
module

Access
module

Testbed nodesTestbed server

Figure 3: Overview of the testbed design architecture.
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testbed. These are the central server and testbed IoT nodes.
Both entities are interconnected over a wireless control net-
work providing permanent Internet access.

The server entity consists of a set of functional compo-
nents as shown in Figure 4. These include the system control-
ler, web server, and database:

(i) The controller runs the functionality of the control
module at the server entity. It facilitates effective
testbed management and experimentation control
at the main back-end layer of the system. It main-
tains a node registry service for managing the avail-
ability and monitoring the performance of the
testbed nodes

(ii) The web server provides the functionality of the
access module at the server entity. It enables web-
based access to the testbed system in addition to
facilitating easy configuration and setup of the dif-
ferent testbed resources. It also provides the suffi-
cient support to prevent unauthenticated and
unauthorized user access

(iii) The server manages a database that provides local
data storage as part of the data module. It mainly
retains user access information, system logs, and
experiment data

The testbed node entity represents a set of IoT node
devices. Each of these nodes has a number of hardware and
software components as shown in Figure 5. The hardware
components are the sensors, communication devices, and
power source:

(i) The sensors include a set of IoT sensor device that
measures a set of parameters such as environmental,
biochemical, physiological, behavioral, and visual
ones

(ii) The communication devices enable establishing
wireless IoT networks among the IoT nodes. The
main IoT communication technologies currently

supported by the testbed are LoRaWAN, 6LoW-
PAN, Zigbee, and BLE

(iii) The design of testbed also relies on portable and sus-
tainable power unit that allows for monitoring
power consumption and controlling remaining
energy

These components of the IoT nodes support easy recon-
figuration, lightweight portability, cost-effective implementa-
tion, and effortless deployment. The experimentation
module is completely run at the node entity to manage the
operations of the hardware components. It enables each
component to apply relevant user configurations for effec-
tively running the requested experimental setup.

The node entity also includes a central software compo-
nent which is the node manager. It runs the functionality of
the node module to control the node operations. These oper-
ations include initial node registration and frequent status
reporting with the system controller. In addition, the node
manager controls user experiments according to the
requested setup and component configurations. For example,
it manages turning on/off specific communication module,
initiating sensor reading, and communicating IoT data. The
node manager also performs real-time collection and trans-
mission of experiment data to the system controller at the
server. The data can also be sent by the node manager to
the cloud if required by the user.

For better system usability, the design facilitates easy and
simple access via an interactive web-GUI, which enables the
following:

(i) Resource discovery and reservation: the system
allows the reservation of a certain number of the
nodes, that are currently available, for each experi-
mentation setup

(ii) Experiment configuration and execution: users can
select which communication modules and sensor
devices to run for each selected node. There are also
entries for setting experiment duration and sensing
interval. Users can also provide experimental script
to apply certain experiment scenario on the selected
resources. This enables setting network topology,
setup mode, data traffic type, and packet size

(iii) Topology display: the interface incorporates an
experiment representational display for real-time
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Figure 4: The architectural components of the server entity.
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visualization of the currently running setup. It visu-
alizes the flow of IoT data among the experimenta-
tion resources during each run

(iv) Data dashboard: the interface provides visual display
of collected IoT experiment data in a real-time
manner

The system also includes other software components
such as the API servers and clients at the server and node
entities. User requests and experiment configurations are
exchanged among the server and client using predefined
API calls. After the initial startup time, each node runs an
API server that waits for experimentation calls from the
API client. User input via the web-GUI is firstly parsed into
API calls and then transmitted by the API client to the API
server. These are then processed and forwarded to the node
manager for running the requested experimentation setup.
The API server also accepts API calls from users directly in
the case of having no functioning control module.

The communication of API calls among the different
entities is maintained using the network module. This is car-
ried out over a wireless control network established using a
private WiFi access point. Using wired Ethernet connectivity
is also supported as an alternative option. In both cases, the
entities are provided with Internet access.

5.3. Operational Overview of the System. The sequence dia-
gram presented in Figure 6 provides an overview of the main
operations of the testbed system. At the startup stage, each
node discovers its currently available experimentation mod-
ules and hardware components. At the node entity, the node
module sends a status check message to the experimentation
module which responds with status information of the avail-
able experimentation resources. Then, the node module
sends a registration request message to the control module.
This message contains different node information including
its ID, IP address, available experimentation components,
and remaining power. The message is processed by the node
registry unit to maintain the availability and monitor the per-
formance of the testbed nodes. It then replies to the node
module with a response message. The node information is
also sent to the data module for permanent storage of the
data in the database.

User access to the system is managed by the access mod-
ule during the login stage. New users are required to firstly
register to the system. The registration information is for-
warded to the data module for permanent storage. After
receiving access request, user data is obtained from the local
database to carry out secure user authentication and authori-
zation. Users receive access tokens if and only if the access is
legitimate.

User requests for IoT experimentations can be issued
through the web interface or API calls. In the former case,
experiment configurations and setup script entered by the
user are forwarded to the control module in a request mes-
sage. After copying the request data into the database, the
control module forwards the message to the node module
using internal API calls. The request is processed by the node

manager software at the testbed nodes selected for the cur-
rent experimentation. It then replies with a response message
which is forwarded by the control module to the display unit
for user notification. Upon that, the node manager sends the
user configurations to the experimentation module to config-
ure the sensing, communication, and energy components
accordingly. After that, a confirmation message is sent back
to the node module in order to signal the readiness of the
experimentation resources. The node manager can then issue
a run command and get the experiment started. It also
applies the setup script to control the experimentation sce-
nario accordingly.

For the experiment duration, the experimentation mod-
ule keeps sending the collected IoT data and measures to
the node module in a real-time manner. These are then for-
warded to the control module which forwards them to the
access module for real-time visualized display on the web
interface. The result data is also sent to the data module for
local storage and cloud backups.

In the other case, users issue experimentation requests
directly to the testbed nodes using API calls. This supports
system availability during the failure of the server entity.
The request message is received and processed by the node
module at each of the selected IoT nodes. The node manager
issues a response to the user, copies the request data to the
data module for cloud storage, and then sends the user con-
figurations to the experimentation module. It also initiates
the experiment after receiving a setup confirmation message
from the experimentation module. Once the experiment
started, the collected IoT experimentation data is forwarded
to the node manager in a real-time manner. The data is then
forwarded to the data module to be uploaded to the cloud
system for further data processing and visualization. The user
then can freely access the data at the cloud anytime the data
module using the given cloud API calls.

6. System Implementation

The proposed IoT testbed system was implemented based on
integrating a set of hardware components and developing
different software modules. A representational overview of
the testbed implementation is presented in Figure 7. The fol-
lowing subsections, 6.1 and 6.2, provide a thorough descrip-
tion of the current hardware and software implementations,
respectively.

6.1. Hardware Implementation Overview. A collection of
open-source and cost-effective hardware components was
utilized to develop the current implementation of the testbed.
These include a powerful PC laptop which was temporarily
set up as the testbed server. It is wirelessly connected to a pri-
vate WiFi Access Point (AP) which provides access to the
Internet and the cloud service. The IoT nodes of the testbed
were implemented using multiple Raspberry Pi boards of
Version 3 and Model B. The nodes are wirelessly connected
to the AP to establish a control network with the server and
gain Internet access.

Each Raspberry Pi board runs a stable and open-
source Linux-like operating system, namely, Raspbian.
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The decision of adopting the Raspberry Pi board was
made considering its capabilities in terms of CPU, mem-
ory, and connectivity. It also has a built-in WiFi and
Bluetooth Low Energy (BLE) modules which are essential
components of the testbed. In addition, it supports easy
integration of wide range of IoT sensors and communica-
tion modules over its I/O interfaces such as the General-
Purpose Input/Output (GPIO) pins and serial ports. These
were used in the current implementation to attach the fol-

lowing external hardware modules to each Raspberry Pi
board:

6.1.1. XBee S2C. XBee S2C is an RF module developed by
Digi International to support short-range wireless Zigbee
communication.

6.1.2. 6LoWPAN Chip. A tiny 802.15.4 radio chip was devel-
oped by OpenLabs to provide support for 6LoWPAN over
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Figure 6: Operational overview of the testbed system.
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802.15.4 to the Raspberry Pi board. This RF module is
designed to be attached to the GPIO pins of the board.

6.1.3. Arduino Board. Arduino is a microcontroller board
that provides an open-source development environment. It
has a number of digital and analog I/O pins which can be
used for further extensions such as sensor devices and com-
munication modules. There are different versions of Ardu-
ino, and the Arduino UNO version is the one being used in
the current implementation.

6.1.4. LoRaWAN Arduino Shield. The LoRaWAN shield was
developed by Dragino for Arduino UNO boards. It provides
a long range transceiver that is based on open-source library.
The shield has a set of I/O pins which were used for direct
attachment to the Arduino board.

6.1.5. GrovePi+. GrovePi+ is an add-on sensor board devel-
oped by Dexter Industries to provide a simple solution for
sensor attachment. It provides 7 digital, 3 analog, and 3 I2C
ports. The testbed has GrovePi+ boards mounted on each
Raspberry Pi board.

6.1.6. Collection of Compatible Sensor Devices. These are con-
nected to the different ports of the GrovePi+ board. These
include temperature, humidity, barometer, dust, air quality,
gas, light, sound, and motion sensors. However, users are
provided with the flexibility to replace these sensors with a
variety of alternative sensors to support different IoT
applications.

6.1.7. External Power Module. The testbed provides two dif-
ferent powering options for the battery modules. These are
a portable power bank and the UPS HAT Battery Adapter
Power Supply Extension Board. The testbed also supports
the integration of any other power sources such as integrated
solar cells.

Each Raspberry Pi board in the current implementation
has a GrovePi+ board attached using the GPIO pins. The
sensor devices are directly connected to the ports of the Gro-
vePi+ board. The 6LoWPAN module is also attached to the
extended GPIO pins on the GrovePi+ board. On the other
hand, The XBee S2Cmodule is attached to a customized don-
gle which is connected to the Raspberry Pi board via its serial
port. The communication between the board and the chip is
established over a serial connection.

In addition, another serial port is used to connect each
Raspberry Pi board to an Arduino board which is used to
mount and operate the LoRaWAN module. This can also
be used as a further development board to support the
scalability and flexibility of the system. However, the
Arduino board and LoRaWAN module are completely
controlled by the experimentation module implemented
in the Raspberry Pi. This is maintained over a permanent
serial connection.

In regard to the power module, it can be a power bank
that is connected to the micro-USB power input of the Rasp-
berry Pi board. It also could be the Battery Adapter Power
Supply Extension Board which can be attached to the GPIO
pins.
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Figure 7: Representation of the current implementation of the system.
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All the hardware components of each IoT node are con-
tained in a compact-sized and lightweight box in order to
support the portability of the system. Users are provided with
the ability of placing and moving the IoT nodes in a flexible
manner. The current implantation was developed with 12
IoT nodes. However, the scalable design and flexible imple-
mentation of the system allows for easily integrating addi-
tional IoT nodes in future.

6.2. Software Implementation Overview. A functional imple-
mentation of the main modules of the testbed design was
developed over the different hardware components of the
system. This was accomplished using a set of software devel-
opment tools as follows:

6.2.1. Access Module. The web-GUI was developed as the
front-end of the system using HTML, CSS, and JavaScript.

6.2.2. Data Module. The database was implemented using
MongoDB. For the cloud service, the current implementation
is integrated with ThingsBoard, a public cloud platform. It
provides a set of APIs which was used for managing the com-
munications with the cloud service.

6.2.3. Control Module. The control module’s functionalities
were implemented as the system back-end using Node JS.

6.2.4. Node Module. The different functionalities of the node
module were implemented using Python and Flask-RESTful.

6.2.5. Experimentation Module. The communication, sensor,
and battery submodules were also developed using open-
source Python classes. As it was attached to an Arduino
board, however, the development of the LoRaWAN submo-
dules was carried out in the Arduino C-like environment.

The current implementation of the testbed server
includes a web-GUI run by the access module. The interface
enables a testbed user to input a setup script that describes
the main experimentation setup of an experiment. The script
is formed according to the user selections of the number of
nodes, communication module, sensors, setup mode, sce-
nario type, and experiment duration. A variety of experiment
configurations can also be entered to configure the compo-
nents of the established setup. These include sensing interval,
transmission interval, packet size, battery level threshold,
node operational mode, communication channel, and net-
work topology.

The testbed server also incorporates a Node JS imple-
mentation of the system controller which provides the differ-
ent functionalities of the control module. It runs the node
registry which relies on a developed heartbeat mechanism
for effective remote monitoring of the IoT node health and
availability. The mechanism was implemented to frequently
examine the server node connectivity to detect any failure.

On the other hand, the system controller was also imple-
mented to receive setup script and experiment configurations
in a POST request. The request data is then copied into the
experiment table of the system database and forwarded to
the selected nodes. The control module handles the commu-
nications with the IoT nodes using a set of developed REST

API calls. Received API requests by the node module are han-
dled by the Python implementation of the node control soft-
ware. It processes the setup script to control the experiment
accordingly. The experiment configurations are obtained by
the experimentation control module as input to configure
its components accordingly. Once the experiment is run, data
are obtained and processed by the node control software as
JSON data. It is then sent back to the server in response to
the API request. The data is frequently obtained by the access
module for real-time display on the interface.

7. Use Case

The current implementation of the proposed IoT testbed sys-
tem enables running effective experiments to examine differ-
ent aspects of the IoT technology. These include the
characteristics of IoT communication in regard to different
parameters such as link quality, transmission range, power
consumption, and data rate. This can be carried out in exper-
imental scenarios defined according to different consider-
ations including setup size, network topology, hardware
configurations, and traffic type. Users can select to run exper-
imental setups using one of the implemented IoT communi-
cation technologies, namely, Zigbee, 6LoWPAN, LoRaWAN,
and BLE. These would also facilitate studying different prop-
erties such interference and noise for different IoT network
setups. In addition, the portability of the testbed nodes
enables customized node positioning and allows for flexible
establishment of mobility setups and dynamic scenarios. It
facilitates studying network performance during the mobility
of certain nodes or considering the movement of the whole
network under realistic conditions.

Experiment can also be carried out for effective IoT data
collection and processing. Since the testbed provides many
sensing options using different sensor devices, data can be
easily acquired for environmental, meteorological, ecological,
and many other purposes. The integration with the cloud
systems enables effective processing and simple visualization
of the collected data. Therefore, a variety of IoT applications
can be established using the testbed for different purposes
such as monitoring, control, or automation. Examples
include indoor environmental quality measurement, human
activity monitoring, smart campus, indoor asset tracking,
and smart classroom management.

To present a usage example of the testbed, an experiment
was carried out to measure energy consumption of selected
IoT communication technologies. In this experiment, the
testbed was accessed using API calls which are received and
processed by the nodes directly. Output data was then
obtained from the node after having the experiment com-
pleted. Table 2 lists the main setup and configurations of
the experiment. It was carried out over a simple network
topology of only five IoT nodes. Three networking setups
were developed to interconnect the nodes in a start topology
using different IoT communication technologies. These are
BLE, Zigbee, and 6LoWPAN. In all the scenarios, however,
each node was configured to sense and send temperature sen-
sor data every 5 seconds during a period of 45 minutes. Each
setup was repeated for 10 times, and the battery of each node

13Wireless Communications and Mobile Computing



was fully recharged for each run. Data indicating the con-
sumed energy is collected for each run, and the average con-
sumption for each setup is presented in Figure 8. It can be
noticed that low energy consumption was maintained in all
the setups. However, data transmission over BLE relatively
consumed less battery power compared to the Zigbee and
6LoWPAN setups.

The testbed system is also now being used for a new IoT
experiment which requires the deployment of the testbed
nodes across the building of the College of Computer at Qas-
sim University. The main objective of the experiment is to
experimentally examine the effect of IoT node positioning
on the overall network performance in indoor environments.
The focus is on two different IoT communication technolo-
gies which are Zigbee and LoRaWAN. Ten nodes are cur-
rently utilized to run different scenarios with different
topological setups. In each of these scenarios, the nodes are
placed in varying locations inside the building. In some of
the scenarios, some of the nodes will be mobile with a simple
movement pattern. This would enable to establish different
setups considering different criteria such as topological dis-
tance and the presence of obstacles.

8. Evaluation

For effective evaluation, the system was assessed using the
Technology Acceptance Model (TAM) [16]. It is a com-
monly adopted method for analyzing technology usage
behavior and user attitude. Accordingly, a TAM-based ques-
tionnaire was developed for this study in respect to the com-
mon TAM factors. The questionnaire was then filled by a
total of 46 participants who were involved in the use of the
system.

The TAM-based questionnaire was formed with the main
TAM factors. These are as follows: perceived usefulness, per-
ceived ease of use, attitude toward usage, and behavioral
intention to use. The questionnaire basically measures 16
items according to a 5-point rating scale ranging from “1:
strongly disagree” to “5: strongly agree”. Figure 9 presents
the TAM model of the system.

The participants were grouped in different groups of 2-3
participants, and some of the participants used the system

individually. There were a total of 16 different groups and 4
individuals. There was good diversity among the participants
in terms of age, educational level, and technical knowledge.
That is, age range of the participants was 19-48 years. About
70% of the participants were MSc and BSc students, whereas
the rest were PhD and MSc degree holders. In terms of their
technical knowledge, most of the participants had no IoT
experience, whereas few of them had some IoT knowledge.

The proposed testbed was used by all the participants to
test the different functionalities of the testbed. This took place
in one of the labs at the College of Computer in Qassim Uni-
versity. The participants were involved in building and run-
ning three IoT experiments considering IoT data collection
and processing, IoT networking using the different commu-
nication technologies, and the development of IoT applica-
tions. The main details of these experiments are presented
in Table 3. Each experiment was developed for certain user
level, ranging from basic to advanced, and configured for
specific testing duration. The experiments also varied in
terms of the number of nodes, communication technology,
and topology setup. The participants also used different types
of sensors with varying sensing interval in each experiment.
They also experienced different modes to access and config-
ure the system. It is important to note that every participant
group and individual was involved in at least two of the
experiments; each was conducted for only a single run.

The evaluation was based on the observation of the par-
ticipants during their use of the testbed. The TAM question-
naire was also filled by every participant individually
afterwards. After collecting the evaluation data, the reliability
of the TAM results was firstly evaluated. This was based on
calculating Cronbach’s alpha coefficient for each of the con-
sidered factors. It is a consistency coefficient representing
the dimensionality of the TAM questionnaire’s questions.
The resulted coefficient values are listed in Table 4. As it
can be seen, high value of Cronbach’s alpha coefficient was
achieved by each factor. There was no coefficient value lower
than the minimum acceptable value of 0.7.

On the other hand, Table 5 shows the evaluation results
of the TAM questionnaire. It lists the resulted values of the
calculation of the scoring average and standard deviation
considering each TAM factor. It can be seen that the pro-
posed IoT testbed was able to achieve good evaluation results

Table 2: Experiment configurations.

Parameter Setting

Number of nodes 5 nodes

Communication modules BLE, Zigbee, and 6LoWPAN

Scenario Data transmission

Duration 60 minutes

Transmission interval 4 seconds

IoT data type Temperature sensor readings

Data packet size Low-sized payload

Setup mode Static

Battery charge status Fully

Network topology Star

Number of runs 10 runs

BLE Zigbee

Communication technology scenario

6LoWPAN
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Figure 8: Experimental results.
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as high average scores and low standard deviation was
obtained for all the factors. It is evident that the testbed suc-
ceeded in maintaining usefulness and simplicity when it
comes to realistic IoT experimentation. In addition, the
testbed provides an attracting and motivating experimental
IoT facility for the different users as they showed a positive
attitude toward the testbed with good intention to use it in
future for IoT experimentation.

Furthermore, the correlation between the considered
TAM factors was measured and analyzed based on the calcu-
lation of the Pearson correlation (PC). This is a critical statis-
tical indicator for analyzing how the dependency relationship

formed among the factors. The calculation results of the
Pearson correlation are listed in Table 6. It can be noticed
that there was a positive correlation among the considered
TAM factors for the proposed IoT testbed. The perceived
usefulness factor well-correlated with the ease of use factor.
Both of these factors had good correlation with the attitude
toward the usage of the system. It is accordingly evident that
the testbed attracted the different users to utilize its function-
ality as a result of its simplicity and efficiency for effective IoT
experimentation. In addition, the relationship among the
attitude toward usage and intention to use factors achieved
a higher correlation value. This clearly indicates that the

Perceived
usefulness of the

IoT testbed

Perceived ease of
use of the IoT

testbed

Behavioral
intention to use
the IoT testbed

Actual use of 
the IoT testbed

Attitude towards
using the IoT

testbed

Figure 9: The TAM model of the proposed IoT testbed.

Table 3: The main details of the experiments for the TAM evaluation.

Setting Exp. 1 Exp. 2 Exp. 3

Experiment type Smart home application IoT data processing IoT networking

Level Basic Intermediate Advanced

Duration (min) 25 35 45

No. of nodes 6 4 8

Communication tech. BLE Zigbee
Zigbee

6LoWPAN
LoRaWAN

Network topology Star Star
Star

Multihop

Sensors
Light
Motion
Gas

Temperature humidity air quality Temperature

Sensing interval (sec) 5 10 5

Data packet size Small Small Small-large

Access mode Web-GUI
Web-GUI

API
API

Data storage Cloud
Cloud
Local

Local

Participant no.
13 groups

3 individuals
15 groups

4 individuals
8 groups

1 individual

Table 4: Cronbach’s alpha coefficient results.

Factor Cronbach’s alpha coefficient

Perceived usefulness 0.914

Perceived ease of use 0.882

Attitude toward usage 0.931

Behavioral intention to use 0.844

Table 5: Average scoring results.

Factor Average STD

Perceived usefulness 4.41 0.71

Perceived ease of use 4.34 0.76

Attitude toward usage 4.25 0.68

Behavioral intention to use 4.23 0.79
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system was able to maintain high level of user satisfaction
and attract user interest for future IoT experimentation.

To determine the variance of the independent factors, the
R-square is also calculated and listed in Table 6. It indicates
the closeness of the data to the fitted regression curve.
Figure 10 shows the calculated R-square values on the TAM
model of the proposed IoT testbed. It is evident that these
results statistically present effective variation in the response
variable.

9. Conclusion

An effective IoT testbed system that takes IoT experimenta-
tion to a further level of simplicity and practicality was pre-
sented in this paper. The system provides a motivating
experimental testbed environment for effective IoT experi-
mentation. It enables researchers to carry out IoT experi-
ments targeting the different aspects and applications of the
IoT technology. The testbed design provides a usable, scal-
able, portable, and flexible system. Testing and experiment-
ing IoT solutions was made inspiring in simple and
practical design architecture. The current implementation
of the testbed system was accomplished using a collection
of efficient and cost-effective components. The results of
the TAM-based evaluation demonstrated how the proposed
testbed system is usable and useful for conducting experi-
mental IoT studies in a realistic manner. The testbed received
positive attitude in regard to its efficiency for IoT experimen-
tation. The testbed was also found to be effective for future
use in future IoT research works.

Given its design modularity and flexibility, the testbed
can be extended to target more customized IoT experiments.
In a future work, the testbed will be utilized to carry out a
number of IoT experiments to study IoT network perfor-
mance considering dynamic and mobile network setups. It
is also envisaged that the system can be deployed for a smart

classroom application which would require integrating and
comparing some artificial intelligence techniques.
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In wireless sensor networks, sink mobility support is one of the essential functionalities in many applications. With continuous
advancement, future applications will require not only sink mobility support but also high-performance data delivery service.
Multipath routing is one of the promising technologies for improving data delivery performance by collaboratively using
alternative or redundant multiple routing paths. However, existing multipath routing protocols had not dealt with sink mobility.
As a result, they lead to bad performance in terms of energy efficiency due to the end-to-end path reconstruction. Consequently,
a novel multipath management scheme is required thereby supporting sink mobility without performance degradation. In this
paper, we propose a multipath management scheme for supporting sink mobility. The proposed scheme dynamically constructs
multipath along the moving path of a sink. In addition, the proposed scheme provides the path shortening schemes according to
the sink’s movement for reducing energy consumption. Our simulation results show that the proposed scheme is superior to
existing path management schemes in terms of reliability and energy efficiency.

1. Introduction

Sink mobility is a fundamental requirement in wireless sensor
networks (WSN) because mobile sinks appear frequently in
many applications as data collectors, administrators, and users
[1, 2]. For example, soldiers in military surveillance, rangers in
forest management, and biologists in habitat monitoring are
representative mobile sinks in WSN-based data collection
systems. The mobile sinks execute their duties with the aid of
the adjacent sensor data. In addition, automatic mobile sinks
(e.g., unmanned aerial vehicles (UAVs) and mobile robots)
can perform challenging tasks in inhospitable areas without

reliable infrastructure. The effective sensor data collection
services that can be provided by sink mobility are promoting
the practical development of wireless sensor networks.

Recently, various techniques for WSN have actively been
researched becauseWSN is receiving attention as an infrastruc-
ture for the Internet of Things [3, 4]. In this situation, the new
applications will naturally be developed and these applications
will surely require more powerful network performance than
existing applications. For example, in the habitat monitoring
application, the biologist may want to collect not only the loca-
tion of the target animals but also their statuses such as temper-
ature, heartbeat, and posture. In this case, the network should
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provide enhanced data throughput in real time. To realize the
applications, the sensor network has to be evolved toward
high-performance networks.

The multipath routing is one of the network techniques to
provide high performance in terms of reliability and through-
put of packet delivery [5]. In multipath routing, multiple
disjointed paths are established between a source and a sink
by path discovery and path construction processes. These
disjointed paths improve the packet delivery success ratio by
transmitting multiple copies of a packet through the paths. In
the redundant packet transmission, the packet delivery fails if
and only if all of the paths fail. In addition, the packet delivery
throughput can be improved by delivering multiple packets
concurrently. Theoretically, the improved data rate of the con-
current packet transmission is proportional to the number of
paths. That is, discovering disjoint multipath enhances the
packet delivery quality significantly.

Traditional multipath routing protocols [6, 7] assumed that
there is a static sink at a fixed location. Therefore, to support
sink mobility, the existing protocols need to reconstruct the
multipath whenever the sink moves. Multipath construction
includes several subprocesses such as searching available paths,
selecting appropriate paths, and establishing selected paths.
Since the processes require a lot of message exchanges among
the sink and the participating nodes, existing multipath discov-
ery schemes lead to a fatal problem. That is, a large amount of
energy is needed for reconstructing multipath so the network
lifetime would be considerably shortened. Moreover, the data
delivery cannot be conducted while the multipath is recon-
structed. Technically, the multipath is constructed between a
source and an agent. The agent acts as a static sink during a
mobile sink is within its radio range. That is, the agent is the
last-hop node of each path. Therefore, the multipath has to
be reconstructed whenever the sink moves outside the radio
range of the agent. In this case, the multipath reconstruction
interval decreases as the speed of the sink increases and as the
radio range of nodes decreases. The frequent multipath
reconstruction dissipates nodes’ energy so that the network life-
time will be shortened without performance improvement. In
addition, the connection between the source and the sink is
disconnected during the multipath reconstruction process. If
the reconstruction delay is larger than the reconstruction
interval, the connection between the source and the sink will
not be restored.

Meanwhile, in single-path routing, a few works have dealt
with the path management scheme for supporting sink mobil-
ity. They maintain the connection between a source and a
mobile sink without end-to-end path reconstruction by the
agent control mechanism. For example, in the footprint chain-
ing mechanism [8], a mobile sinkmakes a connection between
the closest neighbor node and the agent. This path extension is
continuously conducted and the routing path is constructed
along the moving path of the sink. However, in multipath
routing, they lead to performance degradation since their path
management mechanisms result in constructing a single path
along the moving path of a mobile sink.

In this paper, we propose a novel multipath management
scheme, called MPM, for establishing end-to-end multiple
routing paths during the sink moves. As mentioned above,

the existing studies lead to performance degradation because
they deal with one agent. On the one hand, in the multipath
routing schemes, the end-to-end multiple paths should be
reconstructed when the link between the agent and the
mobile sink is disconnected. The frequent path reconstruc-
tion leads to the excessive energy consumption of sensor
nodes. On the other hand, in the single-path routing, a single
path is constructed between the current location of a mobile
sink and the initial agent. The single path management
cannot provide high-performance data delivery. Intuitively,
simply applying the single path management scheme to
multiple paths seems to be a plausible solution for solving
the problem. However, the independent management and
disjointness maintenance are nontrivial challenge. As an
innovative solution, MPM adopts the agent-based multipath
management where an exclusive agent is assigned to each
path. Figure 1 shows the radical difference between the
existing approaches and MPM. For effective path manage-
ment, we introduce two kinds of path management functions
that are path shortening and path extending and provide
different mechanisms for each function. In addition, we
provide a discussion about the impact of the multipath
reconstruction interval and neighbor list update interval
which significantly influences the performance of the MPM.

The rest of this paper is organized as the following. Section
2 provides the background and related works of this paper.
Section 3 describes MPM in detail including the data structure
and path management algorithms. In Section 4, the results
from our computer simulation are presented. Finally, Section
5 concludes this paper.

2. Related Work

Inmultipath routing, the node or link disjointmultipath is con-
structed between a source and a sink since the nondisjoint may
lead to the negative impact in terms of reliability and aggre-
gated bandwidth. The disjoint multipath improves the perfor-
mance in terms of the packet delivery success ratio and the
throughput [5]. First, the packet delivery success ratio increases
by exploiting path redundancy. In this case, the probability of
failure decreases as the number of multipath increases if multi-
ple copies are redundantly forwarded through each path. This
is because a packet delivery fails only if all paths fail. Second,
the throughput increases by bandwidth aggregation. When
using a single path, a source transmits one packet at a time.
On the other hand, when multiple paths are available, the
source can transmit multiple separate packets at a time. This
shows the same effect as aggregating bandwidths of multiple
paths. Alternative path routing [9] is another usage of multiple
routing path where the secondary path is used if data delivery
through the primary path fails. Due to the fact that each path
should be independently used in multipath routing, establish-
ing disjointed multipath is important for enhancing data
throughput and packet delivery ratio.

Due to the great advantages, multipath routing has been
an important research subject in WSN. In addition, recently,
multipath routing is actively used for various application
scenarios based on WSN. Mohanty and Kabat proposed a
multipath data transmission scheme for healthcare
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application [10]. In this, the data packets are classified based on
the criticality. The intermediate nodes are responsible for prior-
itized buffer management and congestion probability computa-
tion. In case of congestion, the emergency and sensitive data are
transmitted through alternate paths. Hasan et al. proposed a
multiconstrained multipath routing protocol for multimedia
sensor networks [11]. Their mathematical model based on the
Lagrangian relaxation adaptively controls the multipath routing
protocol to balance the QoS parameters (i.e., the energy con-
sumption and end-to-end delay constraints). Jaiswal and Anand
[12] proposed the energy-efficient multipath routing protocol to
improving QoS for IoT applications. Specifically, they focused
on achieving high reliability in data packet delivery when the
packets are unfairly generated in IoT environment. To this
end, the sensors consider lifetime, traffic intensity, and reliability
in the path construction phase so that the source can choose
high-quality paths. However, the works focus on the perfor-
mance enhancement and QoS provision in delivering data to a
static sink. Therefore, frequent end-to-end multipath construc-
tion process should be conducted for supporting sink mobility.

The path management is the most important functionality
for supporting sink mobility. The most fundamental manage-
ment approach is reconstructing paths each time a sinkmoves,
in other words, whenever the last-hop connection between the
agent and the sink is lost. Primitive path construction schemes
utilize the flooding method [13]. The mobile sink broadcasts
its own location and sensor nodes store a neighbor who sends
to the location update message as the downstream node while
the location update message is disseminated in the network.
When a sensor reports a data packet, it sends the packet
through the downstream chain toward the sink. However, this
scheme wastes lots of energy since the location update flood-
ing is performed each time the sink moves.

The existing studies have focused on reducing flooding
costs. Wang et al. exploited the local flooding approach [8].
In the study, a sink selects an agent among neighbors and
then the agent floods its own location in the network. Then,
the agent periodically performs flooding within the local area
by a predefined range. The nodes outside of the local area
could deliver data packets toward the agent, and nodes in
the area send the data to the location that the sink currently
exists. Luo et al. proposed the trajectory forwarding scheme
for delivering data packets to the continuously moving
mobile sinks [14]. In the trajectory forwarding, a mobile sink
is associated with two agents, which are the primary and
immediate agents. The primary agent acts as a static sink
during the mobile sink is in a cell (i.e., distance-based
periodic reconstruction). While keeping movement, the sink

continuously elects new immediate agent and sends the loca-
tion of the immediate agent to the primary agent for future
data forwarding. The trajectory forwarding is an effective sin-
gle path management scheme. Yu et al. proposed a path man-
agement scheme based on the overhearing feature of the
wireless medium [15]. They include the location information
of the sink in the data packets. Therefore, the data packet
from the agent has the up-to-date location of the sink. This
updated location information is gradually propagated to the
successive path nodes; consequently, the path would be
smoothly modified toward the current location of the sink.
Jain et al. proposed a query-driven routing protocol for
WSNs with mobile sinks [16]. They exploit a virtual struc-
ture, called wheel, to deliver query and data between sensors
and a mobile sink. Due to the fact that the virtual wheel is a
closed chain of sensors having one-node width, the location
of a mobile sink can be thoroughly traced. The path manage-
ment schemes support sink mobility without flooding so that
considerable energy can be saved. However, in multipath
routing, the existing schemes do not guarantee the path dis-
jointness since there is no established path but a location-
based connection between the sink and the agent. If the mul-
tipath is jointed each other into a single path, it causes loss of
not only reliability or bandwidth but also service consistency.
For some parts made up of multipath, using an alternative
path or increasing bandwidth under the trust of them causes
service disruption. This problem should be resolved through
a multipath management method guaranteeing disjointness.

Recently, researchers have proposed path management
mechanisms for multipath routing. Wang et al. proposed a
route adjustment scheme for supporting sink mobility [17].
In this, the sensing field is divided into equal-sized clusters
and each cluster head acts as an agent. Therefore, a mobile
sink updates its location to the closest cluster head so that
the data from sensors are delivered through the cluster head.
Aswale and Ghorpade proposed a multipath routing protocol
based on the triangle link quality metric for enhancing the
traditional link quality estimation method using link quality
indicator or packet reception ratio [18]. The proposed proto-
col includes the path maintenance phase in which the multi-
path are recovered using route alert and route discovery
messages to exclude the exhausted or low-quality path
nodes.Sreeram et al. suggested the enhanced route recovery
mechanism where the broken link is restored without route
alert messages [19]. The path management mechanisms
maintain the end-to-end connection. However, they suffer
from the route discovery delay when the paths are broken
due to the continuous movement of the mobile sink. The
initial idea of MPM was presented in [20] but this primitive
method is designed for a dense deployment of sensors.
Therefore, it is hard to be applied when sensors are sparsely
deployed or there are void areas. On the other hand, MPM
is dealing with the multihop path management scenarios so
that more general environment can be covered.

3. Proposed Scheme

3.1. Preliminary. To elaborate on MPM, we defined the
network model as follows. The sensor nodes are uniformly

Sink (current location) New agent
Old agent

New data path
Old data path

Multipath
reconstruction

Single path
management

Multipath
management

Sink (previous location)

Figure 1: Path management classification.
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deployed on a square sensor field. There are amobile sink and a
source node that is randomly selected among sensor nodes. A
sensor node is aware of the location of itself and neighbors
through a localization method and beacon exchanges. At the
initial stage of the network, the multipath is constructed
between the source and the sink. Let PN be a path consisting
of a set of nodes having same unique path ID N, and we call
the nodes the path nodes. The PNH

N is a path node of PN with

hop distance H from the source. That is, Pi = fPN1
i , PN2

i ,⋯,
PNj

ig where i is the path ID and j is the length of the path.
Among the path nodes, the agent is the node having the largest
hop distance (i.e., PN j

i = the agent of Pi). That is, the agent is a
neighbor of the sink.

There are two path management functions: path
shortening and path extending. First, path shortening is
conducted when the sink meets a path node. Due to the fact
that any path node was closer to the source than the agent
of the corresponding path, altering the last-hop connection
of the path from the agent to the discovered path node
provides higher reliability and lower energy consumption.
In this case, the discovered path node becomes a new agent,
and the subpath from the new agent to the old agent is
released. Second, path extending is conducted in case the
sink moves out of the transmission range of an agent but
there is no path node that has the same path ID with the
agent within the sink’s transmission range. In this case,
the sink has to elect a new agent among neighboring nodes
and to establish the connection between the new agent and
the old agent for restoring the path. Figure 2 shows the two
path management cases according to the above classifica-
tion. It is worth noting that path management could be
applied in a multihop manner as shown in Figures 2(c)
and 2(d). To check the existence of a path node or the
absence of an agent, the mobile sink should periodically
update its neighbor list. We will discuss the impact of the
neighbor list update at the later of this section.

The mobile sink manages the status of the agent using the
agent table. Generally, a mobile sink is referred to as a power-
ful node havingmore energy and better processing power than
sensor nodes. To prolong the network lifetime, we actively use
the capacity of a mobile sink. In other words, MPM imposes
the overheads of multipath management to the mobile sink
to reduce the energy consumption of the sensor nodes. In
MPM, a mobile sink is responsible for state management, con-
dition check, and process initialization.

A mobile sink supervises the multipath management
through the agent table. The number of agent table entries is
equal to the number of paths. The agent table includes path
ID, agent location, hop distance, path priority, and path state.
Path ID is uniquely assigned to each path when the multipath
is constructed. The agent location indicates the geographical
coordinate of the current agent having the path ID. Hop
distance contains the hop count from the source to the agent.
To help path management, the packet header of MPM
includes path ID, sender’s location, and sender’s hop distance
from the source. A mobile sink can understand and manage
the state of each path by extracting the header of the received
packet from the sensors.

Path priority and path state are assigned by a sink and
specially used for path extending. Most existing path discov-
ery schemes exploit the shortest path or the most reliable
path (i.e., a path consisting of most reliable nodes/links) as
a primary path. The other paths are subpaths or alternative
paths, constructed beside the primary path. In MPM, the
priority of the primary path is 0. And the priorities of left-
and right-side paths of the primary path are assigned alter-
nately. As a result, the odd priority paths are left side, and
the even priority paths are the right side of the primary path.
Which side the odd- or even-priority paths reside is of no
importance but we designate that for the clear explanation.
The path priority values are initialized whenever the multi-
path is reconstructed. The values of the path state field are
‘valid’ when the connection from the sink to the correspond-
ing agent is available. Figure 3 shows an example of the
constructed multipath and the resulting agent table.

3.2. Path Management Algorithm. The mobile sink continu-
ously checks the list of the neighboring sensors since the
change of the neighbor list might require path management.
There are two significant changes in the neighbor list: the
addition of a path node and the elimination of an agent.
The addition of a path node means the opportunity of short-
ening the path because the agent has the largest hop distance
toward the source. On the other hand, the elimination of an
agent means that a path is not available, and consequently,
the routing path between the sink and the agent has to be
reestablished. Therefore, the sink performs the path shorten-
ing or path extending process according to the presence of
neighbor nodes and the condition of the agent table.

The addition of a path node and elimination of an agent
may occur simultaneously according to the length of the
neighbor list update interval and the positions of the path
nodes. The concurrence of the addition and elimination events
can happen on different paths or on the same path. In the
different-path case, the sink has to deal with the elimination
event first since recovering a path is related to the ‘availability’
of the path whereas shortening the length of a path is related to
the ‘efficiency’ of the path. In the same-path case, on the other
hand, the sink simply discards the eliminated agent because
the availability of the path corresponding to the agent would
obviously be restored by electing the added path node as the
new agent.

3.2.1. Path Shortening. If the addition of any path node has
been identified, the sink conducts the path shortening pro-
cess. First, the sink notifies the added path node that it has
become the new agent of the path to establish the last-hop
connection of the path. Then, the sink updates the agent table
with the information of the new agent. The sink finds the
agent table entry having the same path ID with the new agent
and updates the agent location and hop distance fields. The
path state field does not change since the connection between
the sink and the new agent has been established.

The path shortening process can also be performed by a
data packet from a path node. In other words, a mobile sink
can identify the existence of the new neighboring path node
before updating the neighbor list by overhearing a data packet.
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When a sink receives a data packet, the sink extracts the packet
header and finds an agent table entry having the same path ID
of the header. Then, the sink compares the hop distance of the
header and the one of the agent table entry. If the hop count of
the header is smaller, the sink conducts the abovementioned
path shortening process with the sender of the data packet as
the new agent. After that, the sink adds the new agent in the
neighbor list so that the addition of the agent at the next neigh-
bor list update can be ignored.

After the agent table updated, the sink sends the path
release message to the new agent. The new agent forwards
the message along the old path so that old path nodes includ-
ing the old agent remove their path states. Figure 4 shows an
example of path shortening. In the figure, nodes a3 and a4 are
the old agent and the new agent, respectively. After node a4
has become the new agent, the agent table entry about path
C is updated with the information of new agent.

3.2.2. Path Extending. On the other hand, if the elimination
of an agent was detected, path extending is performed. The
sink finds the agent table entry corresponding to the elimi-

nated agent and the changes the path state to ‘invalid’ which
means the last-hop connection is lost. Technically, path
extension is the route discovery from the sink to the old
agent. The criterion for selecting the next hop node is similar
to the void handling techniques. The sink draws a virtual line
between the location of itself and the location of the old agent
which comes from the agent table and searches the next-hop
node clockwise or counterclockwise from the virtual line. The
searching direction depends on path priority. That is, the
sink searches clockwise for even priority paths and counter-
clockwise for odd priority paths. In the case of the primary
path (i.e. the priority is 0), the direction faces the farther
agents of the second-order paths (i.e., the priority is 1 or 2).
During the searching process, the firstly discovered node is
selected as the new agent whereas the agents of other paths
are skipped. The purpose of the strategies for selecting a
new agent is to promote the path disjointness. Due to the fact
that an extended path consists of the consecutively elected
agents, the new agent should be located where there is no
impact on other paths. Figure 5(a) shows an example of path
extending. The sink searches counterclockwise from the vir-
tual line between the location of itself and the location of a3
(i.e., the old agent) because the priority of the path C is 1.
Due to the searching direction, node n1 is excluded and it
might be the new agent of the primary path. Finally, node
n2, which is the firstly discovered candidate, is elected as
the new agent of path C. In the case of the absence of node
n2, the path extension process can establish a multihop route
from the sink to the old agent as shown in Figure 5(b). The
sink selects node n3 as the new agent and the searching pro-
cess continues until the route reaches the old agent. During
the searching process, the virtual line toward the old agent
and searching direction are maintained from the sink.

The area for the candidates is restricted a half-side with
the straight line between the sink and old agent as a center.
Which side is the area for the candidates is decided by
whether the path priority is odd or even. For example, as
shown in Figure 5, the path priority of path C is 1, an odd
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number. At the initial stage of path extension process, the
candidate for the new agent is 4 (node a2, n1, n2, and n3).
Node a2, which is already a path node, is excluded. Node n1
is also excluded because it is on the right side. Between node
n2 and n3, n3 is finally elected as a new agent since node n3 is
further from the straight line between the sink and node a3,
an old agent. In case that the path order is 0 (primary path),
the new agent can be elected from both areas. Among the
nodes in the area, the highest priority candidate is the node
that is closest to the sink for reducing the frequency of the
path extending process. After the new agent is elected, the
agent table is updated.

3.3. Discussion

3.3.1. Path Reconstruction. After a mobile sink moves a long
distance, overly long extended paths or inefficiently extended
paths (e.g., zigzag) might be constructed. In this case, the
end-to-end multipath should be reconstructed rather than
keeping an immoderate path extension. There are two
methods that can be adapted: cost-based and periodic recon-
struction. The cost-based reconstruction is performed when
the cost of conducting reconstruction is smaller than the cost
of keeping extended paths. Therefore, defining the cost is not
only the nominally important factor but also a key factor
influencing the actual performance. Definitely, both costs
(i.e., for conducting reconstruction and keeping extended
paths) have to include not only the path construction cost
but also future data delivery costs. This approach should be
designed complementary with the path construction scheme
and the purpose of the application. Moreover, it is seriously
influenced by external factors, such as the sink’s mobility
pattern, data generation pattern, and deployment of sensors.
Although the cost-based reconstruction seems very efficient,
it is generally unavailable due to the uncertainty of those
external factors. For example, to calculate the cost for deliver-
ing a data packet from the source to a mobile sink, the exact
values of the external factors should be available such as the
sending time at the source, receiving time at the sink, location
of the sink at the receiving time, and hop count of each exten-
ded/shortened path. That is, the cost-based reconstruction
can be adopted by the application where the external factors

are strictly controlled. Therefore, the cost-based reconstruc-
tion may lead to inefficient end-to-end multipath reconstruc-
tion in general applications where those external factors
cannot be strictly controlled. On the other hand, in the
periodic reconstruction, the multipath is reconstructed every
certain period of time or the distance that the sinkmoved after
the multipath is reconstructed. This is very simple because it
needs only to check time or distance. In addition, it can pro-
vide steady performance against the mobility pattern of a
mobile sink and the data generation patterns of sensors. In this
paper, we use the periodic approach for our computational
simulation for providing relatively steady operation thereby
clearly comparing the path management performance.

3.3.2. Neighbor List Update. In MPM, the mobile sink period-
ically updates its neighbor node list for identifying the oppor-
tunity of path shortening and the necessity of path extension.
For neighbor list update, the sink broadcasts a beacon and
the neighbor nodes respond to the beacon. During the bea-
coning process, the ordinary nodes just notify its existence
to the sink whereas a path node includes the path ID and
its hop distance in the response message for agent table
update. The neighbor list update interval is an important tun-
able factor of MPM since it might influence the energy effi-
ciency and data throughput. On the one hand, the frequent
neighbor list update provides agile path management at the
expense of the energy consumption of the sink and neighbor
nodes for beaconing. On the other hand, the infrequent
neighbor list update achieves energy savings but might suffer
from the disconnection from the moment that the sink
moves out of the agent’s radio range to the next beaconing.
In this context, the neighbor list update interval should be
carefully configured with consideration of the mobility
pattern of the mobile sink and the data packet generation
patterns of sensor nodes.

4. Performance Evaluation

In this chapter, we present our simulation results to evaluate
the performance of the proposed scheme. We implement the
MPM in MATLAB. We also implement the multipath recon-
struction (MPR) and single path management (SPM)
schemes as the comparison group. In MPR, the end-to-end
multipath between a source and a mobile sink is recon-
structed whenever the sink moves outside the radio range
of the agent. In SPM, new agents are continuously elected
for constructing a single path along the moving path of the
mobile sink after the multipath are constructed. In common,
three schemes exploit the ideal multipath discovery method
to minimize the effect of the multipath reconstruction over-
head. In the ideal multipath discovery, a mobile sink is aware
of the locations of every node. The sink constructs an ideal
multipath toward the source without any signaling. The sink
sends multiple copies of a message through all paths, and the
source replies multiple copies of the ACK message along the
reverse routes.

The default simulation setting is as follows. 1000 sensor
nodes are uniformly deployed in the 500m × 500m square
field. The radio range of all nodes is 25m. Each node
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consumes 20mW and 15mW for transmitting and receiving a
packet, respectively. There are a source and a mobile sink.
Since the data delivery performance is significantly affected
by the hop count, we set the initial distance between the source
and the mobile sink about 350m. Under the condition, the
source is arbitrary elected among all sensor nodes, and
similarly, the initial location of the sink is designated ran-
domly. The source generates a data packet every 5 seconds.
The mobility of the sink follows the random waypoint mobil-
ity model [21] and the speed of the sink is 5m/s. The mobile
sink updates the neighbor list every 0.5 seconds. After the
neighbor list update, the multipath reconstruction (in case of
MPR) or path management (in case of SPM andMPM) might
be conducted. The number of paths is 3, and they are recon-
structed every 50 seconds (periodic multipath reconstruction).
The packet delivery success ratio of all links is 95% and the
retransmission strategy is excluded. Each simulation lasts
1000 seconds and the results are the average of 20 simulations
for complying 95% confidence interval.

We choose two metrics: the packet delivery ratio and
total energy consumption. The packet delivery ratio is the
proportion of the number of received data packets of the sink
to the number of sent data packets of the source. The total
energy consumption is the sum of the consumed energy of
all nodes including the sink. These metrics are the typical
pros and cons of multipath routing. As a guiding mention,
our all simulation results say that the MPM mitigates serious
degradation of packet delivery success ratio without consid-
erable energy consumption.

Figure 6(a) shows the packet delivery ratio according to
the speed of the mobile sink. We vary the sink speed from
1m/s to 20m/s for including various types of mobile sinks
ranging from handheld devices to connected vehicles. The
MPR shows the highest packet delivery ratio because it tends
to construct the shortest multipath than others. Since MPR
reconstructs an end-to-end multipath whenever the sink
moves outside the agent, the results are relatively steady.
On the other hand, the packet delivery ratio of SPM decreases
as the sink speed increases. This is because the portion of the
single path increases as the sink speed increases in SPM. In

the case of the MPM, the packet delivery ratio is higher than
SPM but lower than MPR. This is because the extended end-
to-end paths of MPM are longer than the reconstructed paths
of MPR although the number of multiple paths is the same.
Figure 6(b) shows the total energy consumption according to
the speed of the mobile sink. The noticeable tendency is that
the total energy consumption of MPR increases rapidly as
the sink speed increases. This is because the reconstruction
frequency of MPR becomes higher as the sink speed increases.
The total energy consumptions of SPM and MPM increased
slowly as the speed of the mobile sink increased for construct-
ing extended paths while MPM consumes more energy than
SPM for extending multiple paths.

Figure 7(a) shows the packet delivery ratio according to
the number of paths. We vary the number of paths from 2
to 5. All schemes show the increasing tendency because the
path redundancy increases as the number of paths increases.
The packet delivery ratios of MPR and MPM are higher than
SPM but the one of MPM is slightly lower than MPR because
the extended paths are longer than the reconstructed paths.
The packet delivery ratio of SPM is lowest due to the exten-
sion of the single path. The difference between the SPM
and others increases as the number of paths increases since
other schemes use reconstructed or extended multipath while
SPM uses the extended single path constantly. Figure 7(b)
shows the total energy consumption according to the number
of paths. The total energy consumption of the MPR increases
sharply because the reconstruction overhead increases as the
number of paths increases. On the other hand, the total
energy consumptions of SPM and MPM increase gradually
and almost the same. Although MPM manages more paths
than SPM, the path shortening process makes the overall
path management efficient.

Figure 8(a) shows the packet delivery ratio according to
the packet generation interval varying from 1 to 10 seconds.
As the packet generation interval increases, the source sends
the decreased number of data packets but the routing paths
are not affected. Therefore, the packet delivery ratios of all
schemes are almost not changed. Figure 8(b) shows the total
energy consumption according to the packet generation
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interval. The total energy consumptions of all schemes
decreased exponentially since the energy consumption for
data delivery decreased as the data generation interval
decreased. In addition, the total energy consumption of all
schemes converged into a specific value which implies the cost
for path management. Specifically, the convergence value of
MPR is much higher than others which means MPR con-
sumes much more energy for multipath reconstruction.
Meanwhile, SPM and MPM consume almost similar energy
for path management.

Figure 9(a) shows the packet delivery ratio according to
the neighbor list update interval. The neighbor list update
interval implies how often the mobile sink recognizes the

disconnection with the agent. In other words, the disconnec-
tion duration increases as the neighbor list update interval
increases. Therefore, the packet delivery ratio of all schemes
decreased as the neighbor list update interval increased.
The distinct feature is the peak points at some neighbor list
update interval values, that is, 2.5 and 5seconds. This result
is related to the packet generation interval which is desig-
nated by 5 seconds in the default simulation setting. In other
words, if the value of the neighbor list update interval is an
aliquot of the packet generation interval, the duration of the
disconnection can be ignored. Figure 9(b) shows the total
energy consumption according to the neighbor list update
interval. In cases of the SPM and MPM, the total energy
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consumptions were almost steady which means the cost for
neighbor list update and the local path management is very
small compared to the end-to-end path reconstruction and
data delivery. On the other hand, the total energy consump-
tion of MPR decreased slowly as the neighbor list update
interval increased. In the case of MPR, the end-to-end multi-
path reconstruction interval increases as the neighbor list
update interval increases.

Figure 10(a) shows the packet delivery ratio according to
the end-to-end multipath reconstruction interval which is
the key factor in the periodic path reconstruction approach.
The packet delivery ratio of MPR was almost steady because
the end-to-end multipath reconstruction is performed when-
ever the sink leaves the agent regardless of the reconstruction
interval. In cases of SPM and MPM, on the other hand, the
packet delivery ratio decreased slowly whereas the MPM
achieved a higher packet delivery ratio. It means that MPM
manages multiple extended paths effectively even the recon-
struction interval is significantly long. Figure 10(b) shows

the total energy consumption according to the multipath
reconstruction interval. In the case of MPR, the total energy
consumption was almost not changed because the multipath
reconstruction is performed not only periodically but also
actively at the neighbor list update. On the other hand,
SPM consumed a slightly increased amount of energy due
to data delivery through the long extended routing path. In
the case of MPM, the total energy consumption was almost
not changed because it manages multiple routing paths very
efficiently during the path reconstruction interval.

5. Conclusion

In this paper, we propose a novel multipath management
scheme called MPM for supporting sink mobility in wireless
sensor networks. Existing multipath routing protocols needs
a significant amount of overhead for reconstructing an end-
to-end multipath for supporting sink mobility. Meanwhile,
the existing single path management schemes maintain the
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end-to-end connection without reconstruction by extending
the constructed path. However, the single path management
schemes cannot provide high-performance data delivery as
multipath routing. To solve the problems, MPM extends
multiple paths using the agent-based multipath management
thereby maintaining the high-quality data delivery through
multipath. Our simulation results show that MPM provides
cost effectiveness compared to the existing multipath recon-
struction and single path management schemes. Depending
on the network parameter such as the speed of the mobile sink
and the data generation interval of sensors, tuning neighbor
list update interval and end-to-end multipath reconstruction
interval influence the performance of MPM significantly.
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In this paper, we investigate new signal constellation pairs for mapping active subcarriers of the zero-padded trimode orthogonal
frequency division multiplexing with index modulation (ZTM-OFDM-IM) systems. In the presented system, one of a constellation
pair is the same as the one used in the previous work, and the other is a constellation larger than the one used in the previous work.
It increases the minimum Euclidean distance between the subblocks of the ZTM-OFDM-IM system with new constellation pairs
under the constraint of the same spectral efficiency. Computer simulation in AWGN and frequency-selective fading channels
shows that the new ZTM-OFDM-IM system has a much lower bit error rate than OFDM-IM and dual-mode OFDM-IM and
slightly outperforms the system with conventional constellation pairs. Since the proposed constellation pairs prove the error
performance improvement of the system, it is considered that a further study on generalized design of the constellation pair for
the ZTM-OFDM-IM system is necessary in the future.

1. Introduction

Due to its large capacity, high spectral efficiency, and robustness
against frequency-selective fading [1], orthogonal frequency
divisionmultiplexing (OFDM), amulticarriermodulation tech-
nique, has been widely adopted in various wireless communi-
cation systems and standards such as wireless fidelity (Wi-Fi)
[2], long-term evolution (LTE) [3], andworld interoperability
for microwave access (WiMAX) [4] for next-generation wire-
less communications. It is also an attractive advantage of an
OFDM system for wireless communications to effectively
eliminate intersymbol interference (ISI) by inserting a cyclic
prefix (CP) between successive symbols [5].

To accommodate the requirements for high spectral and
energy efficiencies, a lot of studies on index modulation (IM)
have been carried out. In the IM scheme, a part of indexed
resources are activated and used for data transmission [6, 7].
A subcarrier-index modulated (SIM) OFDM [8] and an
enhanced SIM-OFDM (ESIM-OFDM) scheme [9] introduce
the concept of IM into the frequency domain to achieve diver-

sity gain. However, the spectral efficiency of both systems is
very low compared to the conventional OFDM scheme. To
mitigate this problem, OFDM with IM (OFDM-IM) has been
proposed to flexibly transmit IM bits by controlling the index
of active subcarriers [10, 11]. In the OFDM-IM system, infor-
mation bits are divided into symbol bits and index bits. The
former are mapped to the activated subcarriers in the same
way as the traditional OFDMmodulation, and the latter indi-
cate the pattern of the activated subcarriers in the OFDM
subblock. Hence, the energy efficiency of the scheme can be
significantly improved, while the spectral efficiency is limited
[12]. To improve the spectral efficiency of the OFDM-IM
system, dual-mode OFDM-IM (DM-OFDM-IM) has been
proposed, where all subcarriers of a subblock are activated
and mapped with two different constellations [13]. As the
frequency spectrum can be fully utilized while maintaining
the characteristics of the IM scheme, the DM-OFDM-IM
generally outperforms the OFDM-IM. Though the DM-
OFDM-IM scheme has a little loss of energy efficiency, it
can enhance the data rate more than the OFDM-IM.
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As a compromise between spectral efficiency and energy
efficiency, the zero-padded trimode OFDM-IM (ZTM-
OFDM-IM) system has been proposed in [14]. Here, the
subcarriers are divided into several disjoint subblocks. A part
of the subcarriers in each subblock ismodulated by two distin-
guished constellations, and the other subcarriers are left
blank, so that energy efficiency of the system can be increased.
To avoid decreasing spectral efficiency, a larger constellation
is usually exploited to map the active subcarriers.

In this paper, we introduce new constellation pairs to
improve error performance of the ZTM-OFDM-IM system.
Here, one of the two mappers used to map active subcarriers
uses the same signal constellation as the one used in the pre-
vious work, while the other uses a larger constellation than
the one used in [14]. This increases the minimum Euclidean
distance (MED) between the subblocks of the ZTM-OFDM-
IM system with new constellation pairs under the constraints
of the same spectral efficiency. The proposed constellation
pairs demonstrate the possibility of improving error perfor-
mance of the system.

The rest of this paper is organized as follows. The trans-
ceiver models of the OFDM systems with the IM scheme
are briefly introduced in Section II. In Section III, the new
pairs of constellations are discussed in detail. Performance
of the proposed ZTM-OFDM-IM system is analyzed in Sec-
tion IV. Finally, some conclusions are provided in Section V.

2. The OFDM Systems with Index Modulation

There are three typical index modulation schemes for the
OFDM system. The OFDM-IM and DM-OFDM-IM can be
considered as special cases of the ZTM-OFDM-IM system.
The typical transmitter structure of the ZTM-OFDM-IM is
shown in Figure 1, where S/P and P/S represent serial-to-
parallel and parallel-to-serial converters, respectively. IFFT
is the N-point inverse fast Fourier transform. For an OFDM
signal withN subcarriersX = ½Xð1Þ, Xð2Þ, ⋯ , XðNÞ�T in the
frequency domain, all subcarriers are divided into G disjoint

subblocks to represent the signal asX = ½Xð1Þ,Xð2Þ,⋯,XðGÞ�T ,
where XðgÞ = ½XðgÞ

1 , XðgÞ
2 ,⋯, XðgÞ

n �T , g = 1, 2,⋯,G, is the
subcarriers in the gth subblock and n =N/G is the number
of subcarriers in a subblock. Thus, the OFDM signal can be
rewritten as

X = X 1ð Þ
1 , X 1ð Þ

2 ,⋯, X 1ð Þ
n , X 2ð Þ

1 , X 2ð Þ
2 ,⋯, X 2ð Þ

n ,⋯, X Gð Þ
1 , X Gð Þ

2 ,⋯, X Gð Þ
n

h iT
:

ð1Þ

The m input information bits are divided into G parallel
data streams of p =m/G bits. p = pM + pI information bits for
a group are divided into pI index bits and pM symbol bits,
which are fed to the index selector and a pair of constella-
tions for mappers, respectively. pA from the pM symbol bits
are for signal mapping using the mapper A, while the
remaining pB = pM − pA bits are for the mapper B. Since the
constellations for signal mapping should be distinguishable,
the signal points of the constellation A and those of the con-
stellation B are not overlapped with each other. To prevent

the spectral efficiency of the system from being reduced,
the constellation sizeMB for the mapper B is generally larger
thanMA, where the constellation size implies the number of
elements in the constellation.

According to the pI index bits, the index selector deter-
mines one of 2pI index patterns expressed as

I = I 1ð Þ, I 2ð Þ,⋯, I 2pIð Þ
h iT

, ð2Þ

where the ith pattern IðiÞ indirectly transmits pI bits given as

I ið Þ = I ið Þ 1ð Þ, I ið Þ 2ð Þ,⋯, I ið Þ pIð Þ
h i

, ð3Þ

for i = 1, 2,⋯, 2pI . With the fixed index pattern, there are 2pM
possible transmission signals of

SI ið Þ = S 1ð Þ
I ið Þ , S 2ð Þ

I ið Þ ,⋯, S 2pMð Þ
I ið Þ

h iT
: ð4Þ

Each SðjÞIðiÞ ⊂ SIðiÞ composed of n subcarrier signals can be
represented as

S jð Þ
I ið Þ = S jð Þ

I ið Þ 1ð Þ S jð Þ
I ið Þ 2ð Þ ⋯ S jð Þ

I ið Þ nð Þ
h i

, ð5Þ

for j = 1, 2,⋯, 2pM . Hence, there are 2p transmission signals
for XðgÞ. In each subblock, kA active subcarriers from n sub-
carriers are modulated by the mapper A, and the kB = k − kA
active subcarriers from the remaining ðn − kAÞ subcarriers
are modulated by the mapper B, where k is the total number
of active subcarriers. Since inactive subcarriers are also
included in the transmitted OFDM signal, the number of
inactive subcarriers ðn − kÞ should be greater than zero.
Therefore, the numbers of bits pA and pB modulated by
mapper A and mapper B are

pA = kA log2 MAð Þ,
pB = kB log2 MBð Þ,

ð6Þ

respectively. Then, pM symbol bits are

pM = kA log2 MAð Þ + kB log2 MBð Þ: ð7Þ

The index selector uses pI of the p input bits to divide the
index for a subblock into two index subsets. The number of
bits needed to select an appropriate index mode is

pI = log2
n

kA

 !
+ log2

n − kA

kB

 !$ %
, ð8Þ

where bxc denotes the greatest integer that is not greater than
or equal to x.

Except for the subcarrier indexing method, the OFDM-
IM and the DM-OFDM-IM have the same functional struc-
tures as the ZTM-OFDM-IM. In the OFDM-IM scheme,
only one constellation is used to generate active subcarriers.
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It is equivalent to the ZTM-OFDM-IM system with k = kA,
kB = 0, andMB = 0. Thus, it can be a special case of the
ZTM-OFDM-IM with low spectral efficiency. The DM-
OFDM-IM scheme exploits a pair of constellations to gener-
ate the transmitted signals. However, it is different from the
ZTM-OFDM-IM in that all subcarriers are activated for sig-
nal transmission, that is, n − k = 0. Thus, it is considered as a
ZTM-OFDM-IM system with low energy efficiency.

The OFDM system with an index modulation scheme
also performs N-point IFFT to produce the signal x =
½xð1Þ, xð2Þ,⋯, xðNÞ�T in the time domain. To eliminate the
adverse effect of ISI caused by the delay spread of multipath
fading channel, a CP of lengthL is added in front of the OFDM
signal. Then, the spectral efficiency of the OFDM system is

η = Np
N + Lð Þn : ð9Þ

Suppose that the transmission environment is a frequency-
selective Rayleigh fading channel of which the impulse
response is h = ½hð1Þ, hð2Þ,⋯, hðvÞ�T with the distribution of
CN ð0, 1/vÞ, where v is themaximumdelay spread.We assume
that the length of CP should be greater than the maximum
delay spread, that is, L > v to completely eliminate the ISI. After
removal of the CP and FFT operation in the receiver, the
received OFDM signal in the frequency domain is Y =
½Yð1Þ, Yð2Þ,⋯, YðNÞ�T . Then, the received signal in the gth

subblock YðgÞ = ½Y ðgÞ
1 , Y ðgÞ

2 ,⋯, Y ðgÞ
n �T can be expressed as

Y gð Þ = diag X gð Þ
n o

H gð Þ +W gð Þ, ð10Þ

wherediag fXðgÞg is ann × ndiagonalmatrix ofwhich themain

diagonal elements are XðgÞ. WðgÞ = ½WðgÞ
1 ,WðgÞ

2 ,⋯,WðgÞ
n �T

represents complex additive white Gaussian noise (AWGN)

of CN ð0,N0Þ, that is, zero mean and variance of N0. HðgÞ =
½HðgÞ

1 ,HðgÞ
2 ,⋯,HðgÞ

n �T is a coefficient vector of the fading
channel in the gth subblock.

The maximum likelihood (ML) detector is used to mini-
mize the Euclidean distance between the estimated subblocks
and the received subblocks. The estimation of thegth
subblock can be determined by

X∧ gð Þ = arg min
I ið Þ⊂I, S jð Þ

I ið Þ⊂SI ið Þ
〠
n

r=1
Y gð Þ
r −H gð Þ

r S jð Þ
I ið Þ rð Þ

��� ���2, ð11Þ

where SðjÞIðiÞ ðrÞ represents the jth transmission signal of the rth

subcarrier with the fixed index pattern IðiÞ. A simple look-up
table can be used to recover the information bits from the
subblocks corresponding to the transmitted symbols and
index patterns.

3. The Improved Constellation Pairs for ZTM-
OFDM-IM

When an ML detector is exploited, error performance of the
ZTM-OFDM-IM system depends largely on the MED
between different OFDM subblocks. The Euclidean distance
between two subblocks can be defined as

D S j1ð Þ
I i1ð Þ , S j2ð Þ

I i2ð Þ

� �
=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

r=1
S j1ð Þ
I i1ð Þ rð Þ − S j2ð Þ

I i2ð Þ rð Þ
��� ���2

s
, ð12Þ

where Sðj1ÞIði1Þ ðrÞ, S
ðj2Þ
Iði2Þ ðrÞ ∈ S and Iði1Þ, Iði2Þ ⊂ I. The minimum

distance dmin normalized by the transmitted bit energy can
be expressed as

dmin = min
i1,j1ð Þ≠ i2,j2ð Þ

ffiffiffiffiffi
1
Eb

s
D S j1ð Þ

I i1ð Þ , S j2ð Þ
I i2ð Þ

� �
, ð13Þ

where Eb = EsðN + LÞ/m = ðEsðN + LÞÞ/ðGðpI + pMÞÞ is the
average energy per bit and Es is the average symbol energy.
Maximizing the MED between subblocks usually results in
improved bit error rate (BER) performance. Therefore, when
designing the constellation pair for subcarrier mapping in the
ZTM-OFDM-IM, the MED between different subblocks
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Figure 1: The transmitter structure of the ZTM-OFDM-IM system.
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should be greater than or equal to the MED between constel-
lation points.

The constellation pair proposed in this paper is com-
pared with the one in [14], where two different BPSK
schemes shown in Figure 2 are adopted. The constellation
A uses a pair of signal points located at f1,−1g, and the
signal points of the constellation B are at f ffiffiffi

2
p

j,−
ffiffiffi
2

p
jg,

where j =
ffiffiffiffiffiffi
−1

p
. In the proposed constellation pair shown

in Figure 3, the constellation B exploits the signal points
of 4-QAM, while the constellation A uses the same BPSK
signal points.

Supposed that the number of subcarriers N , the length of
CP L, and the maximum delay spread of the fading channel v
are set to 128, 16, and 10, respectively. Assuming that the
number of the disjoint group is 32, there are four subcarriers
in a subblock consisting of two active subcarriers and two
inactive subcarriers. In the proposed ZTM-OFDM-IM sys-
tem, one of the active subcarriers is modulated by the mapper
A and the other is modulated by the mapper B as shown in
Figure 3. However, in the previous system [14], three of the
four subcarriers are activated, two of them are modulated
by the mapper A, and the other is modulated by the mapper
B. The spectral efficiency of both systems is equal to 1.333
bit/s/Hz. According to (13), the normalized minimum
distance of the proposed constellation pair shown in
Figure 3 is dmin = 2:667, which is about 15:5% larger than
dmin = 2:309 of the conventional constellation pair presented
in Figure 2. Since dmin is one of the major factors for perfor-
mance improvement, the proposed constellation pair possi-
bly provides better BER performance. In Table 1, we
compare the normalized MEDs of three index modulation-
based OFDM systems with some specific parameters under
the same spectral efficiency of 1.333 bit/s/Hz. It is considered
that the ZTM-OFDM-IM with the proposed constellation
pair has the largest dmin.

When the spectral efficiency is 2.222 bit/s/Hz, a constellation
pair shown in Figure 4 has been used in the previous ZTM-
OFDM-IM system [14], where a = ð1 + ffiffiffi

2
p Þ, b = −ð1 + ffiffiffi

2
p Þ.

The inner 4-QAM constellation is for the mapper A, and the
outer 8 signal points are for the mapper B, that is, MA = 4
and MB = 8, respectively. Let d be the MED between a signal
point in A and the nearest signal point in B. In addition, the
MED from the origin to any signal point in the constellation
pair is also equal to d. Then, the Euclidean distances dA of
the constellation A and dB of the constellation B are equal
to dA = dB =

ffiffiffi
2

p
d. Such constraints can be met with the new

constellation pair presented in Figure 5. Both constellation
pairs use the same signal set for the mapper A. However, the
outer signal set for the mapper B in Figure 5 is different from
the one in Figure 4. Nevertheless, both pairs have the same
parameter set of ðn, k, kA, kBÞ = ð4, 3, 2, 1Þ for designing the
ZTM-OFDM-IM system as given in Table 2. It is noted that
the proposed constellation pair has a larger normalized
MED of 1.886 than the previous one. As presented in
Table 2, the ZTM-OFDM-IM system with the proposed con-
stellation pair has the largest dmin. It implicitly implies that the
system with a new constellation pair may have slightly
improved error performance.

4. Performance Analysis

To evaluate performance of the proposed constellation pairs
for the ZTM-OFDM-IM system, computer simulation has
been carried out. The parameters presented in Tables 1 and 2
have been exploited to design the OFDM systems based on
the IM scheme. We implement the frequency-selective Ray-
leigh fading channel as well as the AWGN channel using
Matlab programas a transmission environment for simulation.

BERs of the OFDM systems with the IM scheme in the
AWGN and frequency-selective Rayleigh fading channels
are plotted in Figures 6 and 7 , respectively. Here, the
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Figure 2: The constellation pair with MA =MB = 2 in [14].
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parameters presented in Table 1 are used. To make the
systems have the same spectral efficiency of 1.333 bit/s/Hz,
the subcarriers in the previous ZTM-OFDM-IM system gen-
erated by the mapper A and the mapper B shown in Figure 2
are kA = 2 and kB = 1, respectively, while those in the pro-
posed ZTM-OFDM-IM system produced by the mappers
shown in Figure 3 are kA = kB = 1. In the DM-OFDM-IM sys-
tem, four subcarriers are divided into kA = kB = 2, that is, no
inactive subcarrier is exploited. In the case of the OFDM-
IM system, only one subcarrier is mapped using 16-QAM.

As a result, the ZTM-OFDM-IM system with the recom-
mended constellation pair shows better error performance
than the previous system. When the signal-to-noise ratio
(SNR) is lower than 8.5 dB in the AWGN environment, it
can be observed that the DM-OFDM-IM system has better
error performance than other systems as shown in Figure 6.
However, since BER is higher than 3:0 × 10−4 in this case, it
is considered that the DM-OFDM-IM is not suitable for
application to a communication system. Specifically, for the
BER of 10−6 as a reference, the proposed system has about
1.0 dB improvement in SNR over the conventional one.
And the error performance of about 0.6 dB and 2.5 dB is
improved compared to the DM-OFDM-IM and OFDM-IM
systems, respectively. It is analyzed that such performance
improvement of the proposed ZTM-OFDM-IM system is
caused by the increased MED between subblocks.

In the Rayleigh fading channel, both ZTM-OFDM-IM sys-
tems have almost the same BER. However, it can be observed
that those systems still have a performance gain of about
3.0 dB and 5.5 dB, respectively, compared to the DM-OFDM-
IM and OFDM-IM systems at a reference BER of 10−5. It is
due to the fact that the former systems have much increased
MEDs compared to the latter systems as shown in Table 1.

When the spectral efficiency is increased to 2.222
bit/s/Hz, the simulation results in the AWGN and Rayleigh
fading channels are plotted in Figures 8 and 9 , respectively.
Since the constellation pairs shown in Figures 4 and 5 are
applied to the ZTM-OFDM-IM system, mapper A and
mapper B are changed toMA = 4 andMB = 8, respectively,
as presented in Table 2. In the DM-OFDM-IM system,
mapper A and mapper B exploit the constellations shown
in Figure 2, soMA =MB = 4, and the OFDM-IM system
generates subcarrier signals using 16-QAM.

Similar to Figure 6, the ZTM-OFDM-IM system with the
proposed constellation pair has about 1.8 dB and 2.6 dB SNR
gain in the AWGN channel, respectively, compared to the
DM-OFDM-IM and OFDM-IM systems at the reference
BER of 10−6. However, the difference in BERs of the previous
and the new ZTM-OFDM-IM system is reduced to 0.3 dB.

Table 1: The parameters for IM schemes when η = 1:333 bit/s/Hz.

Modulation Constellation MA MB n kA kB P dmin

ZTM-OFDM-IM
Previous (Figure 2) 2 2 4 2 1 6 2.309

Proposed (Figure 3) 2 4 4 1 1 6 2.667

DM-OFDM-IM 1,−1f g,
ffiffiffi
3

p
j,−

ffiffiffi
3

p
j

n o
2 2 4 2 2 6 1.633

IM-OFDM-IM 16-QAM M = 16 4 k = 1 6 1.461
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As the MED gain of the new constellation pair over the
previous pair decreases, the amount of performance
improvement also decreases. The simulation results on the
frequency-selective Rayleigh fading channel also show that
the ZTM-OFDM-IM system with the new constellation pair
has the best error performance as shown in Figure 9. Hence,
maximizing the MED between different subblocks is crucial
for improving performance of the OFDM system based on
index modulation schemes.

5. Conclusions

This paper introduces new signal constellation pairs which
improve the error performance of the ZTM-OFDM-IM sys-
tem. In the presented system, one of the two mappers for
mapping active subcarriers uses the same signal constellation
as the one used in the previous work, and the other exploits a
constellation larger than the one used in [14]. This causes the
MED between the subblocks of the ZTM-OFDM-IM system
with new constellation pairs to be increased under the con-
straint of the same spectral efficiency. It is a major factor to
improve the bit error performance of the proposed system.

As a result of simulation in ideal AWGN and frequency-
selective Rayleigh fading channel environments, the ZTM-
OFDM-IM system with the proposed constellation pairs
has much lower BER than the typical OFDM system with
IM scheme such as OFDM-IM and DM-OFDM-IM. In addi-
tion, the new ZTM-OFDM-IM system shows slightly better

Table 2: The parameters for IM schemes when η = 2:222 bit/s/Hz.

Modulation Constellation MA MB n kA kB P dmin

ZTM
Previous (Figure 4) 4 8 4 2 1 10 1.812

Proposed (Figure 5) 4 8 4 2 1 10 1.886

DM Figure 2 in [13] 4 4 4 2 2 10 1.371

IM 16-QAM M = 16 4 k = 2 10 1.333
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performance than the same system with the conventional
constellation pairs. The new constellation pairs proposed in
this paper increase the MED between subblocks, demonstrat-
ing the possibility of improving error performance of the
ZTM-OFDM-IM system. Hence, it is considered that a fur-
ther study on generalized design of the constellation pairs
for the mappers of the ZTM-OFDM-IM system is necessary
in the future. In addition, another investigation on the IM-
based OFDM system is necessary to further improve spectral
and energy efficiencies while suppressing system complexity.
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Sensor-cloud is a developing technology and popular paradigm for various applications. It integrates wireless sensor into a cloud
computing environment. On the one hand, the cloud offers extensive data storage and analytical and processing capabilities not
available in sensor nodes. On the other hand, data distribution (such as time synchronization and configuration files) is always
an important topic in such sensor-cloud systems, which leads to a rapid increase in energy consumption by sensors. In this
paper, we aim to reduce the energy consumption of data dissemination in sensor-cloud systems and study the optimization of
energy consumption with time-varying channel quality when multiple nodes use the same channel to transmit data. Suppose
that there is a certain probability that the nodes send data for competing channel. And then, they decide to distribute data in
terms of channel quality for saving energy after getting the channel successfully whether or not. Firstly, we construct the
maximization problem of average energy efficiency for distributing data with delay demand. Then, this maximization problem
transferred an optimal stopping problem which generates the optimal stopping rule. At last, the thresholds of the optimal
transmission rate in each period are solved by using the optimal stopping theory, and the optimal energy efficiency for data
distribution is achieved. Simulation results indicate that the strategy proposed in this paper can to some extent improve
average energy efficiency and delivery ratio and enhance energy optimization effect and network performance compared with
other strategies.

1. Introduction

With the rapid development of sensor networks, different
wireless sensor networks are quickly becoming popular.
Wireless sensors equipped with a variety of wireless inter-
faces such as Wi-Fi, Bluetooth, and cellular networks have
powerful wireless communication capabilities. In particular,
by combining wireless sensor networks and the cloud, the
concept of sensor-cloud systems appeared [1–6]. The cloud
provides extensive data storage and analytical and processing
capabilities, while wireless sensors are responsible for collect-
ing data. Despite the fact that the cloud has helped to break
through lots of wireless sensor network limitations, there
are still other challenges to be solved. The major problem is
that data (time synchronization and configuration files) to
be distributed and transmitted can significantly affect the

sensor-cloud systems’ performance due to limited energy
supply. Sensor-cloud systems have been deployed in many
applications fields such as agriculture, military, healthcare,
environmental monitoring, andmanufacturing, in particular,
for remote mountainous area or a large area of forest, where
the power cannot be recharged or the sustained power can-
not be provided. A sensor node can perform various types
of data communication with others and distribute shared
data to others within its transmission range, for example,
sensed data is sent to some sinks and the cloud. The sinks dis-
tribute synchronous data to all sensors and so on. On the
other hand, distributing a great deal of data will rapidly
exhaust the power and impact the normal operation of the
sensor or the sink, and especially at certain place where
timely supply of power cannot be realized. Therefore, data
distributing strategies with energy saving and performance
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guarantee is an important subject in the study of energy con-
sumption and performance optimization in such sensor-
cloud systems.

In the nodes’ communication of sensor-cloud systems,
the wireless channel’s quality changes randomly with time
because of its essential attributes, multipath propagation,
and environmental interference and so on. If one node (sen-
sor/sink) is selected to disseminate data when the channel
quality is in good condition, the energy consumption gener-
ated in data dissemination will be effectively reduced. In
some applications, multiple nodes use the same channel to
distribute data, but only one node is allowed to use it in a
given time period which will cause transmission collisions
and data distribution failure if multiple (more than one)
nodes use one channel to distribute data at the same time.
In order to reduce energy waste caused by transmission col-
lisions, the sending nodes must detect the channel service
condition by successfully receiving a response signal from
the receiving nodes within a given time when they distribute
data to the receiving nodes [7, 8]. And the channel service
quality is evaluated on the basis of the power of the signal.
When only one node is detected to use the channel, the send-
ing node decides whether or not to continue to distribute
data in terms of the channel service quality, in order to avoid
the increase in the energy consumption of the distribution
data when the channel service quality is in poor condition.
This process is named channel competition as the sending
node detects the channel service condition. It is the key to
save energy as the sending node selects the optimal channel
service quality to distribute data in the context of successfully
competing for the channel. In [7], the authors use the optimal
stopping theory to study the energy efficiency issue when
multiple mobile nodes compete for the same channel to dis-
tribute data. But they do not consider the delay requirements
of data distribution. Therefore, the energy optimization effect
under the delay constraint scenario is poor. In addition, it has
a fixed time length of the data transmission. The transmis-
sion energy efficiency will vary if the channel quality changes
during data transmission.

In this paper, we consider the data distribution delay
requirements in sensor-cloud systems. And it is also consis-
tent with the realistic situation that the random varying
channel quality has a certain holding time. The channel
variation model is used in [8] as well. The sending node
determines the length of the distribution time according
to the amount of data to be distributed and the channel
holding time. In [9], the authors used the game theory to
study the optimal probability of multiple mobile nodes
competing for the same channel, and then reducing the
energy waste of transmission collisions. But it does not take
into account the impact of channel quality on distribution
energy consumption, which will affect the energy saving of
the data distribution.

Therefore, this paper proposes an optimal energy effi-
ciency distribution strategy for data distributing in sensor-
cloud systems when the node competes for the same channel.
And the maximum distribution delay constraint of the data
distribution is also considered. In sensor-cloud systems, the
sending node participates in channel competition with a cer-

tain probability, observes the channel quality after success-
fully competing to the channel, then decides whether or not
to distribute data based on the channel quality condition.
The optimal energy efficiency moment is selected for the data
distribution so as to realize energy saving. Optimal energy
efficiency means that the average amount of the data distri-
bution per unit of energy consumption reaches a maximum.
The problem of stopping observation and distributing data
through the sending node constantly observing the channel
quality to select a good channel quality is an optimal stopping
rule [10, 11] problem. In this stop-rule problem, the sending
node continuously observes the variation of the channel
quality and obtains the stopping time when the expected
reward of energy efficiency is maximized. Then, it takes the
action of distributing data to achieve the goal of maximizing
the expected reward.

The paper is organized as follows. Section 2 reviews the
related research work. Section 3 presents the sensor-cloud
model and optimization issues. Section 4 introduces the opti-
mal energy efficiency data dissemination strategy based on
the optimal stopping theory. Section 5 shows simulation
results and analysis. At last, we make a conclusion and point
out some possible directions for further work in Section 6.

2. Related Research Work

Data distribution is always a hot topic in distributing net-
works, and its applications are applied widely in various
networks, such as ad hoc networks, social networks, and
wireless sensor networks. Researchers pay extensive atten-
tion to data distribution applications and their research
goals include reducing distribution energy consumption,
increasing throughput, and reducing delay.

At present, the integration of wireless sensor networks
and the cloud have been proposed in many architectures
and research frameworks [1, 2, 12]. The majority of these
works study a three-layer architecture with the focus on
publish/subscribe communication between the sinks and
cloud layers, trying to push communication between sen-
sors and sinks layers. In [13–15], the authors mainly focus
on improving the sensor-cloud performance by raising an
optimization problem.

In [13], the authors put forward a three-tier architec-
ture named CEB (cloud, edge, and beneath). To enhance
scalability and energy efficiency, CEB uses two algorithms
in optimizing data transmission rates between cloud and
edge layers as well as edge and sensor layers, respectively.
The optimization is performed with respect to energy con-
sumption of sensor nodes. In [14], the authors focused on
push-pull hybrid communication between the sensor and
cloud layers through the edge layer. They come up with an
optimization algorithm for sensor and sink nodes concern-
ing different objectives. The purpose is to find the optimal
transmission rate of each node. The optimization is con-
ducted in terms of data yield, bandwidth, and energy con-
sumption. In [15], the paper discusses how to solve the
problem of energy constraints of sensor-cloud infrastructure
so as to improve its performance and prolong its lifetime,
which is really necessary in practice. On this basis, a
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sensor-cloud optimization strategy is proposed to improve
its lifetime and energy efficiency. Formulated as integer lin-
ear programming, the strategy can determine the optimal
number of push or pull periods for data collection or
requesting and thus maximize the lifetime of sensors layer.
Furthermore, it optimizes sensor-cloud lifetime with regard
to energy consumption of sensors and sinks under the differ-
ent push and pull mechanisms.

On the other hand, another research work has been men-
tioned in different literature, such as in [7–9, 16]. In [7], the
authors assumed that multiple sending terminals take part
in channel competition with equal probability and transmit
data within a given time. They use the optimal stopping the-
ory to deduce the optimal transmission rate of the data dis-
semination by the sending terminal so as to achieve greater
amount of data dissemination per unit of energy consump-
tion and higher energy efficiency. In [9], the authors studied
the energy optimization problem of data dissemination from
the perspective of the probability of participating in wireless
network channel competition. Game theory is applied to
derive the optimal probability that multiple sending termi-
nals participate in channel competition to reduce the energy
consumption of data transmission collision and data dissem-
ination. In [16], the authors studied the optimal control from
the perspective of flood data dissemination in mobile social
networks. What is more, through the dynamic programming,
the time dissemination problem of the optimal control signal
is solved and the total network cost is minimized.

In [8], the authors study the distributed opportunity
scheduling problem that multiple sending terminals compete
for the same channel for data dissemination in mobile ad hoc
networks. Based on the optimal stopping theory, the paper
proposed an optimal stopping problem in order to maximize
network throughput. And it also calculates the optimal
transmission rate of the sending terminal by a backward
induction method, thereby maximizing the throughput of
the entire network. However, this paper does not consider
the situation of data transmission delay and assumes that
the sending terminal always has enough data to be distrib-
uted at any time. In [17], the authors study the data dissem-
ination problem when the channel quality changes randomly
in mobile networks. In this paper, the optimal transmission
rate threshold is solved based on the optimal stopping theory
to achieve the maximum network throughput. To this end, it
also uses noncooperative games to develop the users’ best
response strategy.

In general, the researchers addressed the issue of data
dissemination in different network backgrounds, such as
ad hoc networks and social networks, and used different
optimization methods, such as the optimal stopping theory,
game theory, and heuristic algorithm. But the final goal is
to reduce data dissemination energy consumption and
optimize network performance. However, some researches
do not consider the problems of data transmission delay,
while others do not take into account random variation
of channel quality.

In [18, 19], we study the energy consumption of data
transmission for that the channel quality changes randomly
in wireless networks and get an optimal transmission rate

using the optimal stopping theory to solve a constant data
generated rate and variable data generated rate. Therefore,
based on our previous work, we apply our approaches and
models to study the energy efficiency issues with delay con-
straint data in sensor-cloud systems in which some similar
issues exist. Energy consumption is also a serious concern
for users and researchers, and the characteristics of channel
quality changes with time. So, in this paper, our goal is to
improve network energy efficiency while ensuring sensor-
cloud systems’ performance. The main contributions of this
paper include the following aspects. (1) Considering the case
where the channel quality changes randomly with time and
having a certain holding time, an energy efficiency model
and an optimal energy efficiency model in which multiple
nodes compete for the same channel for data dissemination
are constructed in sensor-cloud systems. (2) Construct the
optimal stopping rule problem based on optimal average
energy efficiency to obtain the approximate optimal stopping
rule. And within the maximum transmission delay, use the
optimal stopping theory to solve the optimal transmission
rate threshold for data transmission during channel quality
maintenance period.

3. Network Model and Problem Description

3.1. Network Model. In a sensor-cloud system, such as the
sink node sends a Qd data with the maximum delay Dm. to
sensors at intervals of Tdiss. Sensors which are beyond the
transmission range of the sink node cannot directly receive
the data, and other sensors receiving the data need to distrib-
ute data to them. The data distribution model in a sensor-
cloud system is shown in Figure 1.

The conflicting of the transmission and the failure of the
data distribution will appear if multiple sinks use the same
channel to disseminate data and multiple (more than one)
sensors are enclosed in the transmission interference range.
However, the data transmission will be successful if only
one sink uses the channel to transmit data at the same time.
The channel will be idle if there is no data to be transmitted.
In order to detect the status of the channel, the sending sink
transmits data to the receiving sensor for duration of τ. And
the transmission is successful if the acknowledgment signal
from the receiving sensor is returned successfully in time τ.
This successful transmission is regarded as a successful com-
petition channel of a sending node, and τ is the channel com-
petition period. Assume that the channel quality is held on
for a time T . That means the sending sink competes success-
fully with the channel and obtains the opportunity to con-
tinue to disseminate data for a period T . Indeed, the period
T is called a period of one-channel competition and data dis-
semination. Obviously, the channel competition period τ sat-
isfies τ≪ T . Since the channel quality changes randomly
with time, the sending sink has competed successfully the
channel and detected the channel quality according to the
acknowledgment signal power value sent back by the receiv-
ing nodes. The data will be disseminated if the channel qual-
ity is good. Otherwise, the opportunity is given up. The other
nodes have to wait for the next cycle T to participate in the
channel competition again if the sending node chooses to
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distribute data. On the other hand, the sending node could
not participate in the channel competition for the remaining
time of the current round if it gives up the channel, but the
other nodes could continue to compete for the channel.
One round of channel competition and data dissemination
process is shown in Figure 2.

3.2. Problem Description. It is assumed that the number of
sending nodes using the same channel is K within the trans-
mission interference range. These nodes participate in the
channel competition with an equal probability p, and the
value is 1/K . At the beginning of each round of channel com-
petition, K sending nodes compete for the channel with
probability p. If there is only one node competing for the
channel, then the channel competition turns out to be suc-
cessful, which is called the first round channel competition
success, and the sending node is represented by A. On the
condition that the current channel quality is good, A con-
tinues to disseminate data, while the others wait to compete
for the channel in the next round. Or node A stops dissemi-

nating data, quits this round of channel competition, and
waits to participate in the next round, while the remaining
K − 1 sending nodes continue the competition. When there
is only one node competing for the channel, the second
round is declared successful, and that node is represented
by B. Then, B performs the same operation as A. Obviously,
node A successfully competes for the first round and con-
tinues to disseminate data if the channel quality is good in
the current cycle. Otherwise, each node that successfully
occupies the channel has to give up using the channel which
is thereby successfully competed for K times. Therefore, the
probability of successful channel competition in ith round is

ρsi = 1
K−i+1
� �

p 1 − pð ÞK−i, ð1Þ

The total times of expected channel competition is bi =
1/ρsi in the ith round successful competition process. The
number of competition expectations for each sending node
is bi · p in ith competition. And in each round of K time com-
petition, competition expectations total ∑K

i=1bip. With the
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Cloud applications

Virtual sensor

Sensors

Figure 1: A data distribution model for sensor-cloud system.
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Figure 2: One round of channel competition and data dissemination process.
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transmission power consumption of the sending node being
P and the duration of each competition being τ, the compe-
tition energy consumption is P · τ. Therefore, the expected
competition power consumption of the sending node is
∑K

i=1bipPτ in each round of channel competition. The send-
ing node which wins the channel competition disseminates
data in the 1st round if the channel quality is good. The
expected duration of competition is b1τ and the time length
of the remaining transmission is T − b1 · τ.

Under normal circumstances, data dissemination is sub-
ject to a certain deadline in practical applications and the
data not yet transmitted within the deadline will be dis-
carded. This paper assumes that the maximum data delay is
Dm. If a sending node successfully competes for the channel
and carries the data to be distributed which is going to reach
the maximum delay Dm, then it distributes data regardless of
the channel quality to avoid discarding the data due to time-
out. Obviously, the competing expectations of the sending
node add up to b1 · p, and accordingly the expected competi-
tion energy is b1 · p · P · τ. The expected competition time is
b1 · τ; therefore, the time length of the remaining transmis-
sion is T − b1 · τ.

According to the Shannon formula, when the sending
node’s transmission power consumption is given, the chan-
nel quality is better and the transmission rate is bigger. That
means the more data is disseminated by the sending node at
the same time, and the more data is transmitted by using the
same power. Defining the energy efficiency is the amount of
data bits that can be disseminated in per unit of joule energy.
Our goal is to obtain the maximum or optimal energy effi-
ciency when the sending node competes successfully to the
channel for data dissemination and to improve the energy
efficiency of data dissemination with guarantee of data trans-
mission delay.

4. Optimal Energy Efficiency Data
Dissemination Strategy Based on Optimal
Stopping Theory

4.1. Construction of Optimal Energy Efficiency Problems.
Assume that the sending node successfully obtains the chan-
nel in the ith competition of one round channel contention
and set the channel transmission rate as R. Then, the energy
efficiency of the node for data dissemination is

γ = R~t

P~t + Etotal
: ð2Þ

Here, R is the transmission rate, and Etotal is the total
competing and reference energy consumption before the
sending node gets ith transmission opportunity. And it is
called the total detection energy consumption, which is cal-
culated from the next round of channel competition after
the last successful data transmission and includes competing
and reference energy consumption in this round. The refer-
ence energy consumption P0 is the basic energy consumed
by each current device of the sending node in the active state
(including the idle and transmission state). ~t represents the

actual transmission time which is determined by the amount
of data to be distributed and the transmission rate R. It is
defined as follows:

~t =
Qd/R, Qd/R ≤ T − b1 ⋅ τ,
T − b1 ⋅ τ,Qd/R > T − b1 ⋅ τ:

(
ð3Þ

In order to reduce energy consumption, each sending
node maximizes its own energy efficiency to achieve optimal
energy efficiency. Therefore, the optimal energy efficiency γop
of the sending sensor can be defined as follows:

γop = max R~t

P~t + Etotal
: ð4Þ

Each sending node competes for the channel with proba-
bility p. And after obtaining successfully the channel, it
decides to disseminate data immediately or give up the use
of the channel according to the current channel transmission
rate and the amount of data to be disseminated. The dissem-
ination data will be discarded if the sending node has the
expectation to obtain greater energy efficiency. Otherwise,
the data is disseminated immediately. The sending node,
based on the amount of data to be disseminated, continu-
ously observes the quality condition of the successfully com-
peting channel and makes a decision whether or not to use
the channel for data dissemination. Obviously, this problem
is the optimal stopping rule problem that the sending node
chooses the optimal time to stop observing and distribute
data for obtaining the optimal energy efficiency. The optimal
stopping theory provides the theoretical analysis base and
practical solutions.

4.2. Optimal Stopping Rule Problem of Optimal Energy
Efficiency. After the sending node receives the data with the
maximum delay of Dm, the node starts to compete for the
channel and observes the quality of the channel being suc-
cessfully competed for. If the channel quality is up to the
optimal energy efficiency standard, it will disseminate data;
otherwise, it will wait for the next round of the competition.
If the sending node carrying the data keeps observing until
the maximum delay Dm reaches the deadline, it must dissem-
inate data after occupying the channel so as to avoid the data
discarding due to the excessive delay. Therefore, the sending
node participates in channel competition with M = bDM/Tc
rounds. If the sending node obtains the channel and distrib-
utes the data in the Nth (1 ≤N <M) round, its energy effi-
ciency is

γN = RN
~tN

P~tN +∑N
n=1 ∑K

i=1bi ⋅ p ⋅ P ⋅ τ + P0 ⋅ T
� � : ð5Þ

In (5), RN represents the transmission rate obtained by
the sending node in the Nth round; ~tN is the actual time
length of data dissemination at this moment, which is defined
in (3); ∑K

i=1bipPτ represents the expected competing energy
consumption. P0 is the reference power consumption of the
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sending node and P0 · T is the reference energy consumption.
Since the sending node has to disseminate data after success-
fully competing for the channel in theMth round, the energy
efficiency of the Mth round shall be

γM = RM
~tM

P~tM +∑M−1
n=1 ∑K

i=1bipPτ
� �

+ b1pPτ +MP0T
: ð6Þ

It is called one data dissemination, which refers to the
process from the sending node competing for the channel
to winning the competition and disseminating data. Indeed,
one data distribution includes one or more rounds of channel
competition and one data dissemination. Ny is defined as the
number of channel competition rounds of data dissemina-
tion in the yth. That is, the time is the period when channel
competition stops and data dissemination starts, which is
referred to the stop time. If the sending node repeatedly dis-
seminates data for Y times, the corresponding stop time
sequence is fN1,N2,⋯,Ny,⋯,NYg. The transmission rate
sequence is fRN1

, RN2
,⋯, RNy

,⋯, RNY
g. The actual trans-

mission time length sequence is f~tN1
,~tN2

,⋯,~tNy
,⋯,~tNY

g.
And the detected total energy consumption sequence is
fEtotal,N1

, Etotal,N2
,⋯, Etotal,Ny

,⋯, Etotal,NY
g. Among them, RNy

,
~tNy

, and Etotal,Ny
represent the transmission rate, actual trans-

mission time length, and total energy consumption of the
data dissemination after the sending node competing for
the channel Ny times in the yth round, respectively. Based
on (5) and (6), the average energy efficiency of the sending
node is

χ = 〠
Y

y=1
γNy

=
∑Y

y=1RNy
~tNy

∑Y
y=1 P~tNy

+ Etotal,Ny

� � , ð7Þ

~tNy
=

Qd/RNy
,Qd/RNy

≤ T − b1 ⋅ τ,

T − b1 ⋅ τ, Qd/RNy
> T − b1 ⋅ τ,

(
ð8Þ

Etotal,Ny
= 〠

Ny

n=1
Ec,n + P0 ⋅ Tð Þ, ð9Þ

Ec,n =
〠
K

i=1
bi ⋅ p ⋅ P ⋅ τ, 1 ≤ n <M,

b1 ⋅ p ⋅ P ⋅ τ, n =M:

8><
>: ð10Þ

According to the law of large numbers, (7) is trans-
formed into the following:

χ = E RN
~tN

� �
E P~tN + Etotal,N
� � : ð11Þ

Here, E½•� and N, respectively, represent the mathematical
expectation and the number of competition rounds before
data dissemination, which is also the stop time of the channel
competition. With the data to be disseminated being subject

to the maximum delay Dm, the maximum stop time of the
channel contention is represented by M. The stop time set
for channel contention is defined as Ω = fN : 1 ≤N ≤Mg.
So the biggest problem about the average energy efficiency
in this paper is

maxN∈Ω
E RN

~tN
� �

E P~tN + Etotal,N
� � : ð12Þ

According to (11) and (12), the optimal average energy
efficiency (the average value of the maximum amount of data
per unit energy transmission) is

χ∗ = supN∈Ω
E RN

~tN
� �

E P~tN + Etotal,N
� � : ð13Þ

Furthermore, formula (13) is transformed by an equation
transformation into the following:

supN∈Ω E RN
~tN

� �
− χ ∗ E P~tN + Etotal,N

� �� �� �
= 0: ð14Þ

Formula (14) is an average energy efficiency maximiza-
tion problem concerning the maximization of expected
reward E½ΦNðχÞ� about χ, where the reward function ΦN
ðχÞ is

ΦN χð Þ = RN
~tN − χ P~tN + Etotal,N

� �
: ð15Þ

Therefore, the average energy efficiency maximization
problem of (12) is converted into an optimal stopping
problem.

ψ χð Þ =maxN∈ΩE ΦN χð Þ½ �
=maxN∈Ω E RN

~tN
� �

− χ E P~tN + Etotal,N
� �� �� �

,
ð16Þ

The aim of (16) is to gain the optimal stopping time
N ∗ =Nðχ ∗Þ of the channel competition, so as to obtain
the optimal average energy efficiency χ ∗. So, we have

N∗ = arg supN∈Ω
E RN

~tN
� �

E P~tN + Etotal,N
� � : ð17Þ

The average energy efficiency maximization problem of
formula (17) is a limited-range optimal stopping problem
which follows an optimal stopping rule (as shown in literature
[4]). This paper solves the optimal stopping problem by
inverse induction. And the sending node obtains an optimal
transmission rate threshold when it stops competing for the
channel and disseminates data in each period T.

4.3. Optimal Stopping Rule of Optimal Energy Efficiency. The
sending node takes part in the channel competition in each
period T , observes the channel quality after obtaining the
channel, and then determines whether the current moment
is the optimal energy efficiency moment for disseminating
data. And the decision is made dependent on the expected
value of the future channel quality. The sending node’s
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reward for stopping channel competition and disseminating
data is ΦnðχÞ = Rn

~tn − χðP~tn + Etotal,nÞ when it successfully
competes for the channel at time n. If it gives up disseminat-
ing data, the sending node will expect to receive reward.

E Φn+1 χð Þ ∣ Fn½ � = E Rn+1~tn+1 − χ P~tn+1 + Etotal,n+1
� �

∣ Fn

� �
:

ð18Þ

Here, n = 1, 2,⋯,M − 1 and Fn represents that the trans-
mission rate sequence values R1,⋯, Rn. According to the
optimal stopping rule [5, 12], if the actual reward ΦNðχÞ of
the data dissemination is equal to or greater than the
expected reward E½ΦNðχÞ ∣ Fn� after the sending sensor

achieves the channel competition success at time n, the data
will be disseminated. Instead, the sending node gives up
using the channel and continues to take part in the next com-
petition round. Therefore, the condition that the sending
node disseminates data after obtaining the channel at time
n satisfies

Φn χð Þ ≥ E Φn+1 χð Þ ∣ Fn½ �, n = 1, 2,⋯,M − 1: ð19Þ

Proposition 1. When N∗ðχÞ =min fM > n ≥ 1 : ΦnðχÞ
≥ E½Φn+1ðχÞ�jFn�g and the approximate stopping rule sat-
isfies Rn ≥ Rth,nðχÞ, the rule is optimal, where

Proof. According to (15), there is

E Ec,n+1 ∣ Fn½ � = 〠
K

i=1
bipPτ, 1 ≤ n <M − 1,

b1pPτ, n =M − 1,

8><
>: ð23Þ

E½Ec,n+1 ∣ Fn� represents the expected competition energy
consumption of the sending sensor at n + 1. Its value is

E Ec,n+1 ∣ Fn½ � = 〠
K

i=1
bipPτ, 1 ≤ n <M − 1,

b1pPτ, n =M − 1:

8><
>: ð24Þ

Since the data has the maximum delay Dm, the sending
node does not need to consider the transmission rate after
successfully competing to the channel at time M, i.e., the
transmission rate threshold of M is 0. Then there is

E RM − χPð Þ~tM ∣ FM−1
� �

=
ðRmax

0
r − χPð Þ~tM

� �
dFR rð Þ, ð25Þ

where ~tM is defined in (7). FRðrÞ is the cumulative dis-
semination function of the transmission rate, and Rmax
represents the maximum transmission rate. Therefore,
the transmission rate of the data dissemination after the

transmission node successfully competes for the channel
at time M − 1 satisfies

RM−1~tM−1 ≥
ðRmax

0
r − χPð Þ~tM

� �
dFR rð Þ

− χ b1pPτ + P0Tð Þ + χP~tM−1:

ð26Þ

According to (7), we can see that ~tM−1 ≤ T − b1τ.
As a result, the transmission rate threshold at which the

sending node stops the channel competition and starts dis-
seminating data at M − 1 is

Rth,M−1 χð Þ =
Ð Rmax
0 r − χPð Þ~tM
� �

dFR rð Þ − χ b1pPτ + P0Tð Þ
T − b1τ

+ χP:

ð27Þ

So there is

E RM−1 − χPð Þ~tM−1 ∣ FM−2
� �

=
ðRmax

Rth,M χð Þ
r − χPð Þ~tM−1

� �
dFR rð Þ:

ð28Þ

~tM−1 is defined in (7). According to (19), the transmission
rate threshold at which the sending node stops channel com-
petition and starts to disseminate data at M − 2 is

Rth,n χð Þ =

Ð Rmax
Rth,n+1 χð Þ r − χPð Þ~tn+1

� �
dFR rð Þ − χ Ec,n+1 + P0Tð Þ

T − b1τ
+ χP, 1 ≤ n <M,

0, n =M,

8><
>: ð20Þ

Ec,n+1 =
〠
K

i=1
bi ⋅ p ⋅ P ⋅ τ, 1 ≤ n <M − 1,

b1 ⋅ p ⋅ P ⋅ τ, n =M − 1,

8><
>: ð21Þ

~tn+1 =
Qd/Rn+1,Qd/Rn+1 ≤ T − b1 ⋅ τ,
T − b1 ⋅ τ,Qd/Rn+1 > T − b1 ⋅ τ:

(
ð22Þ
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Similarly, the transmission rate threshold obtained from
M − 3 to 1 is Rth,M−3ðχÞ,⋯, Rth,1ðχÞ.

In summary, the transmission rate threshold of the trans-
mission sensor at time n ð1 ≤ n ≤MÞ is defined as (20). When
the transmission rate satisfies Rn ≥ Rth,nðχÞ, (19) is monoto-
nous. Therefore, the myopic stopping rule in Proposition 1
is optimal.

4.4. Optimal Energy Efficiency Data Dissemination Strategy
Based on Optimal Stopping Theory-OEDDBOS. According
to the optimal myopia stopping rule in Subsection 4.3, the
optimal stopping rule for optimal stopping problem (16) is

N χ ∗ð Þ =min M ≥ n ≥ 1 : Rn ≥ Rth,n χ ∗ð Þ� 	
: ð30Þ

Here, Rth,nðχ ∗Þ is the optimal transmission rate thresh-
old of the sending sensor at n, which is defined in (20). Next,
we solve the optimal average energy efficiency χ ∗ according
to (13).

Given the cumulative dissemination function FGðgÞ of
the random gain variable G of the channel, the cumulative
dissemination function of the random variable R of the chan-
nel transmission rate is derived as FRðrÞ. The probability that
the sending node competes successfully to the channel is 1/K
at time n. Therefore, the probability that the sending node
disseminates data at time 1 is ð1 − FRðRth,1ðχ ∗ÞÞÞ/K , while
the probability that data cannot be disseminated is FRðRth,1
ðχ ∗Þ + ð1 − FRðRth,1ðχ ∗ÞÞÞðK − 1Þ/K . If the sending node
does not disseminate data at time 1, then it continues to
participate in channel competition at time 2, and so on.
The probability that the sending node disseminates data at
time n is

θn =
Yn−1
i=1

FR Rth,i χ ∗ð Þð Þ + 1 − FR Rth,i χ ∗ð Þð Þ K − 1ð Þð
K


 � !

⋅
1 − FR Rth,n χ ∗ð Þð Þð Þ

K
:

ð31Þ

The transmission rate expected value and the expected
time length of the sending node data dissemination at the
time n are

�Rn = E Rn½ � =
ðRmax

Rth,n χ∗ð Þ

r
1 − FR Rth,n χ ∗ð Þð Þð Þ dFR rð Þ,

�t = E ~tn
� �

=

Qd

Rn
, Qd
�Rn

≤ b1τ,

b1τ,
Qd
�Rn

> b1τ:

8>>><
>>>:

ð32Þ

The expected value of transmission data, the expected
energy consumption, and the expected detection total energy
consumption of the sending node from 1 to M are

E RN
~tN

� �
= 〠

M

n=1
�Rn
�tnθn, ð33Þ

E P~tN
� �

= 〠
M

n=1
P�tnθn ð34Þ

E Etotal,N½ � = 〠
M

n=1
〠
n

x=1
Ec,x + nP0T

 !
⋅ θn, ð35Þ

where Ec,x is defined in (7). Finally, the optimal average
energy efficiency χ ∗ is obtained by solving (13). The solution
process for χ ∗ can be described in detail as follows.

Step 1. Initialize the average energy efficiency χ0.
Step 2. Calculate the transmission rate threshold Rth,M

ðχ0Þ in terms of formula (20), and let n =M − 1.
Step 3. If n ≥ 1, then run Step 4; otherwise, run Step 5.
Step 4. Calculate Rth,nðχ0Þ in terms of formula (20), and

let n = n − 1, then return to Step 3.
Step 5. Calculate the expected value of transmission data

E½RN
~tN �, the expected energy consumption E½P~tN �, and the

expected detection total energy consumption of the sending
node (N) E½Etotal,N � in terms of formulas (33), (34), and
(35). Calculateχnew in terms of formula (13). If ∣1/χnew − 1/
χ0 ∣ >ε (a given error), thenχ0 = χnew, return to Step 2; other-
wise, χ ∗ = χnew.

Step 6. End.
Therefore, the flowchart of OEDDBOS is shown in

Figure 3.
The above algorithm uses the Newton iteration method

to calculate the optimal average energy efficiency χ ∗ accord-
ing to the given initial value χ0. This iterative method qua-
dratically convergences to the optimal value and the result
tends to be stable after three times iterations. According to
the optimal average energy efficiency χ ∗, an optimal trans-
mission rate threshold Rth,nðχ ∗Þ for the data dissemination
is obtained after the sending sensor successfully competes
for the channel at n in the optimal stopping rule (30).

The optimal rate threshold Rth,nðχ ∗Þ is a threshold for
disseminating data after the sending sensor obtains a channel
using opportunity at n. And it is also the rate threshold when
the average value of the data dissemination per unit of energy
consumption is the largest. This threshold controls effectively
the timing at which the sending node disseminates data. The
sending node participates in the channel competition in each
round T . The optimal stopping rule strategy is to verify

Rth,M−2 χð Þ =
Ð Rmax
Rth,M−1 χð Þ r − χPð Þ~tM−1

� �
dFR rð Þ − χ ∑K

i=1bipPτ + P0T
� �

T − b1τ
+ χP: ð29Þ
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whether the current transmission rate reaches the optimal
transmission rate threshold Rth,nðχ ∗Þ after winning the
channel competition. The sending node disseminates data if
the current transmission rate value is greater than or equal
to the optimal threshold. Otherwise, it abandons the use of
the channel and continues the channel competition in the
next round. The sending node performs continuously chan-
nel competition and data dissemination according to a given
optimal stopping strategy and increases the average data vol-
ume per unit of energy consumption and the data transmis-
sion rate, so as to achieve the energy optimization effect
under the premise of guaranteeing the data dissemination
throughput.

5. Experimental Results and Analysis

This section compares the optimal energy efficiency data dis-
semination strategy based on optimal stopping theory pro-
posed in this paper with other data dissemination strategies
in related studies, then analyzes and evaluates the average
energy efficiency and the average transmission rate of each
strategy. The strategies being compared in this paper include
the following three.

(1) Energy-Efficient Optimization for Distributed
Opportunistic Scheduling Strategy (EEODOS). K
sending nodes participate once in the channel com-
petition with a probability 1/K every other period τ.
And the competition is successful when only one
node competes for the channel. Then, the node
decides to disseminate data immediately or to aban-

don dissemination and continue to compete for the
channel according to whether the current transmis-
sion rate is greater than or equal to the optimal trans-
mission rate threshold. The duration of time that the
sending node disseminates data is T trans

(2) Energy Efficient Data Dissemination Strategy Based
on Game Theory (EEDDBG). K sending nodes par-
ticipate in channel competition for one time with an
optimal probability every other period τ. And it is
successful for competition when only one node com-
petes for the channel. Then, the node disseminates
data. Indeed, the duration of the dissemination
depends on the size of the transmission rate and the
capacity of the data packets to be distributed, where
the optimal probability relies on the number K of
nodes participating in the competition

(3) Randomly Competing Data Dissemination Strategy
(Random). K sending nodes participate in a channel
competition with a probability 1/K every other
period τ. And the competition succeeds when only
one node competes for a channel. Then, the node dis-
seminates data in the remaining time of the holding
time of the current channel quality. The duration of
data dissemination depends on the transmission rate
and the capacity of the data packets to be distributed.
The fading of wireless channels is a small-scale fad-
ing. And its fading model is usually modeled as the
Rayleigh distribution or the Rician distribution [20].
In simulation, the sending node and the receiving
node have the same channel condition cumulative

No

Yes

No

Yes

Start

Initialize 𝜒0

𝜒0 = 𝜒new 

End

Calculate Rth,M (𝜒0) according to formula (17), and set n = M–1

n≥1

Calculate Rth,n (𝜒0) according to formula (17), and let n = n–1

|1/𝜒new –1 /𝜒0 |>𝜀

𝜒⁎ = 𝜒new

~ ~Calculate E[RNtN], E[PtN] and E[Etotal,N] according to formulas
(22), (23) and (24); calculate 𝜒new according to formula (10)

Figure 3: The flowchart of OEDDBOS.
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distribution function. According to the channel gain
probability density function in [15], combined with
the Shannon formula [(4)], the cumulative distribu-
tion functions of the transmission rate r against the
maximum rate Rmax under the Rayleigh and Rician
distributions are as follows:

FR Rayleigh rð Þ =
exp − 2r/W − 1

� �2 ⋅ N0Wð Þ2
� �

/2σ2P2
� �

exp − 2Rmax/W − 1
� �2 ⋅ N0Wð Þ2/2σ2P2
� �� � ,

FR Rayleigh rð Þ = Q1 A/σ, 2r/W − 1
� �

N0W/σP
� �

Q1 A/σ, 2Rmax/W − 1
� �

N0W/σP
� � ,

ð36Þ

where σ2 is the channel gain variance correlation value.W is
the channel bandwidth. N0 is the noise power spectral den-
sity. A is the peak of the main signal amplitude. And Q1ð•Þ
is the first type of the Marcum Q-function. The value of each
parameter in the simulation experiment is shown in Table 1.

According to the analysis in Section 4, the sending node’s
transmission rate threshold Rth,nðχ ∗Þ is closely related to the
value of parameters such as the amount of data to be dissem-
inatedQd , the number of nodes of participating in competing
K , the channel holding period T , the channel contention
period τ, reference power consumption P0, and so on.
Figure 4 shows the relationship between the optimal average
energy efficiency χ ∗ and the parameters for the Rayleigh and
Rician distributions.

First of all, when the amount of the data to be distributed
Qd is small, the ratio of the competition energy consumption
to the transmission energy consumption of the transmission
node is large, and the value χ ∗ is small. If the value of Qd is
too large, the sending node continuously reduces the trans-

mission rate threshold in order to ensure data transmission
delay, reducing the value of χ ∗. Secondly, as the number of
nodes K increases, the values of the transmission rate thresh-
old and χ ∗ decrease. And then, as the channel retention
period T is extended, the available transmission time after
successful acquisition of the channel increases. And the ratio
of the competition energy consumption to the transmission
energy consumption within the period decreases, while the
value of χ ∗ increases. Next, the smaller the competition
period τ, the lesser the competition energy consumption is
and the greater the value of χ ∗. Finally, P0 is the continuous
power consumption of the sending node in the open state. So
the larger the value of P0 is, the smaller the value of χ ∗ is.

5.1. Average Energy Efficiency. Energy efficiency is the ratio of
the total amount of data disseminated by the sending node to
the total energy consumption. And the average energy effi-
ciency refers to the average energy efficiency of each sending
node, which represents the average amount of data dissemi-
nation per unit of energy consumption as well as the data dis-
semination efficiency by the unit energy consumption. The
higher the average energy efficiency is, the greater amount
of data dissemination per unit of energy consumption is
achieved and the more energy is saved. Figure 5 compares
the average energy efficiency of each strategy when the Ray-
leigh and Rician distributions have different parameters.

In Figure 5, OEDDBOS-1 shows the OEDDBOS situation
under the Rician distribution, as OEDDBOS-2 is under the
Rayleigh distribution. And the other three strategies are the
same. From Figure 5, OEDDBOS achieves the greatest aver-
age energy efficiency. That is, its saving effect is the best.
OEDDBOS obtains the optimal transmission rate threshold
of the sending node by taking advantage of the optimal stop-
ping theory at each period T , which is based on the amount
of data to be distributed Qd , the number of sensors partici-
pating in the competition K , the channel holding period T ,
the channel competition period τ, and the value of the refer-
ence power consumption P0. It is proven that the highest
average energy efficiency can be achieved with this threshold.
Based on the game theory, EEDDBG obtains the optimal
probability of the sending node participating in the competi-
tion. This strategy aims to reduce the conflict energy con-
sumption of the channel competition. However, it does not
take into account the random variation of channel quality
and its average energy efficiency is related to the probability
distribution of channel transmission rate. Random has nei-
ther obtained the optimal probability of participating in the
competition, nor selected the transmission rate when the
channel quality is in good condition. In addition, its average
energy efficiency is comparatively lower. On the basis of the
optimal stopping theory, EEODOS obtains the optimal
transmission rate threshold. However, the maximum trans-
mission delay of the data is not considered at the threshold,
resulting in some data being discarded because of exceeding
the deadline and thereby lacking the transmittable data when
there is a higher transmission rate threshold. EEODOS does
not also consider the length of the channel quality holding
time. The sending node participates in the channel competi-
tion all the time after the data transmission is completed if

Table 1: Simulation experiment parameter values.

Parameter Description Value

W Bandwidth (Hz) 107

N0 Noise power spectral density (W/Hz) 10-7

σ2 Channel gain variance correlation value 1

P Transmission power (W) 0.1

g Channel gain 0~ 4
A Peak of main signal amplitude 1

K Number of sending sensor (s) 5

Tdiss Cycle of base station dissemination data (s) 4

Qd
Amount of data distributed by the
base station at each time (kB)

144

Dm The maximum delay of data (s) 10

T Channel quality holding time (s) 0:7 ×Dm

τ Channel competition period (s) 0:001 × T

T trans Transmission time length of EEODOS (s) 3 × τ

Pe Reference power consumption (W) 0:1 × P
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the transmission rate is not reaching to the threshold. And its
competitive energy consumption greatly increased. Mean-
while, the time length of the data transmission is given, which
will result in the data transmission rate changing during the
dissemination process, affecting the average energy efficiency.

5.2. Average Transmission Rate. The transmission rate is the
ratio of the amount of data being successfully disseminated
by the sending node to the amount of data to be dissemi-
nated. Because data has the maximum delay requirement,
the data that exceeds the delay will be discarded. The average
transmission rate is the average of the transmission rate of
each transmission node. It represents the proportion of the
data that is disseminated within the delay requirement in
the network. And the average transmission rate is also the
probability of successful data dissemination. The greater the
average transmission rate, the less data discarded due to
timeout. Figure 6 shows the mean comparison of the average
transmissibility for each strategy as the Rayleigh and Rician
distributions have different parameters.

The description of Figure 6 has the same meaning as
Figure 5. The mean value refers to the average value of the
average transmission rate when the parameter values are
within a certain range. The value ranges for each parameter
are the same as shown in Figure 5. From Figure 6, OEDDBOS
has a higher average transmission rate. The OEDDBOS
selects the time when the channel quality is good (i.e., the
transmission rate is high) to transmit data according to the
amount of data to be disseminated Qd and to reduce the
amount of data that is discarded due to the delay. As long
as the sending node has the amount of data to be dissemi-
nated, it will participate in the channel competition and dis-
seminate the data after obtaining the channel, thereby
increasing the transmission rate. In Random, the sending
node participates in the channel competition with a period
of T . The sending node which obtains the channel occupies
the remaining time of T , regardless of the amount of data
to be disseminated. This will cause some data to be discarded
before getting a transmission opportunity due to beyond the
delay. The average transmission rate when the number of
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Figure 4: The relationship between the optimal average energy efficiency χ ∗ and the parameters. (a) The relationship between χ ∗ and K . (b)
The relationship between χ ∗ and Qd . (c) The relationship between χ ∗ and T . (d) The relationship between χ ∗ and τ.
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Figure 5: The comparison of the average energy efficiency of different strategy. (a) Average energy efficiency of different quantities of data
distributed Qd . (b) Average energy efficiency of different numbers of sending nodes K . (c) Average energy efficiency of different channel
holding periods T . (d) Average energy efficiency of different channel competition periods τ. (e) Average energy efficiency of different
reference power consumptions P0. (f) Average energy efficiency of different cycles to distributed data Tdiss.
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sending node K changes is the smallest. Because when the K
increases, the transmission opportunity of each transmission
node decreases, thus the transmission rate decreases. The
average transmission mean value is smaller when the data
volume Qd is variable. As Qd keeps increasing, the amount
of data that can be disseminated by each sending sensor is
limited. And some data are discarded due to excessive delays,
resulting in a decrease in the transmission rate. The change in
the channel holding period T , the competition period τ, and
the reference power consumption P0 does not affect the mean
value of the average transmission rate but mainly affects the
average energy efficiency. The average transmission rate is
small when the data dissemination period Tdiss changes.
Because Tdiss keeps declining, the amount of data to be dis-
seminated continues to increase, and the amount of data that
is discarded beyond the delay increases, thus the transmis-
sion rate decreases.

6. Conclusion

In sensor-cloud systems, multiple sensors/sinks usually use
the same channel to transmit data at the same time in the
transmission interference range, which will bring transmis-
sion collisions and result in data transmission failure. Aiming
at reducing energy consumption for data dissemination in
sensor-cloud systems, this paper mainly focuses on the
energy consumption optimization problem with time-
varying channel quality when multiple sensors use the same
channel to disseminate data. The sensor sends data with a
certain probability to compete for channel. The sensor
decides whether or not to distribute data in terms of channel
quality for saving energy after getting channel successfully.
We construct the maximization problem of average energy
efficiency for distributing data with delay demand. Then, this
maximization problem is transferred to an optimal stopping
problem which generates the optimal stopping rule. At last,
the thresholds of the optimal transmission rate in each period
are solved by using the optimal stopping theory, and the opti-
mal energy efficiency for data distribution is achieved. Simu-

lation results indicate that the strategy proposed in this paper
can to some extent improve average energy efficiency and
delivery ratio and enhance energy optimization effect and
network performance compared with other strategies.
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